Table S1. Various Markov model types in the disease domain.
	Type of Markov Model
	Model Goals
	Data Conditions driving the Applicability of the models
	Relevant Citations

	Markov Chain Monte Carlo (MCMC)
	Estimating disease prevalence and incidence from incomplete data or cross-dataset validations
	Incomplete or missing data, prior distributions, likelihood functions
	Nijhuis et al [1]

	Markov Decision Process (MDP)
	Treatment of chronic disorders involving sequential decision process, in which a sequence of interrelated decisions or actions must be made over time
	Requires the dataset to have action-state pair for every transition
	Bennett and Hauser [2]

	Partially Observable Markov Decision Process (POMDP)
	POMDPs extend MDPs by maintaining internal belief states about patient status, treatment effect, etc.
	Requires the dataset to have action-state pair for every transition and works well when data is noisy or there are missing observations
	Bennett and Hauser [2]

	Hidden Markov Model (HMM)
	Predicting disease states from medical test sequences
	Sequences of medical test results, where some states exist, but are not observable, such as intermediate states
	Murphy [3]

	Discrete-Time Markov Chain (DTMC)
	Modeling the progression of chronic diseases like diabetes
	State transition events are observed and captured at fixed time intervals 
	Beck and Pauker [4]

	Continuous-Time Markov Chain (CTMC) - Model used in this research
	Modeling the progression of chronic diseases like CVDs
	State transition events happen in unpredictable time intervals. They are observed and captured when the event occurs
	Aalen and Gjessing [5]
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