The truncation strategy implemented at NYU was beginning with a start keyword and ending 321 tokens after the start keyword. A list of start keywords such as "presents with", "found to have", or "transferred" (phrases commonly used at the beginning of the assessment and plan) were compiled by human reviewers.1 The termination after 321 tokens represented the median count of tokens in the truncated sections following the start keyword in our retrospective dataset.

At UC, truncation used the same start keyword approach with one additional start keyword “medical problems being addressed.” Similarly to NYU, optimal token length following the start keyword was determined through expert annotation of notes to identify the portion showing reasoning of the primary presenting problem. However, we found that the expert annotated optimal token length varied significantly between notes at UC and tended to be relatively short. We found that a ratio of the original length serves as a more accurate estimate of the optimal length, leading us to adopt a ratio-based approach. The truncation strategy implemented, which involved truncating down to 35% of the token length after the start keyword, winsorized between 86 and 283 tokens, the first quartile, and the maximum optimal length, showed a promising improvement. The mean absolute error was reduced to 67.60, a significant improvement compared to the fixed length of 321, which yielded 191.85. 
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