Table S1. Study details and accuracy.
	Study
	LLMa
	Training method
	Examination
	Accuracy (%)

	Singhal et al [1]
	Med-PaLM 2b
	We performed detailed human evaluations on long-form questions along multiple axes relevant to clinical applications. In pair-wise comparative ranking of 1066 consumer medical questions, physicians preferred Med-PaLM 2 answers to those produced by physicians on 8 of 9 axes pertaining to clinical utility (P<.001).
	USMLEc
	67.6

	Venigalla et al [2]
	GPTd-Neo
	An LLM of similar size and architecture as BioMedLM but trained on Pile and therefore not domain specific.
	USMLE
	33.3

	Sharma et al [3]
	ChatGPT
	Considering the widespread use of ChatGPT and the reliance people place on it, this study determined how reliable ChatGPT can be for answering complex medical and clinical questions. USMLE questionnaires were used, obtained results using 2-way ANOVA and post hoc analysis. Both showed systematic covariation between format and prompt.
	USMLE
	58.8

	Kung et al [4]
	ChatGPT
	376 publicly available test questions from the June 2022 sample examination release, termed “USMLE-2022,” obtained from the official USMLE website.
	USMLE
	60.0

	Raimondi et al [5]
	ChatGPT-3.5, Google Bard, Bing Chat
	Multiple-choice questions from the Royal College of Ophthalmologists website, covering both part 1 and part 2 examinations.
	Fellowship of the Royal College of Physicians and Surgeons (Ophthalmology), or FRCOphth, part 1 and part 2 examinations
	· LLM chatbots: 65.5 for part 1 and 67.6 for part 2
· ChatGPT-3.5: 55.1 for part 1 and 49.6 for part 2
· Google Bard: 62.6 for part 1 and 51.9 for part 2
· Bing Chat: 78.9 for part 1 and 82.9 for part 2

	Gilson et al [6]
	ChatGPT
	4 data sets: AMBOSS-Step1, AMBOSS-Step2, National Board of Medical Examiners (NBME)-Free-Step1, and NBME-Free-Step2.
	USMLE
	· AMBOSS Step1: 44.0
· AMBOSS Step2: 42.0
· NBME Free Step1: 64.4
· NBME Free Step2: 57.8

	Strong et al [7]
	ChatGPT
	14 multipart cases were selected from clinical reasoning examinations administered to preclerkship medical students between 2019 and 2022.
	USMLE
	69.0

	Morreel et al [8]
	ChatGPT
	Multiple-choice examination for the course of family medicine in the 3rd bachelor year of the medical curriculum at Antwerp University. The examination consisted of 47 questions (Dutch language) with 4 possible answers and with a pass mark of 62.5%.
	Dutch Family Medicine Exam
	50.0

	Humar et al [9]
	ChatGPT
	Plastic surgery in-service examinations from 2018 to 2022 were used as a question source. For each question, the stem and all multiple-choice options were imported into ChatGPT.
	Plastic surgery in-service examinations from 2018 to 2022
	55.8

	Giannos et al [10]
	ChatGPT
	Recent public resources (2019-2022) were used to compile a data set of 509 questions from the BioMedical Admissions Test (BMAT), the Test of Mathematics for University Admission (TMUA), the Law National Aptitude Test (LNAT), and the Thinking Skills Assessment (TSA), covering diverse topics in aptitude, scientific knowledge and applications, mathematical thinking and reasoning, critical thinking, problem solving, reading comprehension, and logical reasoning.
	BMAT, TMUA, LNAT, and TSA
	73.0

	Oh et al [11]
	ChatGPT
	The data set comprised 280 questions from the Korean General Surgery Board examinations conducted between 2020 and 2022.
	Korean General Surgery Board examinations conducted between 2020 and 2022
	76.4

	Angel et al [12]
	GPT-4, GPT-3, Bard
	"Anesthesia Review: 1000 Questions and Answers to Blast the BASICS and Ace the ADVANCED": multiple choice questions and possible answers from both basic and advanced sample examinations were entered into GPT-3 and GPT-4 using the ChatGPT plus user interface20 and entered into Bard using the user interface provided by Google.21 The questions were entered individually, and the answers from the AIe were recorded.
	American Board of Anesthesiology (ABA) Exam
	GPT-4: 80.0
GPT-3: 50.0
Bard: 46.0

	Huang et al [13]
	ChatGPT-4, ChatGPT-3
	The Radiation Oncology in-Training (TXIT) examination contains 300 questions covering various topics of radiation oncology. The 2022 Gray Zone collection contains 15 complex clinical cases.
	38th American College of Radiology (ACR) TXIT examination
	· ChatGPT-4: 78.8
· ChatGPT-3: 62.1

	Oztermeli et al [14]
	ChatGPT-3.5
	Publicly available medical specialty examination (MSE) questions and answer keys from the past 5 years were scanned, and a total of 1177 questions were included in the study. All questions were asked to ChatGPT, GPT-3.5 series, which is the March 23, 2023, version. The average score and rank that ChatGPT would receive if it had entered the examination that year were determined. Questions were categorized into short-question group, long-question group, single-select multiple-choice questions, and multiselect multiple-choice questions.
	5 MSEs
	70.9

	Gencer et al [15]
	ChatGPT
	ChatGPT was provided with a total of 105 questions divided into 7 distinct groups, each of which contained 15 questions.
	Turkish language thoracic surgery examination
	90.5

	Guerra et al [16]
	ChatGPT
	GPT-4's performance was examined on 643 Congress of Neurological Surgeons Self-Assessment Neurosurgery (SANS) exam board-style questions from various neurosurgery subspecialties. Of these, 477 (74.2%) were text-based questions and 166 (25.8%) contained images. GPT-4 refused to answer 52 (8.1%) questions that contained no text. The remaining 591 (91.9%) questions were inputted into GPT-4, and its performance was evaluated based on first-time responses. Raw scores were analyzed across subspecialties and question types and then compared to previous findings on ChatGPT performance against SANS users, medical students, and neurosurgery residents.
	Neurosurgery board examinations
	76.6

	Wang et al [17]
	ChatGPT
	Chinese National Medical Licensing Examination (CNMLE) in 2020, 2021, and 2022. Each set of questions consists of 4 units, with 150 questions per unit. Based on the requirements to pass the NMLE, a total score of 360 or above is considered qualified.
	CNMLE
	47.0

	Alessandri Bonetti et al [18]
	ChatGPT
	GPT-3 was used in June 2023 to undertake the 2022 IRANE (Italian Residency Admission National Exam), a computer-based examination with 140 multiple-choice questions, taken by all Italian medical graduates yearly, used to assess basic science and applied medical knowledge. The examination was scored using the same criteria defined by the national educational governing body. The performance of ChatGPT was compared to the performance of the 15,869 medical graduates who took the examination in July 2022. Lastly, the integrity and quality of ChatGPT's responses were evaluated.
	Italian Residency Admission National Exam
	87.1

	Weng et al [19]
	ChatGPT
	Taiwan's 2022 Family Medicine Board Exam, which combined both Chinese and English and covered various question types, including reverse questions and multiple-choice questions, and mainly focused on general medical knowledge. Each question was pasted into ChatGPT and its response recorded and compared with the correct answer provided by the examination board. SAS 9.4 and Microsoft Excel were used to calculate the accuracy rates for each question type.
	Taiwan's 2022 Family Medicine Board Exam
	41.6

	Huang et al [20]
	ChatGPT
	The AI chatbot's responses were manually reviewed to determine the selected answer, response length, response time, provision of a rationale for the outputted response, and the root cause of all incorrect responses (classified into arithmetic, logical, and information errors). The performance of AI chatbots was compared against a cohort of family medicine residents who concurrently attempted the test.
	University of Toronto Family Medicine Residency Progress Test (UTFMRPT)
	82.4

	Flores-Cohaila et al [21]
	ChatGPT
	Peruvian National Licensing Medical Examination (PNLME): ENAM 2022 data set, which consisted of 180 multiple-choice questions, to evaluate the performance of ChatGPT. Various prompts were used, and accuracy was evaluated. The performance of ChatGPT was compared to that of a sample of 1025 examinees. Factors such as question type, Peruvian-specific knowledge, discrimination, difficulty, quality of questions, and subject were analyzed to determine their influence on incorrect answers. Questions that received incorrect answers underwent a 3-step process involving different prompts to explore the potential impact of adding roles and contexts on ChatGPT's accuracy.
	Peruvian ENAM
	86.0

	Beaulieu-Jones et al [22]
	GPT-4
	Evaluated the performance of ChatGPT-4 on 2 surgical knowledge assessments: the SCORE (Surgical Council on Resident Education) and a second commonly used knowledge assessment, referred to as Data-B. Questions were entered in 2 formats: open ended and multiple choice. ChatGPT output was assessed for accuracy and insights by surgeon evaluators.
	SCORE, Data-B
	· SCORE: 71.0
· Data-B: 68.0

	Kufel et al [23]
	GPT-3.5
	Państwowy Egzamin Specjalizacyjny (PES) consisting of 120 questions, provided by the Medical Examinations Center in Lodz. Questions were administered using the openai.com platform that grants free access to the GPT-3.5 model.
	Polish radiology examination (PRE)
	52.0

	Huynh et al [24]
	ChatGPT
	135 questions from the 2022 Self-assessment Study Program for Urology, with 3 independent researchers and 2 physician adjudicators.
	Self-assessment Study Program for Urology
	28.0

	Borchert et al [25]
	ChatGPT
	UK Foundation Programme Office (UKFPO) 2023 Situational Judgement Test (SJT) practice examination entered into ChatGPT, scored on the FPO template; questions categorized according to domains of Good Medical Practice.
	UK SJT
	76.0

	Skalidid et al [26]
	ChatGPT
	European Exam in Core Cardiology (EECC), the final examination for the completion of specialty training in cardiology in many countries.
	EECC
	59.0

	Mannam et al [27]
	ChatGPT
	Using the Congress of Neurological Surgeons (CNS) SANS exam board review prep questions, we conducted 3 rounds of analysis with ChatGPT. We developed a novel ChatGPT Neurosurgical Evaluation Matrix (CNEM) to assess the output quality, accuracy, concordance, and clarity of ChatGPT answers.
	SANS
	67.0

	Bolton et al [28]
	PubMedGPT
	PubMedGPT 2.7B, a new language model trained exclusively on biomedical abstracts and papers. This GPT-style model can achieve strong results on a variety of biomedical natural language processing (NLP) tasks, including a new state-of-the-art performance of 50.3% accuracy on the MedQA biomedical question-answering task.
	USMLE
	50.3

	Yasunaga et al [29]
	BioLinkBERT
	LinkBERT, a language model pretraining method that leverages links between documents (eg, hyperlinks). Given a text corpus, we viewed it as a graph of documents and create language model inputs by placing linked documents in the same context. We then pretrain the language model with 2 joint self-supervised objectives: masked language modeling and our new proposal, document relation prediction.
	USMLE
	45.1

	Gu et al [30]
	PubMedBERT
	Domain-specific pretraining can benefit by starting from general-domain language models. In this paper, we challenged this assumption by showing that for domains with abundant unlabeled text, such as biomedicine, pretraining language models from scratch results in substantial gains over continual pretraining of general-domain language models.
	USMLE
	38.1

	Taylor et al [31]
	Galactica
	Large scientific corpus of papers, reference material, knowledge bases and many other sources.
	USMLE
	44.4

	Yasunaga et al [32]
	DRAGONf
	DRAGON, a self-supervised approach to pretraining a deeply joint language knowledge foundation model from text and knowledge graphs (KGs) at scale.
	USMLE
	47.5


aLLM: large language model.
bMed-PaLM 2: Medical Patient Language Model 2.
cUSMLE: United States Medical Licensing Examination.
dGPT: Generative Pretrained Transformer.
eAI: artificial intelligence.
fDRAGON: Deep Bidirectional Language-Knowledge Graph Pretraining.
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