Table S1. Most performing hyperparameters combination for each model. Hyperparameters not mentioned are set by default. 
Bayesian naive classification [BNC], logistic regression [LR], k-nearest neighbor classifier [KNN], support vector machine [SVM], random forest [RF], gradient boosting trees [GBT], and Extreme Gradient Boosting [XGB].

	Model
	Param #1 
	Param #2 
	Param #3 
	Param #4 
	Param #5 
	Param #6 

	LR
	penalty = l2
	c = 0.1
	solver = lbfgs
	max_iter = 1000
	
	

	BNC
	var_smoothing = 1e-8
	
	
	
	
	

	RF
	bootstrap = true
	max_depth = 70
	max_features = auto
	min_samples_leaf = 1
	min_samples_split = 2
	n_estimators = 2000

	GBT
	n_estimators = 500
	max_depth = 9
	learning_rate = 0.1
	
	
	

	XGB
	max_depth = 4
	min_child_weight = 5
	learning_rate = 0.1
	n_estimators = 100
	
	

	SVM
	c = 0.1
	kernel = poly
	gamma = 0.1
	
	
	

	KNN
	n_neighbors = 5
	weights = uniform
	metric = minkowski
	
	
	

	
	
	
	
	
	
	




