Multimedia Appendix 5 

• BERT pretrained model: scibert_scivocab_uncased;
• BERT tokeniser, with truncate length set to 512;
• Number of layers of FFNN: 3;
• Hidden dimensions in FFNN: 64;
• Activation function in FFNN: relu;
• Embedding dimensionality for categorical features: 32.

The models were trained using the Adam optimiser [1], a batch size of 16, on a single NVIDIA GTX Titan X. All models using the textual inputs were trained for 3 epochs, with the patience criterion set to 1, and the learning rate set to 2e−5. The models using the numerical and categorical inputs only were trained for 20 epochs, with a patience of 5, and the learning rate set to 1e−3.
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