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Abstract

Background: Heart failure (HF) is a significant global health problem, affecting approximately 64.34 million people worldwide.
The worsening of HF, also known as HF decompensation, is a major factor behind hospitalizations, contributing to substantial
health care costs related to this condition.

Objective: This study aimed to explore the perspectives of health care professionals and data scientists regarding the relevance,
challenges, and potential benefits of using machine learning (ML) models to predict decompensation from patients with HF.

Methods: A total of 13 individual, semistructured, qualitative interviews were conducted in Portugal between October 31, 2022,
and June 23, 2023. Participants represented different health care specialties and were selected from different contexts and regions
of the country to ensure a comprehensive understanding of the topic. Data saturation was determined as the point at which no
new themes emerged from participants’ perspectives, ensuring a sufficient sample size for analysis. The interviews were audio
recorded, transcribed, and analyzed using MAXQDA (VERBI Software GmbH) through a reflexive thematic analysis. Two
researchers (JS and AH) coded the interviews to ensure the consistency of the codes. Ethical approval was granted by the NOVA
National School of Public Health ethics committee (CEENSP 14/2022), and informed consent was obtained from all participants.

Results: The participants recognized the potential benefits of ML models for early detection, risk stratification, and personalized
care of patients with HF. The importance of selecting appropriate variables for model development, such as rapid weight gain
and symptoms, was emphasized. The use of wearables for recording vital signs was considered necessary, although challenges
related to adoption among older patients were identified. Risk stratification emerged as a crucial aspect, with the model needing
to identify patients at high-, medium-, and low-risk levels. Participants emphasized the need for a response model involving health
care professionals to validate ML-generated alerts and determine appropriate interventions.

Conclusions: The study’s findings highlight ML models’ potential benefits and challenges for predicting HF decompensation.
The relevance of ML models for improving patient outcomes, reducing health care costs, and promoting patient engagement in
disease management is highlighted. Adequate variable selection, risk stratification, and response models were identified as
essential components for the effective implementation of ML models in health care. In addition, the study identified technical,
regulatory and ethical, and adoption and acceptance challenges that need to be overcome for the successful integration of ML
models into clinical workflows. Interpretation of the findings suggests that future research should focus on more extensive and
diverse samples, incorporate the patient perspective, and explore the impact of ML models on patient outcomes and personalized
care in HF management. Incorporation of this study’s findings into practice is expected to contribute to developing and implementing
ML-based predictive models that positively impact HF management.
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Introduction

Heart failure (HF) is a complex clinical syndrome characterized
by frequent and rapid decompensation; even long-term, stable
patients with HF might rapidly deteriorate in days or hours [1].
HF decompensation is a major cause of hospitalization in
patients with HF, negatively influencing prognosis [1],
representing the highest share of health care costs for this disease
[2].

Several factors can precipitate HF decompensation, including
respiratory infections, noncompliance with dietary
recommendations or pharmacological treatment, and atrial
fibrillation [2]. Early detection of HF decompensation is crucial
to allow timely intervention and to prevent hospitalizations and
increased morbidity [3].

Studies suggest that telemonitoring systems and predictive
models for clinical support and patient empowerment may
improve HF management [4]. Based on telemonitored data,
artificial intelligence (AI) techniques have been increasingly
used to predict and analyze HF decompensation events. AI and
machine learning (ML) algorithms have the power to assimilate
and integrate multidimensional, multimodal data and create
accurate prediction models. The application of AI/ML
algorithms could potentially improve workflow and outcomes
for patients with HF due to the ever-growing data, particularly
time series data gathered via remote monitoring [5].
Furthermore, there have been other health conditions in which
AI models have been successfully developed for early detection
and screening. A study published in the scientific journal Nature
showcased a model that surpassed radiologists’ performance in
interpreting mammograms [6], while another study introduced
an ML model that reliably predicts the onset of diabetes [7].

However, there is a limited understanding of health care
professionals’ perspectives on using such systems and the
specific considerations necessary for designing an ML model
to be integrated into clinical practice. To bridge this knowledge
gap, we conducted a semistructured interview study involving
health care professionals and data scientists with profound
expertise in health care. The primary objective of this study was
to explore their viewpoints concerning an ML system tailored
for the early detection and management of HF decompensation.
Additionally, this study sought to provide the experts’
perceptions on developing crucial features in the ML system,
identify potential implementation challenges, and establish
design principles to enhance overall system efficiency and
effectiveness.

Methods

Study Design
A qualitative research design was used, using individual
semistructured interviews to explore the perspectives of health
care professionals and data scientists regarding the relevance,
challenges, and potential benefits of using ML models to predict
decompensation in patients with HF.

Eligibility Criteria
Health care professionals working with patients with HF and
data scientists with expertise in the health care field were
considered eligible to participate in this study.

Recruitment Strategies
Participants were selected through intentional sampling to ensure
the representation of diverse perspectives and expertise in HF
and health care data management.

Potential participants were identified based on their expertise
in the field. With prior authorization from the experts, key
contacts from the researchers’ network shared their email
addresses with the primary researcher, facilitating direct
communication.

The primary researcher emailed potential participants and invited
them to a semistructured interview. This email included
attachments to the interview guide and a consent form. The
participants were required to provide written consent to
participate in this study by signing the consent form.

Participants
A total of 13 participants, representing a diverse range of health
care professionals and data science experts, were interviewed
for this study. The participants recruited were primary care
physicians (n=1), cardiologists (n=3), internal medicine
physicians (n=3), nurses (n=3), and data scientists (n=3). The
composition of this poll of experts aimed to capture the
perspective of the health care professionals who usually provide
care to patients with HF and the technical perspective of the
data scientists. Geographically, participants were in different
areas, with 2 participants based in the north of Portugal, 8
participants in the Lisbon area and its surroundings, 2
participants in the south, and 1 participant working outside of
Portugal. The diversity of locations is especially relevant to
guarantee the results are not biased by the local context.

The sample size of 13 participants was determined based on
data saturation, where no new themes emerged from
participants’ perspectives, aligning with a recent systematic
review’s findings indicating that saturation can be achieved
within a narrow range of interviews (9-17) in qualitative research
[8].
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Data Collection
The primary researcher conducted face-to-face and online
semistructured interviews in Portuguese, using an interview
guide (Multimedia Appendix 1) developed by the authors after
the participants provided written informed consent to participate.
All interviews were conducted in private rooms by a single
researcher and were audio recorded to ensure accurate data
capture.

The interview guide explored the participants’ perspectives on
an ML model for predicting HF decompensation. Open-ended
questions were included in the interview guide, allowing
participants to express their thoughts and opinions freely.

Before the formal data collection, an initial interview was
conducted with an internal physician to test and adjust the
interview guide, ensuring its relevance and appropriateness;
this first interview was not included in the subsequent analysis.

Data Analysis
Each interview lasted, on average, 31 (range 15-48) minutes.
The interviews were audio recorded, transcribed verbatim, and
assessed for accuracy.

The participant’s data were analyzed using interactive and
inductive processes following a thematic analysis approach as
proposed by Braun and Clarke [9], since the purpose of the
research was explanatory and intended to generate new
knowledge. The data analysis was conducted in the following
phases: (1) familiarizing with the dataset, (2) generating initial
codes, (3) searching for themes, (4) reviewing the themes, (5)
defining and naming the themes, and (6) producing the report
[9].

In the first phase, two authors engaged with the dataset by
reviewing the interviews multiple times to understand the
content’s depth, identifying key expressions, and formulating
and validating meanings through discussions. In the second
phase, the MAXQDA (VERBI Software GmbH) was used to
generate initial codes, allowing for simplified data analysis and
management. Subsequently, codes were categorized into
overarching themes.

During the third phase, the two authors (JS and AH)
systematically identified and organized themes into clusters and
categories. In the fourth phase, a third author (ARP) with
expertise in qualitative research reviewed the findings to
enhance the credibility of the analysis. The author provided
feedback on the analytical process and the developing themes,
facilitating their refinement.

In the fifth phase, the authors refined and defined the themes
by re-examining the dataset and developing a comprehensive

description of the themes. In the sixth phase, excerpts of the
interview, derived from coding, were translated from Portuguese
to English and further edited for clarity, resulting in the report
of the analyzed dataset.

Researchers’ Reflexivity
In reflexive thematic analysis, the researchers incorporate their
knowledge and experiences into their analytical practice [10].
It is important to highlight that all the authors, as health care
researchers, have engaged with patients diagnosed with chronic
diseases, including HF, and are particularly focused on
understanding how digital health can contribute to better
management of these conditions. Therefore, our values and
assumptions might have influenced the analysis produced.
However, efforts were made to minimize this influence through
rigorous data analysis and researchers’ discussions.

Ethical Considerations
The research was conducted per the Helsinki Declaration (World
Medical Association, 2018), and written informed consent was
obtained from every participant. All data collected during the
interviews were anonymized to ensure participant
confidentiality. Only the primary researcher has access to the
original recordings, which are securely stored and protected.
To ensure anonymity, all participants were assigned unique
codes, and personal identifiers were removed during data
transcription to safeguard the privacy of participants. No
participant received any type of compensation for taking part
in this study. The study was approved by the NOVA National
School of Public Health research ethics committee (CEENSP
no 14/2022).

Results

Overview
Saturation was achieved with the seventh interview, and 6
participants were then interviewed to confirm thematic
saturation. Four themes or categories emerged from the analysis:
“Machine learning model relevance,” “Variables collection and
system features,” “Risk levels and their management,” and
“Challenges and potential solutions for implementation.”

Thematic Content
Subgroups and themes or categories identified in the analysis
of health care professionals and data scientists’ perspectives of
an ML model to predict the risk of decompensation from patients
diagnosed with HF are illustrated in Figure 1. Excerpts of the
interview presented in the results were extracted from the coding
analysis, and the themes and subgroups resulting from the
qualitative coding are reported below.
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Figure 1. Subgroups and themes or categories identified in the analysis. ML: machine learning.

ML Model Relevance
Most participants highlighted the potential benefits of using an
ML model to predict decompensation from patients with HF.
These benefits included identifying patients at risk of
decompensation earlier, allowing for more personalized care,
improving patient outcomes, and reducing health care costs.

Is a very relevant thing, and early detection of
decompensation is something that allows for reducing
the number of hospitalizations, which is fundamental.
Not only for the patient’s quality of life but also for
the burden on the National Health Service.
[Cardiologist 2]

Regarding models in general, predictive models, I
think they are well received by health
professionals...There is a clear notion that we are
evolving toward an increasingly personalized
medicine. We also know that today, waiting for these
changes that start as subclinical to become clinical
so that professionals or patients then feel that they
exist; we are losing, in quotes, time, where
intervention could be done earlier and more
deleterious outcomes could be avoided, which in the
case of heart failure in particular, the one always
intended to be achieved is to avoid hospitalizations.
Since any additional hospitalization in these patients
has a worse prognosis in the natural history of the
disease, the earlier we can adjust therapy so that no
decompensation of heart failure leads to

hospitalization, not only from the individual’s
perspective but also from the institution’s perspective,
avoiding pressure on emergency services and
hospitals in general. [Internal medicine physician 2]

Participants also considered the model could contribute to better
management of the disease by the patient.

For me, the great advantage of digital technology in
heart failure, for health professionals, is that it allows
us to start preventing hospitalizations earlier. I think
that for the patient, even those who are more reluctant
to adhere to therapy because in heart failure,
therapeutic adherence is also a problem; it gives them
a certain empowerment over the disease......So, I think
it’s a win-win for both sides. [Nurse 2]

Variables Collection and System Features
Participants discussed the importance of identifying the correct
variables for the ML model. Some variables mentioned include
rapid weight gain and symptoms such as tiredness, shortness
of breath, and swelling of the ankles (see Textbox 1 for a
complete list of variables). Participants noted that selecting
variables should be evidence-based and consider the complexity
of HF management.

Weight gain of more than 2kg in 3 days; increase the
number of pillows, the patient who sleeps with one
pillow to two or three, or to sleep sitting up; increased
edema of the lower limbs; increased coughing at
night; finally, a feeling of worsening tiredness for
minor efforts. [Internal medicine physician 1]
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Textbox 1. List of variables mentioned by the participants.

• Patient characterization: sex, age, comorbidities, and previous hospitalizations

• Heart failure characterization: New York Heart Association Classification and left ventricular ejection fraction

• Vital signs: weight, height, systolic blood pressure, diastolic blood pressure, heart rate, and blood oxygen saturation

• Laboratory results: creatinine, glomerular filtration rate based on the chronic kidney disease epidemiology collaboration equation, hemoglobin,
hematocrit, urea, N-terminal pro b-type natriuretic peptide (NT-Pro BNP), ferritin, sodium, potassium, iron (fix capacity, iron), saturation (from
transferrin), natriuretic peptide (BNP), and iron

• Prescribed medication: furosemide, bisoprolol, dapagliflozin, spironolactone, sacubitril, valsartan, carvedilol, lisinopril, nebivolol, ramipril,
perindopril, torsemide, enalapril, empagliflozin, captopril, eplerenone, propranolol, atenolol, timolol, trandolapril, fosinopril, metoprolol, and
sotalol

The collection of vital signs through wearables was deemed
relevant by the participants.

I think asking someone every day, and even if it’s
every week, to record their weight, blood pressure,
and frequency is tough. I don’t think that’s feasible
in the long run. So the simpler, the better, and there,
the devices are clearly in the way. [Internal medicine
physician 3]

However, as HF is prevalent among older people, using such
devices was considered a challenge by some interviewees.

Most people with HF are elderly, and the likelihood
of using wearables will be low. [Primary care
physician 1]

Interviewers also highlighted the need to select the population
to use these tools properly.

Telemonitoring has two secrets. One of them is, to be
cost-effective, the population you choose; I don’t think
it’s a technology applied to all patients. [Cardiologist
1]

Risk Levels and Their Management

Risk Levels
Participants emphasized the importance of developing an ML
model capable of stratifying patients into distinct risk levels
(high, medium, and low risk of decompensation), considering
the patient’s HF journey stage. This approach would facilitate
health care professionals to provide more targeted interventions.

The literature in cardiovascular patients structures
patients into three levels, possibly four. Roughly
speaking, therefore, that is low risk, moderate risk,
high risk, and, in some situations, there is a very high
or very high-risk level. In the case of heart failure,
risk stratification will also depend on the type of
patient, namely the stage of their heart failure
journey......three levels, roughly speaking, sounds
good, I think it’s interesting in your work that you
can adjust this risk stratification also to the stage of
the heart failure patient journey. [Internal medicine
physician 2]

Response Model
Several participants discussed the importance of having a
response model to validate the alerts generated by the ML

model. They noted that the validation process should involve a
health care professional, such as a nurse or a physician, who
could assess the patient’s condition and determine the
appropriate response.

On the first level, the ideal situation would be to
activate a call from a specialist heart failure nurse
who would help the patient identify what they are
doing right and what they are doing wrong. At an
intermediate level...the structure would be the
equivalent of an open consultation, a day hospital...a
medical team. They may go through a nursing
assessment first while consulting with the heart failure
medical team. In the red level, I think the medical
team must be activated to help decide what is going
on and how the patient will be assessed. [Internal
medicine physician 3]

Informing the Patients
Participants discussed the potential benefits and challenges of
providing alerts to patients identified as high-risk by the ML
model. They noted that alerts could help patients take proactive
steps to manage their condition, but there were concerns about
patient anxiety.

When the information is to be given to the patient,
either because it is considered that it has to be given,
or because the patient has asked for this information,
it cannot just be “you have an alert,” there has to be
an explanation. There has to be an explanation and
especially a recommendation of what to do next,
because otherwise, it creates a level of anxiety, “you
have a change in your oxygen (levels)” (alert) and
that’s it. It would be a bit distressing for anyone.
[Internal medicine physician 2]

Challenges and Potential Solutions for Implementation
The participants identified several challenges regarding
implementing the ML model, along with suggestions to address
the identified challenges. They can be grouped into the following
categories.

Technical Challenges

Data Quality

Participants emphasized the importance of obtaining
high-quality and reliable health care data for training accurate
ML models. They noted that health care data can often be messy,
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incomplete, or contain errors, posing challenges in data
preprocessing and cleaning.

There are other issues, not only of having rich data
set but also types of quality of data sets, trying to
understand how that type of data was collected, how
that data was treated, how they were coded. For
example, whether ICD 10 or 11 (is used), how are
the coding practices like, the standard practice in
terms of coding...all of this is necessary to understand
the rules inherent to the type of data we have. [Data
scientist 1]

Model Development and Validation

Participants highlighted that designing and developing ML
models suitable for health care applications requires domain
expertise. It involves selecting appropriate algorithms,
fine-tuning models for accuracy, interpretability, and
generalizability, and conducting robust testing for model
validation.

Interoperability and Integration

The participants mentioned that integrating ML models into
existing health care systems and workflows can be challenging.
They pointed out issues related to interoperability, compatibility
with different data formats and systems, and the need for
seamless integration with electronic health records and other
health care software.

All of this (defining which data to feed into an ML
model, EHRs, prescription drugs) also influences the
cardiac care...and of course...take into account that
many of these systems do not talk to each other, so
there is no interoperability of systems, and this makes
it difficult from the outset. There is, therefore, work
to do beyond quality (assurance) to make all the data
talk to each other, trying to see how possible it is to
go to the individual level, that is, what data do you
have and how can you have as much information as
possible at the individual level...But in any case,
interoperability here will be very crucial for how fast
you can have the data ready for the model, even
before deciding which model will be the best for this
type of function. [Data scientist 2]

Regulatory and Ethical Challenges

Regulatory Compliance

Compliance with regulatory frameworks, such as the General
Data Protection Regulation in the European Union, was
identified as a significant challenge in implementing ML models
in health care. Participants stressed the importance of adhering
to legal and ethical guidelines regarding data use, consent, and
transparency, mainly due to the sensitive nature of health care
data, such as patient records. Ensuring patient privacy and data
security while using ML models posed notable challenges.

Without a doubt, there is a need to ensure that there
is some guarantee here in terms of privacy and data
security; this becomes immediate when you are
joining many sources of data. [Data scientist 2]

Ethical Considerations

The participants emphasized the need to develop and deploy
ML models with ethical considerations. They underscored the
importance of avoiding bias, ensuring fairness and equity in
health care outcomes, and maintaining transparency in
decision-making processes.

The real bias is systemic and must be controlled.
Other studies (demonstrate the impact of) minorities
who were underrepresented; then obviously when
calculating the scores, they were underestimated, and
the system continued as it always has, leaving those
people on the sidelines. [Data scientist 1]

There is another important issue, which is the
representativeness and inclusivity within the data set.
Many problems have happened because of the type
of data and the conclusions reached that sometimes
are not fair, (known as) algorithm justice. [Data
scientist 1]

These aspects were identified as crucial for building trust among
health care professionals and patients.

Adoption and Acceptance Challenges

Transparency and Trust

As referred before, participants highlighted the importance of
transparency in the ML model to gain the trust of health care
professionals and patients, favoring the choice of models that
have higher explainability, which refers to a characteristic of
an AI-driven system that allows understanding and interpretation
of the decisions and predictions made by an AI system [11].

Ensuring transparency in the decision-making process was
perceived as crucial to fostering trust among stakeholders, as it
allows them to understand the underlying factors and reasoning
behind the ML model’s recommendations or predictions.

As you build a model, there is a need to keep those
metrics (sensitivity, specificity, therefore, recall,
precision, F-score, accuracy) in mind and to perform
a primary assessment of those metrics. Another
important part that has been talked about more in the
last few years and will involve both patients and
clinicians is the technical issue of explainability—the
idea that AI models can’t just be a black box. If we
want some form of engagement, some participation
from both doctors and patients, and especially trust
at the health care system level, as patients and clinical
decisions are involved, the system should be
something that we have to be able to explain to both
stakeholders and patients and doctors. [Data scientist
1]

Stakeholder Engagement

Engaging health care professionals, including physicians, nurses,
and administrators, in designing and implementing ML models
was highlighted as essential for successful adoption. Participants
stressed the significance of addressing their concerns, providing
training, and demonstrating the benefits of ML models to gain
their support and involvement.
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I think our role has to be to encourage through the
constant involvement of the professional in the
development of the model and implementation, as
well as the validation process and everything, but
also to demonstrate how those models are not the
panacea. [Data scientist 2]

Change Management

Participants acknowledged that implementing ML models might
change health care organizations’ workflows, processes, and
roles. Additionally, participants expressed concerns that ML
models might create an increased workload for health care
professionals. They emphasized the need for careful planning
and allocation of resources to ensure that the integration of ML
models into clinical workflows does not burden the health care
workforce.

And the machine learning model was a part that,
according to the set of information, whether it is from
the electronic medical record, such as comorbidities,
etc., whether it is collected daily, we have a model
here that basically gives us alert levels, which can
be, for example, three alert levels, low, medium, high,
etc. and act only on those that are medium or high,
so that we do not have too many false positives.
[Cardiologist 3]

Incentive Alignment

Participants raised the issue of financial incentives in health
care, particularly the existing payment structure that often
rewards hospitals based on the activity (number of admissions)
rather than patient outcomes. They acknowledged that highly
effective ML models capable of accurately predicting admissions
might be challenging to implement due to misaligned incentives.

Today, the incentive system in virtually all health care
systems is based on procedures, it is based on records
made, compliance with a process defined as correct,
or the number of surgeries or consultations carried
out. So, that’s how productivity is measured, and
compensation is defined, and that is problematic
because the system is conditioned to have a short-term
perspective. For example, there is a development of
a model that manages to reduce hospitalizations by
50%. But the hospital, like everywhere else in
Portugal, only gets reimbursed for the number of
hospitalized patients. And the more seriously ill the
patients are, the more they may be paid. You run the
risk that the hospital thinks your model is very good,
but in terms of incentives gained, it doesn’t make
sense to be applied. [Data scientist 3]

Support and Maintenance

Participants stressed the importance of having dedicated
resources and personnel to provide ongoing support and address
the doubts and concerns of health care professionals regarding
the ML model.

In addition, the need for a designated team responsible for the
maintenance and upkeep of the ML model was identified as
crucial for ensuring its continuous performance, addressing any

technical issues, and incorporating updates or improvements as
needed.

We don’t have medical information officers...for
software. I published an article with colleagues about
mental health professionals’ perceptions of digital
health tools, whether apps, websites, etc. One of the
biggest problems was that the professionals did not
know when to use these apps; they did not have
guidelines or recognition from the societies and
professional groups they belonged to. It was also
noted that there was no contact and no use of those
applications—when questioned about the support
given by the tool developers, many participants either
responded that they did not know or did not answer.
[Data scientist 3]

Discussion

Principal Findings
The findings of this study have several implications for the
practical application of ML models in the early detection and
management of HF decompensation. The identified themes and
subgroups provide insights into critical considerations that health
care professionals and data scientists consider relevant when
developing and implementing ML models for predicting the
risk of decompensation in patients with HF.

The participants recognized the potential benefits of using ML
models for the early identification of patients at risk of
decompensation, leading to improved patient outcomes and
reduced health care costs, a notion that aligns with the findings
from previous research [4,12-14].

The emphasis on the importance of early detection is particularly
noteworthy, as it aligns with the evolving trend toward
personalized care. The ability to intervene before subclinical
changes become clinical can significantly impact patient
outcomes, emphasizing the critical role of ML models in leading
to timely intervention and avoiding hospitalizations [13,15].
This perception was echoed by health care professionals from
various domains, that is, cardiologists, internal medicine
physicians, and nurses.

The selection of appropriate variables is crucial for accurately
predicting HF decompensation using ML models. The
participants emphasized the importance of evidence-based
variable selection and the consideration of the complexity of
HF management. Variables such as rapid weight gain and
reported symptoms such as orthopnea and swelling of lower
limbs were mentioned as potentially relevant factors for
inclusion in the ML models, which aligns with previous studies
that identified these as significant predictors of cardiac
decompensation events in patients with HF [13].

Furthermore, the use of wearables for collecting vital signs was
seen as relevant, but the challenges related to adoption among
older patients must be addressed. Additionally, the importance
of adequate population selection to ensure cost-effectiveness
was highlighted. These findings align with the current literature
that acknowledges the potential benefits of the use of wearables
but identifies a set of barriers that need to be addressed for
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further implementation of these devices into clinical practice
[16].

Participants highlighted the importance of ML models
identifying different risk levels for patients with HF, considering
the patient’s HF journey stage [17,18]. By accurate risk
stratification, health care professionals can prioritize their
interventions and provide more targeted care to those at higher
risk [19,20].

It was also identified the relevance of ML models being
designed to provide risk stratification outputs that are easily
interpretable and actionable by health care professionals. This
may involve the development of user-friendly interfaces or
decision support systems that show risk levels clearly and
intuitively. This perspective aligns with the recognized need
for interpretable ML models, as interpretable models enable
users to examine, comprehend, troubleshoot, and potentially
enhance ML systems. By clarifying the logic behind predictions,
interpretable ML systems provide users with justifications for
accepting or rejecting predictions and recommendations [21].

Additionally, the participants emphasized the need for a response
model to validate the alerts generated by the ML models. The
involvement of health care professionals, such as nurses or
physicians, in assessing patients’ conditions and determining
appropriate responses is crucial for effectively managing
decompensation.

The study identified several challenges in implementing ML
models for predicting HF decompensation and potential
solutions. These can be grouped into three categories: technical,
regulatory and ethical, and adoption and acceptance challenges,
which are aligned with this literature [22,23].

The importance of high-quality and reliable health care data
was recognized, with an acknowledgment of the complexities
involved in data preprocessing and cleaning, as already
addressed in the literature [24]. The need for domain expertise
in designing and developing ML models was emphasized, along
with challenges related to interoperability and integration with
existing health care systems. The existence of proposed
frameworks to guide the development and integration of ML
models in health care, such as the one developed by Assadi et
al [25], frames the findings of this study within this literature.

Compliance with regulatory frameworks, particularly regarding
data protection, was identified as a significant challenge. Ethical
considerations, including avoiding bias and ensuring fairness
and transparency, were highlighted as crucial for building trust
among health care professionals and patients, which is in line
with what is stated by the European Parliament [26] and recent
literature [27].

Transparency and trust were emphasized as critical factors for
the successful adoption of ML models [28]. Stakeholder
engagement, particularly involving health care professionals,
was recognized as essential, along with considerations for
change management to avoid disrupting existing workflows,
which had already been identified in a similar study [29].

The presence of misaligned financial incentives within the health
care system was recognized as a potential obstacle to the

integration of ML models. This underscores the importance of
establishing a successful reimbursement strategy to align
interests among stakeholders, thereby guiding the application
of value-based AI in health care, as payment strategies impact
utilization, cost, and quality of care across the clinical use cases
for AI [30]. A recent paper in NPJ Digital Medicine expands
into the discussion on the appropriate method of reimbursement
for AI systems in health care [31].

The importance of ongoing support, addressing the concerns of
health care professionals, and having a dedicated team for the
maintenance of the ML model was also recognized as relevant
for successfully implementing these models into practice [32].

In general, this study’s findings emphasize the potential of ML
models in improving the early detection and management of
HF decompensation. Considering the implications for practice
outlined above, this study is expected to contribute to developing
and implementing ML models that positively impact patient
outcomes, health care costs [33], and the delivery of
personalized care in HF management.

In addition, this study highlighted the synergy between the
perspectives of health care professionals and data scientists not
only enhances the accuracy and effectiveness of ML models
but also fosters a holistic approach that considers both the
clinical and technical facets, promoting the successful
integration of these models into health care practices. From the
health care professionals’perspective, there is a strong emphasis
on evidence-based variable selection, drawing on clinical
expertise to identify relevant indicators for predicting
decompensation in patients with HF. Their insights into the
nuanced aspects of patient care, risk stratification, and the
practical implications of ML models contribute crucially to the
model’s alignment with real-world clinical workflows.

On the other side, data scientists bring technical expertise to
the table, highlighting challenges related to data quality, model
development, and interoperability. They underscore the
importance of domain knowledge in ML model development,
recognizing the complexities involved in designing accurate,
interpretable, and generalizable models for health care
applications. Data scientists also stress ethical considerations,
algorithmic fairness, and the need for transparent
decision-making processes, emphasizing the broader societal
impact of ML models in health care. In short, close collaboration
between these two professional domains is paramount [25].

Future research should address these concerns and evaluate the
effectiveness of ML models in improving patient outcomes.

Strengths and Limitations
The findings of this study provide relevant insights into health
care professionals’ and data scientists’ perspectives on using
ML models for predicting HF decompensation. However, it is
essential to consider the strengths and limitations of the study
methodology and findings.

Regarding the strengths, using a qualitative research design
allowed for an in-depth exploration of health care professionals’
and data scientists’ perspectives on ML models for HF
decompensation prediction. The semistructured interviews
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provided rich and detailed data, enabling a comprehensive
analysis of themes and subgroups. In addition, the thematic
analysis approach used in this study, following the guidelines
proposed by Braun and Clarke [9], provided a systematic and
rigorous process for analyzing the data. Two researchers were
involved in the analysis process, enhancing the credibility and
reliability of the findings.

The diverse range of health care professionals, including a
primary care physician, cardiologists, internal medicine
physicians, nurses, and data scientists, and the high level of
experience from the participants are also strengths of the study,
enhancing the validity and generalizability of the findings. In
addition, the fact that participants were from different contexts
and regions across the country is also a positive point, reducing
the influence of the local context on the overall results.

The determination of data saturation, where no new themes
emerged from participants’ perspectives, ensured sufficient
sample size was achieved to capture the breadth and depth of
the participants’ experiences and opinions.

Considering the study’s limitations, we emphasize that, although
data saturation was reached, the sample size of 13 participants
may be considered relatively small. The findings may not fully
represent the perspectives of all health care professionals
involved in HF management and data scientists’ considerations
on this specific issue.

In addition, data were collected solely through semistructured
interviews. While interviews provide rich qualitative data,
multiple data collection methods, such as surveys or observation,
could have provided a more comprehensive understanding of
the topic.

As with any qualitative study, there is a potential for researcher
bias during data collection, analysis, and interpretation. The
researchers’ perspective may have influenced the findings.
However, efforts were made to minimize this influence through
rigorous data analysis and researchers’ discussions.

In addition, another significant limitation of this study is the
potential loss of information during the translation process of
the interviews from Portuguese to English. Language translation
can be complex, and nuances, cultural references, and contextual

information may not always be accurately expressed in the
translated version. This could lead to the loss of relevant insights
and subtle meanings expressed by the participants in their
original language. To mitigate this limitation, cross-validation
of translations and back-translation were used to ensure the
accuracy of the translated data.

Furthermore, the patients’ perspectives were not included in
this study. Incorporating patient viewpoints would have provided
a more holistic understanding of the potential benefits and
challenges associated with ML models for HF decompensation
prediction.

Future research should address these limitations by including
more extensive and diverse samples, incorporating multiple
data collection methods, and considering patients’perspectives.

Conclusions
This study explored health care professionals and data scientists’
perspectives on using ML models to predict HF decompensation.
The findings provide important insights into the potential
benefits, challenges, and considerations associated with
implementing ML models in HF management.

The study highlighted several key themes, including the
relevance of ML models in identifying patients at risk of
decompensation earlier, the importance of selecting appropriate
variables for model development, the need for risk stratification
and response models, and the challenges and potential solutions
for implementing ML models in health care settings. These
findings have implications for practice in HF management and
the development of effective ML-based predictive models.

Future research should address the limitations of this study,
such as expanding the sample size and including patients’
viewpoints. Additional research areas include evaluating ML
models’ impact on patient outcomes, health care costs, and the
delivery of personalized care.

The incorporation of this study’s findings into practice is
expected to contribute to the development and implementation
of ML models that can potentially improve the early detection
and management of HF decompensation, enhancing patient
outcomes and reducing health care costs.

Acknowledgments
The authors are grateful to Vanessa Nicolau and Isabel Andrade for their support and suggestions. Special thanks to all the health
care professionals and data scientists who participated in this study. This publication was funded by Fundação Ciência e Tecnologia,
IP national support through the Comprehensive Health Research Center (UIDP/04923/2020).

Data Availability
The datasets generated during or analyzed during this study are available from the corresponding author upon reasonable request.

Authors' Contributions
JS collected the data. JS and AH analyzed and interpreted the data. JS wrote the original draft of the manuscript. ARP provided
comprehensive feedback during an extensive review of the manuscript and actively participated in discussions about the findings.
RS and TM revised the manuscript. All authors contributed to reviewing and editing the manuscript.

J Med Internet Res 2025 | vol. 27 | e54990 | p. 9https://www.jmir.org/2025/1/e54990
(page number not for citation purposes)

Seringa et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conflicts of Interest
None declared.

Multimedia Appendix 1
Guide for semistructured interviews.
[PDF File (Adobe PDF File), 20 KB-Multimedia Appendix 1]

References

1. Krzesiński P, Siebert J, Jankowska EA, Galas A, Piotrowicz K, Stańczyk A, et al. Nurse-led ambulatory care supported by
non-invasive haemodynamic assessment after acute heart failure decompensation. ESC Heart Fail. 2021;8(2):1018-1026.
[FREE Full text] [doi: 10.1002/ehf2.13207] [Medline: 33463072]

2. Verdu-Rotellar JM, Vaillant-Roussel H, Abellana R, Jevsek LG, Assenova R, Lazic DK, et al. Precipitating factors of heart
failure decompensation, short-term morbidity and mortality in patients attended in primary care. Scand J Prim Health Care.
2020;38(4):473-480. [FREE Full text] [doi: 10.1080/02813432.2020.1844387] [Medline: 33201746]

3. Saner H, Schuetz N, Buluschek P, Du Pasquier G, Ribaudo G, Urwyler P, et al. Case report: ambient sensor signals as
digital biomarkers for early signs of heart failure decompensation. Front Cardiovasc Med. 2021;8:617682. [FREE Full text]
[doi: 10.3389/fcvm.2021.617682] [Medline: 33604357]

4. Larburu N, Artetxe A, Escolar V, Lozano A, Kerexeta J. Artificial intelligence to prevent mobile heart failure patients
decompensation in real time: monitoring-based predictive model. Mobile Inf Syst. 2018;2018:1-11. [doi:
10.1155/2018/1546210]

5. Gautam N, Ghanta SN, Mueller J, Mansour M, Chen Z, Puente C, et al. Artificial intelligence, wearables and remote
monitoring for heart failure: current and future applications. Diagnostics (Basel). 2022;12(12):2964. [FREE Full text] [doi:
10.3390/diagnostics12122964] [Medline: 36552971]

6. McKinney SM, Sieniek M, Godbole V, Godwin J, Antropova N, Ashrafian H, et al. International evaluation of an AI system
for breast cancer screening. Nature. 2020;577(7788):89-94. [doi: 10.1038/s41586-019-1799-6] [Medline: 31894144]

7. Dutta A, Hasan MK, Ahmad M, Awal MA, Islam MA, Masud M, et al. Early prediction of diabetes using an ensemble of
machine learning models. Int J Environ Res Public Health. 2022;19(19):12378. [FREE Full text] [doi:
10.3390/ijerph191912378] [Medline: 36231678]

8. Hennink M, Kaiser BN. Sample sizes for saturation in qualitative research: a systematic review of empirical tests. Soc Sci
Med. 2022;292:114523. [FREE Full text] [doi: 10.1016/j.socscimed.2021.114523] [Medline: 34785096]

9. Braun V, Clarke V. Using thematic analysis in psychology. Qual Res Psychol. 2006;3(2):77-101. [doi:
10.1191/1478088706qp063oa]

10. Braun V, Clarke V. Toward good practice in thematic analysis: avoiding common problems and be(com)ing a researcher.
Int J Transgend Health. 2023;24(1):1-6. [FREE Full text] [doi: 10.1080/26895269.2022.2129597] [Medline: 36713144]

11. Amann J, Blasimme A, Vayena E, Frey D, Madai VI, Precise4Q consortium. Explainability for artificial intelligence in
healthcare: a multidisciplinary perspective. BMC Med Inform Decis Mak. 2020;20(1):310. [FREE Full text] [doi:
10.1186/s12911-020-01332-6] [Medline: 33256715]

12. Kerexeta J, Larburu N, Escolar V, Lozano-Bahamonde A, Macía I, Beristain Iraola A, et al. Prediction and analysis of heart
failure decompensation events based on telemonitored data and artificial intelligence methods. J Cardiovasc Dev Dis.
2023;10(2):48. [FREE Full text] [doi: 10.3390/jcdd10020048] [Medline: 36826544]

13. Kerexeta J, Larburu N, Escolar V, Lozano-Bahamonde A, Macía I, Beristain Iraola A, et al. Prediction and analysis of heart
failure decompensation events based on telemonitored data and artificial intelligence methods. J Cardiovasc Dev Dis.
2023;10(2):48. [FREE Full text] [doi: 10.3390/jcdd10020048] [Medline: 36826544]

14. Croon PM, Selder JL, Allaart CP, Bleijendaal H, Chamuleau SAJ, Hofstra L, et al. Current state of artificial intelligence-based
algorithms for hospital admission prediction in patients with heart failure: a scoping review. Eur Heart J Digital Health.
2022;3(3):415-425. [FREE Full text] [doi: 10.1093/ehjdh/ztac035] [Medline: 36712159]

15. Susič D, Poglajen G, Gradišek A. Identification of decompensation episodes in chronic heart failure patients based solely
on heart sounds. Front Cardiovasc Med. 2022;9:1009821. [FREE Full text] [doi: 10.3389/fcvm.2022.1009821] [Medline:
36457810]

16. Singhal A, Cowie MR. The role of wearables in heart failure. Curr Heart Fail Rep. 2020;17(4):125-132. [FREE Full text]
[doi: 10.1007/s11897-020-00467-x] [Medline: 32494944]

17. McDonagh TA, Metra M, Adamo M, Gardner RS, Baumbach A, Böhm M, et al. 2023 focused update of the 2021 ESC
guidelines for the diagnosis and treatment of acute and chronic heart failure. Eur Heart J. 2023;44(37):3627-3639. [doi:
10.1093/eurheartj/ehad195] [Medline: 37622666]

18. Heidenreich PA, Bozkurt B, Aguilar D, Allen LA, Byun JJ, Colvin MM, Writing Committee Members, et al. ACC/AHA
Joint Committee Members. 2022 AHA/ACC/HFSA guideline for the management of heart failure. J Card Fail.
2022;28(5):e1-e167. [doi: 10.1016/j.cardfail.2022.02.010] [Medline: 35378257]

J Med Internet Res 2025 | vol. 27 | e54990 | p. 10https://www.jmir.org/2025/1/e54990
(page number not for citation purposes)

Seringa et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v27i1e54990_app1.pdf&filename=800bfc85036e08daa1ce952d220d0987.pdf
https://jmir.org/api/download?alt_name=jmir_v27i1e54990_app1.pdf&filename=800bfc85036e08daa1ce952d220d0987.pdf
https://europepmc.org/abstract/MED/33463072
http://dx.doi.org/10.1002/ehf2.13207
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33463072&dopt=Abstract
https://www.tandfonline.com/doi/10.1080/02813432.2020.1844387?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1080/02813432.2020.1844387
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33201746&dopt=Abstract
https://boris.unibe.ch/id/eprint/156016
http://dx.doi.org/10.3389/fcvm.2021.617682
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33604357&dopt=Abstract
http://dx.doi.org/10.1155/2018/1546210
https://www.mdpi.com/resolver?pii=diagnostics12122964
http://dx.doi.org/10.3390/diagnostics12122964
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36552971&dopt=Abstract
http://dx.doi.org/10.1038/s41586-019-1799-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31894144&dopt=Abstract
https://www.mdpi.com/resolver?pii=ijerph191912378
http://dx.doi.org/10.3390/ijerph191912378
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36231678&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0277-9536(21)00855-8
http://dx.doi.org/10.1016/j.socscimed.2021.114523
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34785096&dopt=Abstract
http://dx.doi.org/10.1191/1478088706qp063oa
https://www.tandfonline.com/doi/10.1080/26895269.2022.2129597?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1080/26895269.2022.2129597
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36713144&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-020-01332-6
http://dx.doi.org/10.1186/s12911-020-01332-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33256715&dopt=Abstract
https://www.mdpi.com/resolver?pii=jcdd10020048
http://dx.doi.org/10.3390/jcdd10020048
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36826544&dopt=Abstract
https://www.mdpi.com/resolver?pii=jcdd10020048
http://dx.doi.org/10.3390/jcdd10020048
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36826544&dopt=Abstract
https://europepmc.org/abstract/MED/36712159
http://dx.doi.org/10.1093/ehjdh/ztac035
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36712159&dopt=Abstract
https://europepmc.org/abstract/MED/36457810
http://dx.doi.org/10.3389/fcvm.2022.1009821
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36457810&dopt=Abstract
https://europepmc.org/abstract/MED/32494944
http://dx.doi.org/10.1007/s11897-020-00467-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32494944&dopt=Abstract
http://dx.doi.org/10.1093/eurheartj/ehad195
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37622666&dopt=Abstract
http://dx.doi.org/10.1016/j.cardfail.2022.02.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35378257&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


19. Jing L, Cerna AEU, Good CW, Sauers NM, Schneider G, Hartzel DN, et al. A machine learning approach to management
of heart failure populations. JACC Heart Fail. 2020;8(7):578-587. [FREE Full text] [doi: 10.1016/j.jchf.2020.01.012]
[Medline: 32387064]

20. Desai RJ, Wang SV, Vaduganathan M, Evers T, Schneeweiss S. Comparison of machine learning methods with traditional
models for use of administrative claims with electronic medical records to predict heart failure outcomes. JAMA Netw
Open. 2020;3(1):e1918962. [FREE Full text] [doi: 10.1001/jamanetworkopen.2019.18962] [Medline: 31922560]

21. Mckelvey TG, Ahmad MA, Eckert C, Teredesai A, Mckelvey G. Interpretable machine learning in healthcare. In: IEEE
Computer Society. 2018. Presented at: IEEE Computer Society; 2018 June 07; USA. [doi: 10.1109/ICHI.2018.00095]

22. Davenport T, Kalakota R. The potential for artificial intelligence in healthcare. Future Healthcare J. 2019;6(2):94-98. [FREE
Full text] [doi: 10.7861/futurehosp.6-2-94] [Medline: 31363513]

23. Zhang A, Xing L, Zou J, Wu JC. Shifting machine learning for healthcare from development to deployment and from
models to data. Nat Biomed Eng. 2022;6(12):1330-1345. [doi: 10.1038/s41551-022-00898-y] [Medline: 35788685]

24. Roy R, Mukherjee S, Baral MM, Badhan AK, Ravindra M. Challenges encountered in the implementation of machine
learning in the healthcare industry. New York. Springer; 2023.

25. Assadi A, Laussen PC, Goodwin AJ, Goodfellow S, Dixon W, Greer RW, et al. An integration engineering framework for
machine learning in healthcare. Front Digital Health. 2022;4:932411. [FREE Full text] [doi: 10.3389/fdgth.2022.932411]
[Medline: 35990013]

26. Artificial intelligence in healthcare: applications, risks, and ethical and societal impacts. European Parliament. URL: https:/
/www.europarl.europa.eu/thinktank/en/document/EPRS_STU(2022)729512 [accessed 2022-06-01]

27. Asan O, Bayrak AE, Choudhury A. Artificial intelligence and human trust in healthcare: focus on clinicians. J Med Internet
Res. 2020;22(6):e15154. [FREE Full text] [doi: 10.2196/15154] [Medline: 32558657]

28. Wanner J, Herm LV, Heinrich K, Janiesch C. The effect of transparency and trust on intelligent system acceptance: evidence
from a user-based study. Electron Markets. 2022;32(4):2079-2102. [doi: 10.1007/s12525-022-00593-5]

29. Petersson L, Larsson I, Nygren JM, Nilsen P, Neher M, Reed JE, et al. Challenges to implementing artificial intelligence
in healthcare: a qualitative interview study with healthcare leaders in sweden. BMC Health Serv Res. 2022;22(1):850.
[FREE Full text] [doi: 10.1186/s12913-022-08215-8] [Medline: 35778736]

30. Venkatesh KP, Raza MM, Diao JA, Kvedar JC. Leveraging reimbursement strategies to guide value-based adoption and
utilization of medical AI. NPJ Digital Med. 2022;5(1):112. [FREE Full text] [doi: 10.1038/s41746-022-00662-1] [Medline:
35948612]

31. Parikh RB, Helmchen LA. Paying for artificial intelligence in medicine. NPJ Digital Med. 2022;5(1):63. [FREE Full text]
[doi: 10.1038/s41746-022-00609-6] [Medline: 35595986]

32. Hogg HDJ, Al-Zubaidy M, Talks J, Denniston AK, Kelly CJ, Malawana J, et al. Stakeholder perspectives of clinical artificial
intelligence implementation: systematic review of qualitative evidence. J Med Internet Res. 2023;25:e39742. [FREE Full
text] [doi: 10.2196/39742] [Medline: 36626192]

33. Candelieri A, Conforti D, Perticone F, Sciacqua A, Kawecka-Jaszcz K, Styczkiewicz K. Early detection of decompensation
conditions in heart failure patients by knowledge discovery: the HEARTFAID approaches. 2008. Presented at: Computers
in Cardiology; September 14-17, 2008; Bologna, Italy. [doi: 10.1109/cic.2008.4749186]

Abbreviations
AI: artificial intelligence
HF: heart failure
ML: machine learning

Edited by T de Azevedo Cardoso; submitted 29.11.23; peer-reviewed by H Chen, GB Lee; comments to author 22.05.24; revised
version received 30.07.24; accepted 26.10.24; published 20.01.25

Please cite as:
Seringa J, Hirata A, Pedro AR, Santana R, Magalhães T
Health Care Professionals and Data Scientists’ Perspectives on a Machine Learning System to Anticipate and Manage the Risk of
Decompensation From Patients With Heart Failure: Qualitative Interview Study
J Med Internet Res 2025;27:e54990
URL: https://www.jmir.org/2025/1/e54990
doi: 10.2196/54990
PMID:

J Med Internet Res 2025 | vol. 27 | e54990 | p. 11https://www.jmir.org/2025/1/e54990
(page number not for citation purposes)

Seringa et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://linkinghub.elsevier.com/retrieve/pii/S2213-1779(20)30138-4
http://dx.doi.org/10.1016/j.jchf.2020.01.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32387064&dopt=Abstract
https://europepmc.org/abstract/MED/31922560
http://dx.doi.org/10.1001/jamanetworkopen.2019.18962
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31922560&dopt=Abstract
http://dx.doi.org/10.1109/ICHI.2018.00095
https://linkinghub.elsevier.com/retrieve/pii/S2514-6645(24)01059-2
https://linkinghub.elsevier.com/retrieve/pii/S2514-6645(24)01059-2
http://dx.doi.org/10.7861/futurehosp.6-2-94
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31363513&dopt=Abstract
http://dx.doi.org/10.1038/s41551-022-00898-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35788685&dopt=Abstract
https://europepmc.org/abstract/MED/35990013
http://dx.doi.org/10.3389/fdgth.2022.932411
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35990013&dopt=Abstract
https://www.europarl.europa.eu/thinktank/en/document/EPRS_STU(2022)729512
https://www.europarl.europa.eu/thinktank/en/document/EPRS_STU(2022)729512
https://www.jmir.org/2020/6/e15154/
http://dx.doi.org/10.2196/15154
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32558657&dopt=Abstract
http://dx.doi.org/10.1007/s12525-022-00593-5
https://bmchealthservres.biomedcentral.com/articles/10.1186/s12913-022-08215-8
http://dx.doi.org/10.1186/s12913-022-08215-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35778736&dopt=Abstract
https://doi.org/10.1038/s41746-022-00662-1
http://dx.doi.org/10.1038/s41746-022-00662-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35948612&dopt=Abstract
https://doi.org/10.1038/s41746-022-00609-6
http://dx.doi.org/10.1038/s41746-022-00609-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35595986&dopt=Abstract
https://www.jmir.org/2023//e39742/
https://www.jmir.org/2023//e39742/
http://dx.doi.org/10.2196/39742
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36626192&dopt=Abstract
http://dx.doi.org/10.1109/cic.2008.4749186
https://www.jmir.org/2025/1/e54990
http://dx.doi.org/10.2196/54990
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


©Joana Seringa, Anna Hirata, Ana Rita Pedro, Rui Santana, Teresa Magalhães. Originally published in the Journal of Medical
Internet Research (https://www.jmir.org), 20.01.2025. This is an open-access article distributed under the terms of the Creative
Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research (ISSN
1438-8871), is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/,
as well as this copyright and license information must be included.

J Med Internet Res 2025 | vol. 27 | e54990 | p. 12https://www.jmir.org/2025/1/e54990
(page number not for citation purposes)

Seringa et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/

