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Abstract

Using simulated patients to mimic 9 established noncommunicable and infectious diseases, we assessed ChatGPT’s performance
in treatment recommendations for common diseases in low- and middle-income countries. ChatGPT had a high level of accuracy
in both correct diagnoses (20/27, 74%) and medication prescriptions (22/27, 82%) but a concerning level of unnecessary or
harmful medications (23/27, 85%) even with correct diagnoses. ChatGPT performed better in managing noncommunicable
diseases than infectious ones. These results highlight the need for cautious AI integration in health care systems to ensure quality
and safety.
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Introduction

The rise of generative artificial intelligence (AI) models like
ChatGPT is transforming the health care landscape, especially
in low- and middle-income countries (LMICs). These regions,
often facing shortages of health care professionals, are
increasingly turning to AI tools for medical consultation, aided
by growing internet and smartphone access [1]. Research has
highlighted generative AI use in the fields of cardiology [2] and
orthopedic diseases [3]. However, there are concerns about the

accuracy and safety of AI models like ChatGPT [4] given their
lack of legal or professional accountability. This is crucial in
medical settings, where precise and reliable decision-making
is vital. Our study focuses on assessing ChatGPT’s performance
in treatment recommendations for common diseases in LMICs,
addressing a critical need for the responsible application of AI
in health care.
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Methods

Overview
We used the simulated patient (SP) method to create a realistic
testing environment for ChatGPT with GPT-3.5 from August
8 to 19, 2023. SPs are healthy individuals trained to consistently
mimic real patients and their symptoms [5]. We trained the SPs
to present 9 common, previously validated diseases [5-8]. We
asked ChatGPT to act as a doctor in an LMIC and offer
consultations. The SPs detailed their primary concerns, gave
standardized responses to every question, and recorded all
diagnoses and medication recommendations, which were
cross-referenced with clinical guidelines to assess their accuracy
and appropriateness. For a robust analysis, we presented each
disease to ChatGPT 3 times. We conducted descriptive analyses
with the final sample of 27 independent trials.

Ethical Considerations
The Ethics Committee of the First Affiliated Hospital of Xi’an
Jiaotong University approved the study
(LLSBPJ-2024-WT-019).

Results

Surprisingly, ChatGPT’s performance varied across trials for
each disease (Figure 1). When aggregating the results (Figure
2), ChatGPT had a 67% (18/27) success rate in initial diagnoses
and a 59% (16/27) success rate in medication recommendations.
When considering all recommendations, these rates increased
to 74% (20/27) for any correct diagnosis and 82% (22/27) for
any appropriate medication recommendation. However, there
was a high rate of unnecessary or harmful medication
suggestions, occurring in 85% (23/27) of trials overall and in
59% (16/27) of trials after a correct diagnosis. Our study also
highlighted ChatGPT’s varying performance across different
types of diseases. Specifically, the AI demonstrated a superior
ability in handling noncommunicable diseases compared to
infectious diseases, both in terms of diagnosis and medication
recommendations.

Figure 1. Heatmap comparing ChatGPT’s responses with clinical guidelines. The asterisks (*) indicate infectious diseases; green cells denote correct
or appropriate diagnoses or drug prescriptions; blue cells denote incorrect or unnecessary diagnoses or drug prescriptions; and red cells denote harmful
drug prescriptions. Each row represents an independent trial.
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Figure 2. ChatGPT’s capability in diagnosing and treating 9 common diseases. The asterisks (*) indicate infectious diseases; green denotes socially
desired outcomes; red denotes undesired outcomes; darker colors denote higher probabilities.

Discussion

Our findings reveal a high level of accuracy in both correct
diagnoses (74%) and medication recommendations (82%) by
ChatGPT. Previous studies using the SP method found that
primary care providers in LMICs like China, India, and Kenya
could only reach correct diagnoses in 12%-52% of SP visits
[5,6]. Therefore, ChatGPT can potentially outperform traditional
primary care providers in LMICs in diagnostic accuracy. Since
ChatGPT with GPT-3.5 is free, the AI tool has the potential to
offer affordable and far-reaching solutions in LMICs,
particularly in rural and underserved areas.

However, ChatGPT tended to suggest more unnecessary or even
harmful medications (in 85% of trials) than primary care
providers (28%-64%) [5,6]. AI models work by analyzing
available data using machine learning and deep learning
techniques [9]. Their approach to drug prescription can be
aggressive due to a lack of professional accountability or a
motive to reduce medical expenses. ChatGPT also performed
better in managing noncommunicable diseases than infectious
diseases. This could be because more information on the former
is available for AI training during development [10]. ChatGPT’s

performance also varied within each disease case, contrary to
our expectation that this would be more standardized.

We acknowledge several limitations. First, a broader array of
diseases, especially those specific to different regions, should
be used in future studies. Second, we did not introduce more
details (ie, location) to avoid the prompts becoming
overcomplicated, and by default, ChatGPT’s responses reflect
the average population to increase its generalizability. Third,
we did not account for the relative importance of the AI’s
questions and emotional communications. Fourth, a larger
sample size may have enabled us to perform head-to-head
comparisons between AI care and traditional care.

Despite the limitations, we present the first audit-study evidence
to evaluate ChatGPT’s performance in diagnosing and treating
common diseases in LMICs. A rich set of 9 established diseases
makes our findings highly relevant to and widely applicable in
LMICs. ChatGPT reaches high levels of accuracy in diagnosis
and medication recommendations, but also recommends a
concerning level of unnecessary or harmful medications.
Integrating AI tools like ChatGPT into health care systems in
LMICs may potentially improve diagnostic accuracy but also
raises concerns about care safety.
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