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Abstract

Background: Patient experience data from social media offer patient-centered perspectives on disease, treatments, and health
service delivery. Current guidelines typically rely on systematic reviews, while qualitative health studies are often seen as anecdotal
and nongeneralizable. This study explores combining personal health experiences from multiple sources to create generalizable
evidence.

Objective: The study aims to (1) investigate how combining unsupervised natural language processing (NLP) and corpus
linguistics can explore patient perspectives from a large unstructured dataset of modafinil experiences, (2) compare findings with
Cochrane meta-analyses on modafinil’s effectiveness, and (3) develop a methodology for analyzing such data.

Methods: Using 69,022 posts from 790 sources, we used a variety of NLP and corpus techniques to analyze the data, including
data cleaning techniques to maximize post context, Python for NLP techniques, and Sketch Engine for linguistic analysis. We
used multiple topic mining approaches, such as latent Dirichlet allocation, nonnegative matrix factorization, and word-embedding
methods. Sentiment analysis used TextBlob and Valence Aware Dictionary and Sentiment Reasoner, while corpus methods
including collocation, concordance, and n-gram generation. Previous work had mapped topic mining to themes, such as health
conditions, reasons for taking modafinil, symptom impacts, dosage, side effects, effectiveness, and treatment comparisons.

Results: Key findings of the study included modafinil use across 166 health conditions, most frequently narcolepsy, multiple
sclerosis, attention-deficit disorder, anxiety, sleep apnea, depression, bipolar disorder, chronic fatigue syndrome, fibromyalgia,
and chronic disease. Word-embedding topic modeling mapped 70% of posts to predefined themes, while sentiment analysis
revealed 65% positive responses, 6% neutral responses, and 28% negative responses. Notably, the perceived effectiveness of
modafinil for various conditions strongly contrasts with the findings of existing randomized controlled trials and systematic
reviews, which conclude insufficient or low-quality evidence of effectiveness.

Conclusions: This study demonstrated the value of combining NLP with linguistic techniques for analyzing large unstructured
text datasets. Despite varying opinions, findings were methodologically consistent and challenged existing clinical evidence. This
suggests that patient-generated data could potentially provide valuable insights into treatment outcomes, potentially improving
clinical understanding and patient care.
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Introduction

Background
Spontaneously generated online patient experience (SGOPE)
data collected from social media platforms are a rich data source
for natural language processing (NLP) tasks [1-4]. Providing
patient-centered perspectives [5,6] on the posters’ experiences
of disease, treatments, and health service delivery rather than
the researcher-driven focus of published literature [7], SGOPE
data are increasingly recognized as having the potential to
transform clinical care and research [6,8-14].

Current estimates suggest that 3.6 billion people worldwide are
currently using social media, with numbers forecast to increase
to 4.4 billion by 2025 [15]. Social media were originally seen
as being mostly used by younger people, but a 2019 US study
showed that 73% of individuals aged 50 to 64 years and 45%
of those aged ≥65 years used at least 1 form of social media
[16]. SGOPE is recognized as being able to include a wider
range of demographic groups, including many who may
previously have been seen as “hard to reach” [17-19].

Modafinil is an oral wakefulness-promoting drug originally
developed in the 1990s that is licensed by the UK National
Health Service purely for narcolepsy, although its Food and
Drug Administration classification in the United States allows
it to be prescribed “off-label” for a wide variety of conditions
[20]. Modafinil targets symptoms of fatigue seen in many
clinical presentations; however, current randomized controlled
trial (RCT)–based evidence regarding its efficacy for treating
other conditions is inconclusive [21]. Having acquired a
reputation as a “study drug,” modafinil has sparked a large
volume of online discussion about posters’experiences of taking
it for both therapeutic and enhancement purposes.

Patient narrative is already recognized as a tool that can help
patients, clinicians, and researchers [22,23]. Containing a mix
of both objective and subjective views, SGOPE data provide a
unique perspective on the way that patients perceive, manage,
and react to their conditions, as well as how such conditions
impact their life, their treatments, or other aspects of their health
[24].

Although evidence-based medicine has been defined as the
integration of the best research evidence with real-world clinical
expertise and patient values (Sackett et al [25]), in reality, the
pyramid-shaped hierarchy of evidence quality ensures that it is
the findings from RCTs and subsequent systematic reviews,
rather than any other form of knowledge, that tend to dominate
and be reflected in the clinical guidelines [26-28].

The need for a plurality of evidence-generating methods is
already recognized [29-31]. SGOPE represents a type of data
that fall under the umbrella terms of real-world data (RWD)
and real-world evidence. RWD include health care data
generated from sources other than conventional RCTs, while
real-world evidence is defined as evidence derived from the

aggregation and analysis of RWD [32] and is argued to have
significant advantages that can be used to supplement or
augment RCT findings, including the ability to identify “clinical
gaps” [33], indicating the effectiveness of an intervention in the
real world, on much larger populations, and much faster than
can be achieved within the artificial and highly constrained
confines of an RCT [34,35]. Combining data sources such as
SGOPE with new methods of analyzing unstructured data will
enable the development of new and different approaches to
knowledge and evidence generation.

Our previous study compared a thematic qualitative analysis
with an NLP-based analysis of a small number of posts related
to the therapeutic use of modafinil [21]. Eight main themes were
identified from the posts, including details of the reasons for
taking modafinil, conditions or symptoms, dosage, side effects,
effectiveness, and outcomes in terms of quality of life, as well
as details of other interventions whether previously tried, used
concurrently, or subsequently moved on to. In this paper, we
scale up this approach, using a combination of NLP and
linguistic techniques to analyze a much larger dataset of
modafinil experiences from a wide variety of social media
platforms. We also compare the findings from some of the NLP
tools used for the analysis to help future analysis of this type
of data for health research.

Methodology
NLP approaches can be divided into 2 main types: supervised,
which requires large quantities of the data to be labeled with
the features of interest; and unsupervised, which uses clustering
techniques that allow the data to tell their own story. Despite
the development of ever-larger language models, such as GPT-3,
which can be extremely resource heavy [36,37], there is an
argument that to try to move nearer to the ultimate goal of
natural language understanding, which is required to understand
the complexity of patient experiences, entails stepping back
toward combining unsupervised, rules-based methods with those
from corpus linguistics [38,39]. To replicate the inductive
data–driven approach of qualitative studies, but on a much larger
scale, this study uses unsupervised methods. These include
varied methods of topic modeling, sentiment analysis, and
linguistic analysis.

Whichever approach is selected, cleaning the data is one of the
most important and time-consuming components of the study.
The cleaning process is specific to each project—each dataset
has its own characteristics, and each project requires specific
features from the dataset to answer the research question—but
it is important to try to maximize the quality of the processed
dataset for each subtask; for instance, in topic modeling, the
aim of preprocessing is to reduce noise and incoherence from
the data [40], allowing the themes to emerge. Stemming and
lemmatizing words to their root form enables this, whereas
when assessing effectiveness, it is important to retain all relevant
details to understand the nuanced context within the text. Taking
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too blunt an approach can result in the loss of potentially useful
data.

Particularly suitable for exploratory and descriptive analysis,
topic modeling can be used as a method for determining what
people are talking about in social media by looking for
underlying structure within the text [41]. Combining an
inductive approach with quantitative measurement, topic
modeling is a useful method for obtaining an insight into the
concepts that are contained within documents in a similar
manner to grounded theory [42], although it is not yet widely
used in clinical NLP [43].

Sentiment analysis is a well-known and widely used technique
within NLP that analyzes text for positive, neutral, or negative
sentiment or emotion, aiming to extract an understanding of the
meaning, mood, context, and intent. It has already been shown
to be capable of reasonable agreement with online comments,
including those rated using a Likert scale [44].

Causation is central to health care, both in understanding the
onset of diseases or symptoms and the effectiveness of
interventions or management strategies used to treat them [45].
Showing causation in health care using non-RCT data has been
viewed as problematic. At both structural and cultural levels,
causation is generally seen as something that can only be shown
in empirical settings such as RCTs, where all confounding
factors are controlled for, and the Humean principle of “same
cause, same effect” can be repeatedly shown [46,47].

Causal dispositionalism is an alternative approach to causation,
which may be relevant to this type of data. This takes a more

nuanced view of how the characteristics or dispositions of both
the intervention and the individual combine in complex ways
to affect the effectiveness [48]. It suggests that population-level
health research should be only 1 part of the evidence-generation
process, and that it is listening to the patient narrative that can
be the key to understanding their individual health needs [47].
One of the strengths of narrative data, such as SGOPE data, is
that they enable both author and reader to make sense of the
interplay of actions and contexts in the text in a way that
conveys perceived causality [22]. The mantra “correlation does
not equal causation” is justifiably used, but that leaves the
question of how it is possible to determine causation.

Causation can be defined as a reaction between 2 events: a cause
event and its consequence. The cause must precede the
consequence and is counterfactual in that the consequence would
not have occurred without the cause. While this sounds quite
logical and straightforward, causation theories are not
necessarily definitive explanations of how events occur but
rather represent how humans make sense of, and understand,
the world [49]. Williamson [50] argues that causation can be
shown by identifying or understanding the underlying
mechanism between a correlated cause and effect.

NLP methods still struggle with identifying potential causality;
therefore, we used linguistic analysis to aid in this process. The
language used to describe cause and effect can be crucial to
understanding the semantic meaning of a text but is not always
easy to identify. One method involves using transition words
that link a reason to a consequence or indicate a sequence of
events (Textbox 1).

Textbox 1. Examples of text that indicate sequential events.

Transition words

• Firstly

• to begin with

• next

• then following this

• at this time

• now

• at this point

• previously

• before this

• after

• afterward

• subsequently

• finally

• at last

• simultaneously

• meanwhile

Traditionally, findings from health-based qualitative studies
have been seen as anecdotal, unrepresentative, and not
generalizable across populations [51]. This study examines how

we can move toward combining personal evidence of a health
effect from sufficient numbers of people to the point where it
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could be generalized and added to existing population-level
evidence [47].

The aim of this study was to assess what can be learnt from an
NLP-based analysis of a large quantity of unstructured SGOPE
data. This can be broken down into 5 subquestions:

• To assess whether topic mining can elicit the themes that
are contained in the data

• To explore how sentiment analysis can be used to assess
perceived effectiveness

• To compare various methods of theme and effectiveness
identification

• To assess whether linguistic analysis can identify perceived
causality from the text

• To establish whether these techniques can be used to
develop a methodology for this type of analysis

Methods

Overview
The dataset contained 69,022 publicly available social media
posts and threads that included the terms modafinil, provigil,
armodafinil, or nuvigil as of July 2017. The dataset was supplied
by Treato Ltd, which was a web-based social media data mining
service that collected publicly available health-related posts (ie,
posts viewable by anyone without requiring log-in) from
>10,000 global blogs and online forums. The company agreed
to supply English-language data relating to modafinil use, using
its own proprietary algorithms based on the Unified Medical
Language System to create a searchable dataset that can be
analyzed in aggregate [52].

Analysis code was developed using Python (version 3.8.5;
Python Software Foundation) [53] in JupyterLab (version 3.0.15;
Project Jupyter) [54]. Bearing in mind the need to retain as much
context to the data as possible, as described in the Methodology
subsection, we took a staged approach to data cleaning, initially
performing a minimal level of transformation and parsing of
fields. The time stamp field, originally formatted as 2011-01-01
00:00:00 UTC, was simplified to PostYear to represent the year
the post was published. Line breaks, paragraph breaks, and other
extra spaces were removed. The URL field was parsed to
identify the main website or forum name. New fields were
created for subsite names. Having extracted the site name, it
became obvious that many of the URLs contained either the
name of the condition that was of primary interest to the poster
or the title of the thread or question that they were referring to.
Using clustering techniques, we were able to group and extract
this detail from the URL. Three new fields were created to
represent the second-level domain name, the site’s focus
condition (if applicable), and the extracted thread titles. To
maximize the options for analysis, the cleaned data were
structured to include 3 additional fields: TextOnly (response
only), Title (thread title), and TextWithTitle (thread title
preceding each response). All references to dosage amount in
mg were standardized to xxxmg. Exact duplicate posts and
obvious spam posts were removed. After data deduplication
and spam removal, all forms of author identification were
removed. The restructured file was saved in CSV format for the

next stages. The TextOnly and Title fields were exported as 2
separate corpora text files for linguistic analysis. Keeping them
distinct avoided the possibility of the repetition of the title words
skewing any frequency-based analysis. These steps enabled us
to obtain a dataset that retained an optimal level of quality and
flexibility and upon which further preprocessing could be
performed specific to the individual task.

Topic Modeling to Identify Themes
Topic modeling was the main method for theme detection. On
the basis of a previous study that evaluated 4 of the most widely
used bag-of-words topic modeling methods [55], we selected
latent Dirichlet allocation (LDA) and nonnegative matrix
factorization (NMF) for comparison because they were seen to
deliver the most meaningful extracted topics. Both LDA and
NMF use the bag-of-words approach, which disregards any
order within the corpus and uses word frequency to generate
topics. Although the LDA method has been the most widely
used method for patient experience feedback [56], a previous
study found that NMF yields better results than LDA when used
for short texts [57]. Other comparisons between the 2 methods
found that LDA output was more semantically interpretable
with more distinct categories [58], while NMF was faster and
therefore less resource intensive [59]. However, another
comparison found the opposite [60]. Yet another study suggested
that NMF returned higher quality topics than LDA on smaller
datasets [61]. As part of the project involves identifying a
methodology for this type of data that can be developed for use
on other datasets, we compared the findings of both methods
using the gensim (version 3.8.3) [62] and sklearn (version
0.23.1) [63] libraries as they relate to SGOPE data. Another
package—Top2Vec (version 1.0.24) [64]—using
word-embedding methods was released during the study and
was included for comparison. Word-embedding methods work
by considering each word in the context of its neighbors,
creating a numeric vector where words with similar meanings
are grouped together, which has been seen as a significant
advance in trying to establish the meaning or topics of posts
[65].

Additional preprocessing for the LDA and NMF methods
included removing stop words and punctuation and converting
all text to lowercase. The stop word list was extended to include
common name variations for modafinil. Bigrams and trigrams
were generated; text tokens were lemmatized; and part-of-speech
(POS) tags relating to nouns, adjectives, verbs, and adverbs
were retained. Coherence and perplexity values were generated
to help assess the performance of each model. The LDA outputs
included generating the 10 most discriminative words for each
topic; the weighting of each word within the allocated topic;
and, for the gensim LDA model, a computer-based visualization
(pyLDAvis [version 2.1.2]) that demonstrated the words for
each topic and the degree of overlap between topics [66]. This
visualization could also be used to show varying values of alpha
and beta, the balance between words per topic and topics per
document.

For the embedding-based method, no preprocessing of the text
or prespecified number of topics was required because the
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Top2Vec algorithm calculates the number of topics contained
within the corpus.

Sentiment Analysis to Evaluate Effectiveness
Two widely used lexicon-based methods—TextBlob (version
0.15.3) [67] and Valence Aware Dictionary and Sentiment
Reasoner (VADER; version 3.3.2) [68]—were compared and
the strengths and limitations of both identified. The original
cleaned TextOnly field was selected for the sentiment analysis
because this contained only the responses to the posts. Word
counts were calculated for each post. Capitalization, punctuation,
and stop words were retained for this part of the analysis because
each can contribute meaning or intensity to the analysis.
TextBlob [67] calculates values for polarity and subjectivity
for each post. The lexicon it uses derives from a separate library
in the Natural Language Toolkit. It focuses on adjectives from
customer product reviews that have been tagged by humans for
polarity and subjectivity. Subjectivity analysis assesses how
objective or subjective the text is, whereas polarity classification
determines whether the text is positive or neutral. It uses the
sentiment lexicon to assign scores for polarity and subjectivity
for each word, which are then averaged out using a weighted
average to provide an overall sentence sentiment score. Basic
statistics were generated for both values, and the numerical
polarity score was converted to categorical values of positive
(>0), neutral (0), and negative (<0). Plots showing the
distribution and the relationship between the polarity and
subjectivity scores were generated.

The methods behind the design of the VADER library make it
possibly a better choice for sentiment analysis of social
media–type posts than TextBlob [69]. Rather than calculating
the polarity and subjectivity of a post, it scores each post on 4
aspects: positive, negative, neutral, and compound. The positive,
negative, and neutral scores represent the proportions of the
post that fall in these categories. The compound score is
calculated from the other 3 scores, normalized to a value
between –1 and 1, and represents the overall sentiment of the
post [68]. The lexicon VADER uses is based on general
language rather than reviews [70] and contains approximately
7500 words.

Although the basic sentiment is calculated on the individual
words, VADER looks at the whole text and can take negations
into account [71]. This can help to give a balanced assessment
when the post contains contradictory words out of context. This
approach is intended to take into account some of the
characteristics often seen in SGOPE data where features such
as repeated punctuation or capital letters can be used to signify
stronger sentiment [68].

The VADER lexicon is easily modified. After reviewing the
positive and negative words it had identified from a sample of
posts at each end of the sentiment spectrum, we modified the
lexicon, removing the positive words credit, free, accepted, and
approval because these words were frequently included in spam
posts. We also added frequently mentioned effects to the
negative lexicon, including headache, jittery, rash, tired,
harmful, disappointed, sleepy, nightmare, and intolerable. In
addition, we modified the positive lexicon to include awake,

focus, concentrate, normal, productive, helped, grateful, miracle
and lifesaver.

The results from each method were then compared against each
other.

Linguistic Analysis
We extracted the narrative fields from each post to form a
corpus, which was then imported into Sketch Engine [72], a
corpus linguistics tool. Each token was assigned a POS tag from
the English TreeTagger POS tagset with Sketch Engine
modifications [72]. Using the English Web corpus 2020 as a
reference corpus [73], we generated lists of the top 1000
keywords, key terms, and n-grams specific to the dataset to help
identify both themes and examples of causal text. N-grams are
sequences of words, numbers, or symbols that appear in a
specific order within the text and are helpful in identifying
commonly used phrases of up to n words within the corpus [74].
For each word or term in the lists, we recorded its frequency in
the focus corpus, the number of posts it appeared in, and a
calculated score based on its relative frequency in each corpus.
We then classified the top 100 highest-scoring keywords and
key terms into themes and summarized the results to see how
this technique compared to the topic modeling. N-grams that
indicated a possible cause and effect or temporal dimension
were identified. Combining these selected n-grams with
concordance techniques revealed specific relevant sentences
that expressed the poster’s understanding of these sequential
events.

Ethical Considerations
Ethics approval for the study was granted by the University of
Warwick (BSREC Ref 11/19-20) in October 2019. No
personally identifiable information other than the online “user
handle” was included in the data collection, and this was
removed and replaced with a unique ID for each post as part of
the cleaning and preparation process.

Results

Descriptive
The cleaned dataset contained 68,559 records from a 6-year
period (2011-2016). A total of 790 unique top-level sites were
identified, with the number of posts per site ranging from 25,355
to 1. Reddit was the largest overall source, with 36.98%
(25,355/68,559) of the posts from 213 subreddits, each of which
represents a separate community. Of the 213 subreddits, 5
(2.3%) contributed >1000 posts, with the largest being the afinil
subreddit (n=12,870, 18.77% posts). Post lengths ranged from
1 to 1577 (mean 100.4, SD 100.86; IQR 34-132) words. The
TextOnly field comprised 7.99 million tokens, 6.84 million
words, 104,565 unique words, and 388,516 sentences. Parsing
the site or forum URLs revealed 166 separate health conditions.
Multimedia Appendix 1 shows analysis by the number of posts
posted to the top 10 condition-specific sites. This does not
assume that the specified condition was the primary or sole
condition of the poster but rather reflects the poster’s choice in
selecting where to post their contribution.
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Topic Modeling

Overview
First, using the gensim LDA library, initial parameters were set
to 8 topics (as per the earlier themes identified [21]) and 50
iterations. The default output is the top 10 words per topic,
together with the weighting of each word within the topic.
Although the returned topic word lists could all be seen to relate
to the poster’s experience, they did not seem to be clearly

distinguishable from each other. The visualization (Multimedia
Appendix 2) indicates a substantial overlap of topics 1 to 4,
which between them represented 72.7% (49,842/68,559) of the
tokens.

Coherence model testing (Figure 1) using the NMF method
(range 5-50) suggested that the optimal number of topics was
27; therefore, we ran the model again with varying numbers of
iterations across the data.

Figure 1. Coherence testing model (range 5-50).

Gensim LDA
Running the LDA model with parameters of 27 topics and 200
passes (Multimedia Appendix 3) showed a clearer distribution
of topics, but there was still a substantial degree of overlap of
topics 1 to 6. Increasing the number of passes to 1000 did not
seem to significantly improve the visual evaluation (Multimedia
Appendix 4), although it took >5 times as long to run.

Although both visualizations show some distinct topic circles
that are not overlapped by others, the categorization of the topics
into themes was not possible because most of them could have
multiple interpretations. The top 10 topic words for each of the
27 topic models and the attempted mapping are shown in Figures
2 and 3.
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Figure 2. Latent Dirichlet allocation model: 27 topics.

In terms of the processing load, the timings of the gensim LDA
models were impacted far more by the number of iterations
through the data than the number of topics selected, with the
simplest configuration—8 topics and 50 iterations—taking 32
minutes, 27 topics and 200 iterations taking 2 hours 16 minutes,
and 27 topics and 1000 iterations taking 11 hours and 6 minutes.
Adjusting the memory handling parameters reduced the
processing time significantly (13 min, 1 h 44 min, and 8 h 13
min, respectively) but gave the highest coherence score to a
model with just 2 topics and 10 passes, which did not seem a
plausible result.

Sklearn LDA and NMF Methods
Running the same 27-topic model with the sklearn library
enabled a direct comparison of the LDA and NMF methods.
Multimedia Appendix 5 presents a comparison of the top 10
words per topic and the number of posts each model classified
as belonging to each topic, together with the percentage of the
corpus per topic in descending order for each method. It also
includes our evaluation of the theme that the topic words most
closely indicated. As with the earlier gensim LDA models, trying

to map each of the returned topic word lists to the identified
themes was complicated by the degree of overlap in most of
the lists. The bar graphs (Figures 2 and 3) show that the NMF
method returned topics that were distributed slightly more
evenly throughout the corpus, whereas the LDA version
identified some topics that were much less represented. The
sklearn LDA model allocated 94.45% (64,753/68,559) of the
posts to just 8 (30%) of the 27 topics; the remaining 19 (70%)
topics each represented <1% (3806/68,559) of the posts. In
comparison, the largest NMF topic was assigned to 16.6%
(11,381/68,559) of the posts, with the remaining 26 ranging
from 5.4% (3702/68,559) to 2% (1371/68,559) of the posts.
Future work could look at going back to the posts included in
some of the smaller topics to assess their relevance to the
research question.

Mapping the topics found by both models, even at a superficial
level, to distinct themes was problematic. For the sklearn LDA
model, only 26% (7/27) of the topics could be mapped to the
general themes. The NMF model was slightly more interpretable
with 52% (14/27) of the topics that could be seen as relating to
themes.
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Figure 3. Nonnegative matrix factorization model: 27 topics.

Top2Vec Library
The Top2Vec library demonstrated substantially faster
performance compared to the LDA method. By default, it returns
the number of detected topics, the top 50 words per topic, and
the number of posts per topic. The optimal DeepLearn parameter
took 2 hours 15 minutes to generate 367 topics from the dataset,
while the Learn parameter took 19 minutes to generate 566
topics.

The results from the DeepLearn model were used for analysis.
The percentage of posts per topic ranged from 2.94%
(2017/68,559) in the largest group to 0.07% (45/68,559) in the
smallest. Overall, 70% (257/367) of the posts could be mapped
to either the P1 themes or the codes used during the thematic
analysis. The P1 study refer to the previous part of the study
where we compared a sample of 260 posts using a qualitative
analysis with a basic NLP or corpus [21]. In total, 186 (50.7%)
of the 367 topics representing 38,637 (56.36%) of the 68,559
posts could be mapped to the P1 themes. A further 71 (19.3%)
of the 367 topics representing 15,557 (22.69%) of the 68,559
posts were mapped to the codes.

In total, 110 (30%) of the 367 topics representing 14,345
(20.92%) of the 68,559 posts were initially categorized as being
uninterpretable without taking a deeper look at the specific

posts. Of the 367 topics, 31 (8.4%; 3913/68,559, 5.7% posts)
combined multiple themes and were classed as mixed; 50
(13.6%; 7019/68,559, 10.24% posts) were uninterpretable and
were labeled unclear; and 29 (7.9%; 3413/68,559, 5% posts)
contained words indicating that the topics related to possible
spam posts.

Sentiment Analysis
The TextBlob library returns values for both polarity and
subjectivity. Of the 68,559 posts, the initial results for polarity
were as follows: 47,282 (69%) positive, 6229 (9.09%) neutral,
and 15,048 (21.95%) negative. The polarity scores extended
across the whole range from −1 to +1 (mean +0.1003). The
subjectivity scores also covered the entire range from 0 to +1
(mean +0.4638).

Using the previously mentioned parameters of positive (>0),
neutral (0), and negative (<0), the initial results returned from
the standard VADER analysis were 64.03% (43,898/68,559)
positive, 6.7% (4592/68,559) neutral, and 29.27%
(20,070/68,559) negative. Modifying the lexicon yielded the
following results: 65.01% (44,610/68,559) positive, 6.44%
(4417/68,559) neutral, and 28.49% (19,533/68,559) negative.
The compound score values ranged −0.9991 to +0.9997 (mean
+0.2825). The distribution is shown in Table 1.

Table 1. Basic statistics for the extended VADER analysis (n=68,559).

NegativeNeutralPositiveCompound

0.06772396 (0.06403353;
0.00000000-0.67000000)

0.81442440 (0.10185110;
0.00000000-1.00000000)

0.11785168 (0.09204523;
0.00000000-1.00000000)

0.28250790
(0.61562543;
–0.99910000 to
0.99970000)

Scores, mean (SD;
min-max)

Percentile values

0.01200.75900.0590–0.177925%

0.05800.82000.10700.451550%

0.10100.87600.16000.840775%
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Although the results from both Vader and TextBlob methods
were similar, with both showing a majority of posts being
assessed as positive, comparing the distribution shape of the
sentiment values between the methods showed distinct
differences. Both are skewed toward the right, indicating the

positive mean value; however, TextBlob showed a normal type
of distribution of polarity apart from those posts classified as
neutral, whereas Vader showed a similar peak at 0 but seemed
to assess more of the posts as being at the extremes of the
available range (Figure 4).

Figure 4. TextBlob and Valence Aware Dictionary and Sentiment Reasoner (VADER) distributions.

The average word count of the 10 highest-rated posts based on
the VADER analysis was 704, and that of the lowest-rated posts
was 1095. For TextBlob, the average word count of the 10
highest-rated posts was 39, and that of the lowest-rated posts
was 23. VADER is reported as performing better on short texts

[68]. The P3 dataset (total 68,559 posts) contained 1232 posts
with a word count of >400 and 8496 posts longer than 200
words. However, running VADER again on the reduced datasets
showed little difference in the percentages of posts rated in each
category (Table 2; Figure 5).

Table 2. Valence Aware Dictionary and Sentiment Reasoner results from limiting post length.

<200 words, extended
(n=60,063)

<400 words, extended
(n=67,327)

All posts, extended
(n=68,559)

All posts, standard
(n=68,559)

0.2658 (0.587878; –0.1655
to +0.7984)

0.2816 (0.609968; –0.1779
to +0.8438)

0.2819 (0.61587235;
–0.1794 to +0.8404)

0.2658 (0.613580; –0.2040
to +0.8250)

Compound scores, mean
(SD; IQR)

38,546 (64.18)43,781 (64.18)44,586 (65.03)43,898 (64.03)Positive, n (%)

4414 (7.35)4416 (6.56)4416 (6.44)4592 (6.70)Neutral, n (%)

17,103 (28.48)19,130 (28.41)19,557 (28.53)20,070 (29.27)Negative, n (%)
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Figure 5. The impact of word count on sentiment. VADER: Valence Aware Dictionary and Sentiment Reasoner.

Corpus Linguistics
Using the corpus linguistic tool Sketch Engine, we generated
1000 key n-grams specific to the SGOPE corpus, identifying
many phrases that could suggest a form of causality. Attempting
to map these key n-grams to the individual themes was
problematic. Unlike the key words and terms, only 16 (16%)
of the top 100 n-grams specific to the corpus could be directly

mapped to themes. A full analysis would require looking at the
n-grams in the context of the post. However, the key n-grams
are helpful in detecting expressions of causality. Unlike the
individual words, all of which have a POS tag that can indicate
tense, n-grams are combinations of words. It was possible to
label many of them as relating to past, present, or future tense
or as indicating possible belief. Examples are shown in Table
3.
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Table 3. Key n-grams indicating possible belief.

TenseThemeScore (relative frequency com-
pared to the reference corpus)

Total number of documents includ-
ing the phrase (n=68.559), n

Frequency (n=68,559),
n

Key n-gram

PresentEffect50.0396406keep me awake

Present—a49.2398408works for me

Past—48.8440458i have found

Present—48.3485488but it does

Present—46.1388403i find that

Past—46.0579610was able to

PresentOutcome45.4460474that i can

PastEffect45.2377396i felt like

Present—44.4400407i find it

Past—44.3389395gave me a

N/Ab—43.8365377in my experience

Present—42.6380381because i have

Past—41.2363377because i was

N/A—34.7561576because of the

Present—32.3363368and i think

N/A—29.7293301in my opinion

Present—29.7257258and it seems

N/A—29.1235242i have noticed

Present—28.7237241but i feel

Present—27.9226230it gives me

N/AEffect27.9217225to kick in

Present—27.6226229seems to work

Present—27.4237237it seems to be

Present—27.2219225has helped me

Present—27.1233236because i do

N/AEffect26.9212216effect on me

N/AEffect26.9216220me feel like

PastEffect26.7213218it gave me

PastOutcome26.5209216changed my life

Present—26.3231231but it seems

PresentEffect26.3210216gives me a

Present—26.3247255think it is

Present—25.9223227as soon as i

Present—25.6218229i can say

Present—25.6204205it does help

Present—25.5208212for me is

PresentEffect25.4200206i still feel

N/A—25.0201204my experience
with

Present—24.8225228and i know

Past—24.7204211thought i was
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TenseThemeScore (relative frequency com-
pared to the reference corpus)

Total number of documents includ-
ing the phrase (n=68.559), n

Frequency (n=68,559),
n

Key n-gram

Past—24.6233237thought it was

Present—24.4194196and it helps

N/A—24.3204208know if i

PastEffect24.1188198i felt like i

Past—24.0202209i found it

Past—23.9227229i thought it

Present—23.5234242seems to have

Present—23.2183185it helps with

Past—23.2185187it has helped

Present—23.2227232it seems that

Present—23.2197200i know this

Present—22.9186190feel like it

N/A—22.9188191because of my

Present—22.9178189am able to

N/A—22.8182182great for me

PresentEffect22.8177181i can sleep

Past—22.8186197i started to

PastEffect22.7186186and it worked

Past—22.7195198have found that

N/A—22.7226228give you a

PastEffect22.6184188and i felt

N/ADosage22.2172176it wears off

N/AEffect22.2180183a huge difference

N/A—22.2176177better for me

Present—22.2627642this is a

Past—21.7181187i found out

aCould not be mapped.
bN/A: not applicable.

The n-gram “have found that” was shown to be indicative of
causal expression in the exploratory study [21]. Using it on the
P3 dataset and filtering out any of the sentences that did not

explicitly mention modafinil or one of its name variants in the
concordance sentence returned the examples presented in
Textbox 2.
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Textbox 2. Concordance examples for the n-gram “have found that.

Tolerance

• “I have been on Nuvigil for about 2 years now, and I have found that I have to skip my medication at least one day per week in order to not lose its
effectiveness.” [Post ID 6289]

Side effects

• “I have found that I get visuals from modafinil anyways, for the first few hours of it’s effects I have mild visuals and a solid body load.” [Post ID
7711]

• “After taking modafinil 200mg next day i have found that i have a skin rash on the right hand and itchy skin on both hands.” [Post ID 26,660]

Dosage

• “Forgetting and False Memories I am on Nuvigil, and I have found that I become a ‘zombie’ when they have my dosage too high.” [Post ID 29,323]

Other Intervention, but effect or outcome

• “I have found that I have been able to reduce my Prozac dosage while taking Provigil.” [Post ID 53,387]

Outcome

• “I also have found that I am much more confident since started on provigil (200mg/day).” [Post ID 59,900]

Comparison

• “I have tried Adderall and Provigil and have found that I prefer a sister drug to the Provigil called Nuvigil, but my insurance company won’t pay
for it so I’m stuck with the Provigil or Adderall.” [Post ID 67, 037]

The word sketch tool can be used to demonstrate the context of
how any word or phrase is used within the corpus. Many of the
key n-grams for this corpus relate to an observation the poster
has made or an effect they have noticed in relation to the subject
of their post. The most frequent key n-gram in the corpus is “in
the morning,” which appears 3016 times in 2627 posts. Using
the corpus query language to filter down to only those
concordances that included modafinil in the same sentence
returned 183 examples of dosage patterns, amounts, drug
combinations, timing advice, and effects. As with the P1 study,
posters reported how the standard dose can be excessive for
some people [21]:

...my Dr prescribed starting dose of 200mg modafinil...once in
the morning...with the instruction that if the200mg did not keep
me awake that I should double the dose to 400mg once a day
in the a.m...the 200mg was too much all at once...all it did was
enhance the side effects to the point that I wasn’t able to notice
if the medicine was doing what it was supposed to.because I
was too busy cradling my cracked feeling skull and drinkn
insane amounts of water. [Post ID 3209]

Another frequent lemma related to effectiveness in the n-grams
is “feel,” which has been used by post writers in many ways.
As a verb, it was used 22,767 times in the corpus. Splitting the
occurrences into grammatical categories, as shown in Table 4,
highlights the categories, some of the most frequent examples
of each phrase from the corpus, and the number of occurrences
for each category. A visual representation of the most frequent
adjectives and objects associated with the verb “feel” is shown
in Figure 6, while Figure 7 displays the most frequent collocates.
The size of each circle represents the frequency of the collocate.
Of note, “good” is the most prominent adjective collocate of
“feel,” supporting the hypothesis that modafinil is perceived as
effective by many of the posters. The full list of collocates of
“feel,” together with their frequencies in the corpus, is available
in Multimedia Appendix 6.

Feeling normal was identified as being an important outcome
for some posters in the earlier study [21]. Textbox 3 presents
examples of n-gram concordances for “makes me feel,” filtered
by “normal.”
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Table 4.

Frequency (n=68,559), n (%)ExamplesGrammatical categories

12,026 (17.54)I feel, you feel, made me feel, it feelspronominal subjects of “feel”

6842 (9.98)Don’t feel, I still feel, I just feel, really feelmodifiers of “feel”

5342 (7.92)feel better, feel tired, feel worse, feel great, feel sleepy, feel normaladjectives after “feel”

4354 (6.61)feel the effects, feel a bit, felt nothingobjects of “feel”

2163 (3.15)feel like, feel in, feel on, feel thoughprepositional phrases associated with “feel”

2032 (2.96)I feel, my body feels, I don’t feelsubjects of “feel”

689 (1)feel it, you feel you, feel myselfpronominal objects of “feel”

289 (0.42)feel a lot better, felt it more, felt a bit weirdcomplements of “feel”

179 (0.26)feel when, feel what, I feel that, feel how, feel normal which“wh-” words following “feel”

150 (0.22)sleep and feel, yawning and feeling“feel” and or

81 (0.12)felt taking, felt amazing“-ing” objects of “feel”

74 (0.11)feel up to it, feeling down,particles after “feel”

37 (0.05)it feels to beinfinitive objects of “feel”

19 (0.03)feel hyped up, to feel outparticles after “feel” with object

Figure 6. Most frequent adjectives and objects of “feel.”.

Figure 7. Word sketch of the verb “feel.”.
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Textbox 3. Concordance of “makes me feel” with “normal.”

Examples of n-gram concordances for “makes me feel,” filtered by “normal”

• I have never noticed excessive energy or anything out of the ordinary; it just makes/make me/me feel/feel like a normal person would.

• Taking the whole thing almost makes/make me/me feel/feel normal for a while.

• Anything that makes me less sleepy makes/make me/me feel/feel more “normal” (i.e., less tired), and not high (course I am not shooting it in my
arm or anything).

• While Modafinil *feels* like a some sort of drug-induced happiness, Zoloft actually makes/make me/me feel/feel naturally normal and happy.

• Cheers. :) I am on Modafinil which makes/make me/me feel/feel normal most of the time. @Nicole – I’m showing my age, but as a student it
was ProPlus every time for me!

• It just makes/make me/me feel/feel closer to normal.

• At first I did feel speedy but now it just makes/make me/me feel/feel normal (ish)!!

• Doesn’t jack me up or give me jitters - just makes/make me/me feel/feel as “normal people normal” as I can imagine.

• My epileptologist has just put me on nuvigil for sleepiness and it really helps, there is only a day here and there it doesn’t but it’s awesome now
most of the time I have the energy that my family has (2 kids) doesn’t make me hyper just honestly makes/make me/me feel/feel more normal.

• I take Nuvigil, and, unlike stimulants, it just makes/make me/me feel/feel normal without the waves of crippling exhaustion or a crash at the end
of the day.

• Nuvigil makes/make me/me feel/feel like a normal person again and without it, my quality of life is severely decreased.

• I love nuvigil and it makes/make me/me feel/feel “normal” and have a “normal” life but somedays I feel like I could use another pill and if its
*safe* to take it twice a day then that may help me ALOT!!

• I have read posts where people talk about feeling revved up from it but for me it just makes/make me/me feel/feel normal.

• The provigil makes/make me/me feel/feel normal.

• It just makes/make me/me feel/feel normal which is perfect...no jitters.

• It makes/make me/me feel/feel normal.

• It makes/make me/me feel/feel pretty normal like I used too.

• I usually take it around noon at work during the week and it makes/make me/me feel/feel normal, and I can get through the rest of the day.

• It makes/make me/me feel/feel normal.

• I am taking 200mg an hour before work and it makes/make me/me feel/feel normal.I try not to take it every day, but it definitely helps...makes/make
me/me feel/feel normal almost.

• I’ve now been feeling like it makes/make me/me feel/feel more “normal” (normal energy & focus) for a few hours past my dose (8am and 2pm)
and the other times are like a complete drop in energy, not even normal tired....just SO exhausted.

• (It wasn’t my first choice.) The only thing that makes/make me/me feel/feel close to normal is use of stimulants such as Nuvigil, but those give
me serious insomnia.

• I hate that a pill/pills makes/make me/me feel/feel normal.

• It doesn’ make me feel buzzed or jittery, it just makes/make me/me feel/feel “normal.”

Comparison With Existing Trial Evidence
The effectiveness of modafinil suggested by this study contrasts
with the existing RCT and systematic review evidence that is
used to determine treatment pathway options for clinicians [28].
Rather than searching for every review or RCT of modafinil,
we used Cochrane reviews as a comparison. Cochrane reviews
critically appraise individual trials, are recognized as providing
high-quality assessment and evidence synthesis, and are also
used to contribute to the development of clinical guidelines
[75]. As of May 2021, a search of the Cochrane Library [76]
showed that there were 16 published Cochrane reviews for
various conditions that included the term modafinil in the title,
abstract, or keywords. To compare the findings, we extracted
the authors’ evidence summaries, the quality assessments of
the evidence, and suggestions for addressing the remaining

uncertainties relevant to this project (Multimedia Appendix 7).
All reviews were inconclusive, with either insufficient [77-85]
or low-quality [86-92] evidence of effectiveness. One of the
main findings of this study was that although modafinil is only
currently licensed by the National Institute for Health and Care
Excellence for a single condition within the United Kingdom,
posters were finding it effective for a wide range of conditions,
including central disorders of hypersomnolence, multiple
sclerosis, attention-deficit disorder and
attention-deficit/hyperactivity disorder, social anxiety,
depression, sleep-related breathing disorders, general fatigue,
myalgic encephalomyelitis and chronic fatigue syndrome, and
fibromyalgia (Figure 1). Other conditions for which modafinil
was used included cancer fatigue, traumatic brain injury,
diabetes, epilepsy, autoimmune conditions, pain, irritable bowel

J Med Internet Res 2024 | vol. 26 | e54321 | p. 15https://www.jmir.org/2024/1/e54321
(page number not for citation purposes)

Walsh et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


syndrome, hepatitis C, and poststroke fatigue. Multimorbidity
was a regular feature.

Discussion

Principal Findings
Although a range of positive and negative experiences were
reported, our analysis indicates that posters found modafinil
effective for their symptoms with similar levels of effectiveness
found across all methods. Similar themes were identified by
both qualitative and computational analyses. Difficulties in
obtaining a prescription or acquiring modafinil were common.
All topic-modeling methods returned topics containing words
that clearly related to and could be mapped to the themes and
subcodes from the earlier qualitative study [21]. Linguistic
analysis identified expressions of causal belief.

The overall methodology of the study was designed so that it
can be applied to other health-related research questions that
use unstructured data. The principles underlying the methods
used in this study have shown that they can be used inductively
on large volumes of unstructured text to extract the themes,
sentiment, and expressions of perceived causality.

As an inductive and iterative method, topic modeling shows
potential for scaling up qualitative analysis [43,61,93] when
working with large volumes of data. The requirement of both
the LDA and NMF methods for a defined number of topics to
be determined before running the models is problematic.
Previous comparisons of findings from both manual coders and
NMF topic modeling found that neither group could agree on
the ideal number of topics [61]. Using the Top2Vec method
had the advantage that it did not require a predetermined number
of topics or themes to be specified. The Top2Vec
embedding-based method was more effective in eliciting topics
that mapped to those previously identified through qualitative
analysis [21]. A possible disadvantage of this model is that,
depending on the dataset, it may return too many topics [94],
but this can be mitigated in a later version of the model through
the use of hierarchical topic reduction [64].

Previous studies have commented on how lexicon-based tools
trained on general language do not perform as well on
health-related text [3]. Although lexicon-based sentiment
analysis can provide an accurate assessment of text that contains
words that express a strong positive or negative sentiment, posts
that do not contain many of these predefined words are harder
to evaluate. One of the features of the informal nature of SGOPE
data is that the writers assume that readers can readily infer the
affective reaction they are describing. Descriptive phrases such
as “I could go back to work” or “It gave me a headache” suggest
the effect of the event but would be viewed as neutral statements
by most sentiment analysis models. Developing lexicons that
are more relevant to health outcomes would improve and refine
the results.

The inclusion of linguistic analysis added a depth of
understanding to the findings that would not have been possible
with a pure NLP approach [38,39]. The reported rapid onset of
the effect of modafinil, whether positive or negative, together

with the temporal sequencing, allowed the identification of text
indicating perceived causality.

Unsupervised methods align more with the inductive approach
of qualitative studies and are shown to be effective for exploring
SGOPE data. Although topic modeling has not yet been widely
used within health research, previous studies have shown how
it can be used to generate findings in a similar fashion to
grounded theory [21,42]. Both topic modeling and the extraction
of keywords, key terms, and key n-grams identify what is being
spoken about but not how the word or phrase is used in context.
Combining NLP with corpus linguistics draws on the strengths
of both disciplines [38,39] and allows the researcher to identify
the content that is most relevant to the research question [95].

This research could be extended in a variety of ways that could
be used to improve health outcomes. Extending the case study
approach, these could include extracting features such as dosage
detail and treatment duration, examining more granular topics,
further refining the lexicons used for sentiment analysis, and
conducting tense analysis of POS tags of modafinil or other
interventions. Combining NLP with linguistics on large
quantities of unstructured data could be a valuable source both
to identify “off-label” indications and obtain a deeper
understanding of the outcomes that patients and their families
prioritize and how they are managing their conditions. In terms
of methodological development, these methods could also be
applied to many different types of unstructured text sources,
such as qualitative interview transcripts or the free-text sections
of clinical notes.

Strengths and Limitations
The use of unsupervised methods allows for an inductive
approach to analysis, and the comparison of findings from
multiple methods with those from the exploratory dataset is a
strength of this study. SGOPE data analysis relies on the poster’s
self-description of their condition, which may include
self-diagnosis rather than a clinician’s assessment. The reporting
of symptoms and outcomes may not be as accurate or complete
as it could be, although this limitation could apply to any form
of self-reported data, whether collected in a trial, clinical
encounter, or on the web. Self-reported data, particularly
regarding hard-to-measure factors such as fatigue and cognition,
are subjective but generally reflect the normative value of the
patient. The natural, nonclinical language used in informal texts
may contain valuable, unexplored, or overlooked information
relevant to clinical or research purposes [96], but it can also
contain spelling or grammatical errors and inappropriate slang
or colloquialisms that pose challenges for NLP methods [97].
Keyword comparison with a reference corpus was found to be
effective in identifying such terms and common misspellings.

SGOPE data have several known strengths and limitations
[98-100] as a single data source. Using multiple data sites
enhanced the representativeness and validity of the sample and
reduced the potential for demographic bias and emotional
contagion (18), while mitigating the impact of spam or
nongenuine posts through the cleaning process. We do recognize
the limitation of only including posts written in English.
Although social media use is widespread, those who create posts
represent a self-selected subset of users, with only 10%

J Med Internet Res 2024 | vol. 26 | e54321 | p. 16https://www.jmir.org/2024/1/e54321
(page number not for citation purposes)

Walsh et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


estimated to be active posters, while 90% read other users’posts
without contributing their own comments [101].

Conclusions
The study demonstrated the value of combining NLP and
linguistic techniques for analyzing large quantities of
unstructured text that can then be used as evidence of improved
patient outcomes. In contrast to the current systematic
review–based evidence, posters with a wide range of conditions

found modafinil effective. The methods we used successfully
identified the entities and topics contained in posts. The
perceived experiences of causality and effectiveness were
identified using 2 different methods. Our study indicates that
this NLP- and linguistics-based approach can be used to look
beyond the literal meaning of the words in posts, gaining an
understanding of how posters assess the effectiveness of a health
care intervention and the outcomes they value.
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Abbreviations
LDA: latent Dirichlet allocation
NLP: natural language processing
NMF: nonnegative matrix factorization
POS: part-of-speech
RCT: randomized controlled trial
RWD: real-world data
SGOPE: spontaneously generated online patient experience
VADER: Valence Aware Dictionary and Sentiment Reasoner
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