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Abstract

Background: Question answering (QA) systems for patient-related data can assist both clinicians and patients. They can, for
example, assist clinicians in decision-making and enable patients to have a better understanding of their medical history. Substantial
amounts of patient data are stored in electronic health records (EHRs), making EHR QA an important research area. Because of
the differences in data format and modality, this differs greatly from other medical QA tasks that use medical websites or scientific
papers to retrieve answers, making it critical to research EHR QA.

Objective: This study aims to provide a methodological review of existing works on QA for EHRs. The objectives of this study
were to identify the existing EHR QA datasets and analyze them, study the state-of-the-art methodologies used in this task,
compare the different evaluation metrics used by these state-of-the-art models, and finally elicit the various challenges and the
ongoing issues in EHR QA.

Methods: We searched for articles from January 1, 2005, to September 30, 2023, in 4 digital sources, including Google Scholar,
ACL Anthology, ACM Digital Library, and PubMed, to collect relevant publications on EHR QA. Our systematic screening
process followed PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. A total of 4111
papers were identified for our study, and after screening based on our inclusion criteria, we obtained 47 papers for further study.
The selected studies were then classified into 2 non–mutually exclusive categories depending on their scope: “EHR QA datasets”
and “EHR QA models.”

Results: A systematic screening process obtained 47 papers on EHR QA for final review. Out of the 47 papers, 53% (n=25)
were about EHR QA datasets, and 79% (n=37) papers were about EHR QA models. It was observed that QA on EHRs is relatively
new and unexplored. Most of the works are fairly recent. In addition, it was observed that emrQA is by far the most popular EHR
QA dataset, both in terms of citations and usage in other papers. We have classified the EHR QA datasets based on their modality,
and we have inferred that Medical Information Mart for Intensive Care (MIMIC-III) and the National Natural Language Processing
Clinical Challenges datasets (ie, n2c2 datasets) are the most popular EHR databases and corpuses used in EHR QA. Furthermore,
we identified the different models used in EHR QA along with the evaluation metrics used for these models.

Conclusions: EHR QA research faces multiple challenges, such as the limited availability of clinical annotations, concept
normalization in EHR QA, and challenges faced in generating realistic EHR QA datasets. There are still many gaps in research
that motivate further work. This study will assist future researchers in focusing on areas of EHR QA that have possible future
research directions.
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Introduction

Motivation
Medical question answering (QA) may use biomedical journals,
internet articles, and patient-specific data, such as that stored
in the electronic health record (EHR), for QA. While there has
been a great deal of work in medical QA [1-5], much of it does
not help to answer patient-specific questions. In patient-specific
QA, the answer is obtained from the patient’s medical record
(ie, the EHR). This differs from other medical QA tasks due to
linguistic issues (eg, EHR notes are very different in
terminology, grammar, style, and structure from biomedical
articles) and privacy limitations (eg, most biomedical articles
have a publicly available abstract while there are laws in most
countries limiting the sharing of patient records). In addition,
patient-specific QA also prevents the use of many common QA
techniques (such as aggregating answers from different
biomedical articles to give weight to a consensus opinion). All
this merits the review of EHR QA separate from other medical
QA approaches to properly scope its data and methods. In this
review paper, our aim is to discuss all the recent approaches
and methodologies used for QA on EHRs. There have been
some reviews on medical QA [6,7], but none of the previous
review papers have focused solely on EHR QA. To the best of
our knowledge, this is the first work that does a scoping review
of QA on EHRs and examines the various datasets and
methodologies used in EHR QA. There are several aspects of
EHR QA that merit analysis of scope.

One such aspect is data modality and the variety of
methodological approaches available for EHR QA. The
methodological approach used is determined by the format of
the EHR data. EHRs contain structured and unstructured data.
Structured EHR data are based on standardized terminologies
and ontologies and are often available in the form of relational
databases. By contrast, unstructured EHR data have minimal
standardization and include data types such as textual notes and
clinical imaging studies. Two kinds of approaches are used for
QA on structured EHR data. In the first approach [5], the natural
language questions are converted into structured queries (such
as SQL). These queries are used to retrieve answers from the
database. In the second approach [8], the structured EHR tables
are converted into knowledge graphs, following which the
natural language questions are converted into graph queries
(such as SPARQL) to extract answers from the database. QA
on unstructured clinical EHR notes is mostly performed as a
reading comprehension task, where given a question and clinical
notes as context, a span of text from the notes is returned as the
answer. There can also be multimodal EHR QA, which can use
both structured and unstructured EHR data for QA. The aim of
this study is to identify the studies that use EHR QA. We have
further narrowed our search to EHR QA studies that use natural
language processing (NLP) techniques on the questions but may
or may not use NLP on the answers. We have excluded studies
in which questions are asked about images (eg, radiology scans).
as these questions and datasets have an entirely different focus.
While QA over medical images is also a critical area of research,
focusing a systematic review specifically on QA over EHR text
(ie, structured and unstructured EHR containing textual

information) allows a more detailed, manageable, and
methodologically consistent study. This focused approach can
yield deeper insights and more practical recommendations for
improving QA systems on structured and unstructured data in
health care settings.

The second aspect of EHR QA is the access to raw medical
data. Due to privacy restrictions on clinical data, the replication
and sharing of methods have been reduced compared with QA
in other domains. This has led to the emphasis on sharable EHR
datasets on which QA benchmarks can be made. Medical
Information Mart for Intensive Care (MIMIC; MIMIC-IV) [9]
and the eICU Database [10] are large publicly available EHR
databases for patients admitted to intensive care units. The
MIMIC-III [11] database provides the foundation for many of
the existing QA studies on EHRs. MIMIC-IV introduced in the
year 2020 is a recent update to the MIMIC-III database. Finally,
the National NLP clinical challenges (n2c2) datasets (previously
known as Informatics for Integrating Biology and the Bedside
ie, i2b2 datasets) are another repository of clinical notes that
have been used by the clinical QA community to develop EHR
QA datasets.

Another aspect that warrants a scoping review of EHR QA is
to study its different applications, including information
extraction, cohort selection, and risk score calculation. For
instance, Datta and Roberts [12] used a 2-turn QA approach to
extract spatial relations from radiology reports. Similarly, Xiong
et al [13] used a QA approach with the help of a
machine-reading comprehension (MRC) framework for cohort
selection, where every selection criterion is converted into
questions using simple rules. For example, the selection criteria
“ALCOHOL-ABUSE” is converted to the question “Current
alcohol use over weekly recommended limits?” Following this,
state-of-the-art MRC models such as Bidirectional Encoder
Representations from Transformers (BERT) [14], BiDAF [15],
BioBERT [16], NCBI-BERT, RoBERTa [17], and BIMPM [18]
are used to match question and passage pairs to select cohorts.
Furthermore, Liang et al [19] demonstrate that QA over EHR
data can improve risk score calculation.

Finally, EHR QA systems face a variety of challenges ranging
from parsing natural language questions to retrieving answers.
For structured data, the natural language question needs to be
parsed and converted to a structured query which can be used
to query, the database. Medical terms from the queries, such as
blood pressure and leukemia, must be normalized into standard
ontologies. Clinical text frequently uses acronyms for medical
concepts. These abbreviations are often ambiguous (eg, pt can
refer to the patient or physical therapy) [20] and so must be
identified and standardized by the QA system before querying
over the EHR database or clinical data. These problems are
exacerbated by the fact that the standard NLP approaches to
such issues require large amounts of labeled data from the
domain of interest. Few such labeled EHR datasets exist. This
is because annotating EHR QA datasets requires clinical
expertise and is time-consuming. Existing general-domain QA
systems provide erroneous results when they are not trained on
clinical QA datasets. In addition, most of the data found in EHRs
are complex and contain both missing and inconsistent
information [21,22], which adds to the difficulty of performing
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QA on EHRs. In the Discussion section, we have provided more
detailed explanations of the various challenges of using QA on
EHRs.

The wide variety of challenges and barriers discussed earlier
motivates the need for a systematic scoping review of EHR QA
literature. This paper identifies the articles that fall under the
scope of EHR QA, identifies the difficult challenges faced in
the task, and then enumerates both the data sources and QA
methods that have been used to overcome such challenges.
Finally, this paper also highlights the open issues in this field
that demand future work in EHR QA.

Template-Based Dataset Generation
Before diving into the methodology and results of this review,
it is helpful to introduce a common semiautomated approach

for building EHR QA datasets, as all large EHR QA datasets
use this approach. This also impacts the screening process
described in the Methods section. While other methods, such
as semantic parsing with grammar-based techniques, exist for
generating EHR QA datasets [23,24], template-based dataset
generation remains the most widely used approach. In general,
large EHR QA datasets are often required to increase the
performance of EHR QA models. However, the creation of
these datasets necessitates subject expertise. The slot-filling
approach to generate template-based datasets is a semiautomated
process, and hence very popular. Most of the EHR QA datasets
are template-based [5,8,25-27]. The steps to construct
template-based QA datasets are illustrated using a flowchart in
Figure 1.

Figure 1. Flowchart showing the process of template-based dataset generation. The dotted boundary shows the existing non-question answering (QA)
natural language processing (NLP) dataset along with the electronic health record (EHR) data. Question templates (and logical form templates) are
constructed based on the schema of the EHR data. Clinical expert annotations of non-QA tasks based on the same EHR data are used to slot-fill
placeholders in question templates and generate QA pairs.

To minimize the need for clinical experts’ involvement in the
dataset generation process, existing annotations of other non-QA
clinical tasks (such as entity recognition and relations learning)
are used for generating EHR question-answer pairs. The existing
clinical annotations are used as proxy-expert in the dataset
generation process [26]. In the first step, template questions
containing placeholders (in place of entities) are constructed.
An example of a question template is “Has this patient ever

been treated with |medication|?” Here, |medication|, |problem|,
and |treatment| are some commonly used placeholders. These
placeholders in the questions are then slot-filled to obtain QA
pairs using the entities in the EHR data and database schema
(for a structured EHR database) with the help of the existing
annotations from the clinical NLP datasets. So, in a question
template, such as “Has this patient ever been treated with
|medication|?” entities such as “insulin” and “Tylenol” from the
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EHR database and clinical notes (sharing the same entity type
as |medication|) are slot-filled in the question template to obtain
questions, such as “Has this patient ever been treated with
insulin?” and “Has this patient ever been treated with Tylenol?”
Following this approach, the RxWhyQA [27] and DrugEHRQA
[25] datasets use the existing annotations from the 2018 n2c2
corpus, and the emrQA and emrKBQA datasets use annotations
from 6 clinical tasks from the n2c2 repository [28-33].

Some EHR QA datasets, such as emrQA and emrKBQA, have
used logical form templates in their template-based generation
methods. Logical form templates are predefined structured
representations of questions that provide a
human-comprehensible symbolic representation, linking
questions to answers. These are used to map EHR schema or
ontology to represent relations in the questions. While generating
these datasets, logical form templates are annotated by clinical
experts for different question templates. For example, for the
question template “what is the dosage of |medication|?” the
annotated logical form template for emrQA is “MedicationEvent
(|medication|) [dosage=x].” If more than 1 question template
maps to the same logical form template, then they are considered
paraphrases of each other. In the emrQA dataset, clinical expert
annotations of non-QA tasks, such as entity recognition, relation
learning, coreference, and medication challenge annotations (in
the n2c2 repository), were used to slot-fill placeholders in
question and logical form templates, which in turn were used
to generate answers. This is shown in Figure 1. For example,
the medication challenge in the n2c2 repository has annotations
for medications and their corresponding dosage (eg, medication
is nitroglycerin and the dosage is 40 mg). This was used to
generate instances of the question “what is the dosage of
|medication|?” along with instances of its corresponding logical
form “MedicationEvent(|medication|) [dosage=x].” The dosage
value, that is, 40 mg is the answer to the question. Similarly,
the heart disease challenge dataset contains temporal information
and was used to derive temporal-reasoning related
question-answer pairs. The emrKBQA dataset used the same
question templates and logical form templates of emrQA, which
were then slot-filled using entities from the MIMIC-III
knowledge base (KB) [11]. The answers of the emrKBQA
dataset are present in the table cells of the MIMIC-III KB. The
entity types used in the placeholders are test, problem, treatment,
medication, and mode. So far, the slot-filling QA dataset
generation process has proven to be the most common method
of generating EHR QA datasets. This is because, while some
manual annotation from domain experts is necessary, most of
the process is automated.

Methods

Search Process
This study aims to review existing research on QA over EHRs.
This includes papers on EHR QA datasets, QA models, and
various approaches proposed over the years. We included papers
related to QA in the clinical domain, specifically in EHRs.
Papers in which EHRs are not used have been excluded. In this
review, we define QA as the task of automatically providing
precise, relevant answers to user queries from EHR data. This

involves understanding and processing EHR data to extract and
deliver specific information. We distinguish QA from broader
interactive systems, such as conversational agents, chatbots,
and general information retrieval systems, which may involve
multiturn dialogue and do not focus solely on providing direct
answers to questions. The scope of this review is specifically
on structured and unstructured data within EHRs due to the
unique challenges and methodologies involved in processing
natural language and structured information. While medical
images (eg, computed tomography, magnetic resonance imaging,
and x-ray) and physical signals (eg, electrocardiograms and
photoplethysmography) are critical components of EHRs, the
techniques required to analyze these data types differ
significantly from those used in structured and unstructured
EHR data. Thus, studies focused on these modalities are
excluded to maintain a clear and manageable focus on
text-focused QA over structured and unstructured EHR data.

Each of the data sources has been queried to search for papers
with the title having at least 1 of the following keywords:
“clinical,” “medical,” “patient,” “EHR,” EMR,” “Electronic
Health Record(s),” or “Electronic Medical Record(s).” This
should be used in combination with one or more of the
keywords: “question answering,” “questions,” “text to SQL,”
“reading comprehension,” “machine comprehension,” “machine
reading,” or “queries.” The search was limited to the period
from January 1, 2005, to September 30, 2023, to review only
recent works. We removed the duplicate studies after this.

Screening Process
We used a 2-step screening process. The first step involved
reading the abstracts and titles of all the papers, including only
papers that were about EHR QA. We also removed many
irrelevant papers that focused on “clinical questions” and
“patient questions” but did not use NLP. We also removed non
research papers (such as PhD dissertations and books).

In the final stage of screening, a full-text review was used to
screen the papers further. Papers that were about query engines
and tools and which did not use natural language questions were
removed. We excluded papers in languages other than English.
We also removed papers that just had an abstract and did not
contain full text. There were some papers that were about
information retrieval systems not specifically QA. These were
also excluded. Furthermore, we have excluded studies in which
questions are asked about images or electrocardiograms, as
these studies have an entirely different focus. After the 2-stage
screening process, we performed forward snowballing that cited
the previously included papers on Google Scholar.

For this study, all the authors (JB, KR, and DZW) jointly made
the rules for inclusion and exclusion criteria that were used
during the paper collection and screening process. On the basis
of the rules decided, JB collected the papers and worked on the
overall screening process. Papers that were borderline for
inclusion were independently screened by KR and then resolved
after discussion. The final list made during the full-text review
process was again independently screened and reviewed by JB
and KR, with conflicts being resolved after discussion.
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Results

Search and Screening Results
We have fulfilled all PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) scoping review
requirements and have attached a completed copy of the
PRISMA checklist in Multimedia Appendix 1. The flowchart
for conducting this study is shown in Figure 2.

In this record identification and collection step (ie, the search
process), 4285 papers were collected (n=2790 from Google

Scholar, n=114 from the ACM Digital Library, n=72 from the
ACL Anthology, and n=1309 from PubMed). Following this,
we removed the duplicate papers and obtained 4111 papers.

The first step of the screening process, the title and abstract
screening step, yielded 126 papers. This was followed by the
full-text review step, which yielded 37 papers. After the 2-stage
screening process, we performed forward snowballing, adding
10 more papers to the list. We thus obtained 47 studies for EHR
QA.

Figure 2. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram for study on question answering over electronic
health records (EHRs). NLP: natural language processing.
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Classification of Selected Papers
This section presents the findings of our study about existing
EHR QA papers.

Table 1 lists our final list of selected publications post screening
and then classified the papers based on their scope: “EHR QA
datasets” and “EHR QA models.” We have further classified

the studies on EHR QA models based on their function in the
QA pipeline. “Full QA” denotes the papers on EHR QA models
that are about end-to-end EHR QA systems. In the remaining
part of the paper, we have provided our in-depth analysis of
studies on QA using EHRs. In Multimedia Appendix 2, we have
summarized our final list of selected papers.

Table 1. List of included papers in the systematic review and classification of selected papers based on their scope.

ReferencesType of study

[5,8,23-27,34-51]EHRa QAb datasets

EHR QA models

[43]Question generation

[52-54]Question paraphrasing

[55,56]Question classification

[5,8,25-27,38-42,48-51,57-73]Full QA

aEHR: electronic health record.
bQA: question answering.

Figure 3 illustrates the number of publications on EHR QA over
the years. From Figure 3, it can be observed that this is a
relatively new field, and most of the publications in this domain
are fairly recent. In the following subsections, we discuss our

findings on existing EHR QA datasets, the various models used
for questioning over EHRs, and also the different evaluation
metrics used.

Figure 3. Number of studies on electronic health record question answering over the years. Since this systematic review is conducted based on studies
published before September 30, 2023, hence the number of studies shown for the year 2023 is recorded only for a period of 9 months.

Datasets

Dataset Classification and Analysis
Table 2 displays the total number of citations for all the EHR
QA. It also lists the number of studies included in our review
that have used these datasets. Moreover, Table 2 classifies the

EHR QA based on the accessibility of the datasets. We can
observe from the figures that emrQA [26] is the most popular
out of all the other EHR QA datasets. This is likely due to
emrQA’s size (1,295,814 question-logical forms and 455,837
question-answer pairs) and similarity to the Stanford QA dataset
(SQuAD)-QA format.
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Table 2. Popularity and accessibility of electronic health record (EHR) question answering (QA) datasets. We have listed the number of citations and
the number of studies on EHR QA using the dataset. The information presented here is based on the data available on September 30, 2023.

Publicly availableNumber of studies on EHR QA using the
datasets

Number of citationsDatasets

Yes11151emrQA [26]

Yes351MIMICSQL [5]

No040Yue et al [46]

Yes227MIMICSPARQL*a [41]

Yes018Yue et al [42]

No3s18Roberts and Demner-Fushman [23]

No015emrKBQA [8]

No013Raghavan et al [34]

No110Roberts and Demner-Fushman [24]

No37Soni et al [44]

Yes07Fan [35]

Yes05DrugEHRQA [25]

Yes06DiSCQb [43]

No03Oliveira et al [38]

Yes13RadQAc [37]

Yes03EHRSQL [36]

Yes02Kim et al [39]

No02ClinicalKBQAd [40]

No01Hamidi and Roberts [48]

No01MedAlign [49]

Yes00RxWhyQA [27]

No00Mishra et al [45]

No00CLIFTe [47]

No00Mahbub et al [50]

No00Dada et al [51]

aThis dataset follows the original schema of Medical Information Mart for Intensive Care (MIMIC-III).
bDiSCQ: Discharge Summary Clinical Questions.
cRadQA: Radiology Question Answering Dataset.
dClinicalKBQA: Clinical Knowledge Base Question Answering.
eCLIFT: Clinical Shift.

The classification of EHR QA datasets is shown in Figure 4.
EHR QA datasets can be unimodal or multimodal. Unimodal
EHR QA datasets are based on QA over 1 modality, which can
be in the form of structured EHR data or unstructured EHR
clinical notes. Multimodal EHR QA datasets use both modalities
for QA over EHRs. The DrugEHRQA [25] and MedAlign [49]
datasets are examples of multimodal EHR QA datasets that use
structured and unstructured EHR data for QA. Figure 5 shows
the size and modalities of the different EHR QA datasets.

It is to be noted that the dataset introduced in Mishra et al [45]
uses 6 key questions (as can be observed from Figure 5), that
is, the same 6 questions have been reused for all the articles.
Multimedia Appendix 3 [5,8,23-27,34-51,74] summarizes the
existing EHR QA datasets. The EHR databases or corpora
contain answers to the questions. From the table in Multimedia
Appendix 3, we can infer that most of the EHR QA datasets on
structured EHR data use the MIMIC-III database [5,8,36,39,41],
while most of the QA datasets on unstructured data use the n2c2
repository [26,27,35] or the clinical notes of MIMIC-III
[37,42,43,45-48].
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Figure 4. Classification of electronic health record (EHR) question answering (QA) datasets based on modality [5,8,23-27,34-51,74]. The datasets can
be unimodal (based on structured or unstructured EHR data) or multimodal.

Figure 5. Plot of the total number of questions included in various electronic health record (EHR) question answering (QA) datasets and classification
into unstructured, structured, and multimodal EHR QA datasets [5,8,23-27,34-51,74].

J Med Internet Res 2024 | vol. 26 | e53636 | p. 8https://www.jmir.org/2024/1/e53636
(page number not for citation purposes)

Bardhan et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


The following sections describe the QA datasets based on
unimodal (structured or unstructured) and multimodal EHR
data in detail.

QA Datasets Based on Unstructured EHR Data
Unstructured free text EHR data comprises discharge
summaries, radiology reports, laboratory reports, medical
images, progress notes, and many more note types. It accounts
for roughly 80% of all EHR data [75]. One way to make use of
this is to create a QA system that can extract answers from
unstructured EHR data. Most of the QA datasets on unstructured
clinical data are designed for the task of machine
comprehension. Given clinical notes (containing patient
information) and natural language questions, the objective of
these tasks is to retrieve a span of text from the clinical notes
as the answer.

The emrQA [26] is the most popular among the EHR QA
datasets and contains 455,837 question-answer samples along
with 1,295,814 question-logical form pairs. It relies on expertly
annotated n2c2 datasets [28-33]. A semiautomatic,
template-based process was used to generate the dataset. From
Figure 5, we can observe that the emrQA is the largest EHR
QA dataset overall.

Despite emrQA’s popularity, it has some flaws. The emrQA
dataset has attempted to simulate clinicians’ questions using
predefined templates and generating QA datasets by slot-filling
with entities. Consequently, the questions in the emrQA dataset
are not very realistic or relevant to the medical community.
They are also highly repetitive. For example, it was shown in
Yue et al [46] that the same model performance was obtained
by sampling 5% to 20% of the dataset as with the entire dataset.
This makes it necessary to create datasets that are more realistic
and closer to real physicians’ questions. Later, Yue et al [42]
developed 975 human-verified questions along with 312
human-generated questions based on 36 discharge summaries
from MIMIC-III’s clinical notes. After randomly sampling 100
questions individually, the 975 human-verified questions and
312 human-generated questions, it was learned that 96% of the

human-verified questions were obtained from the emrQA’s
templates, and 54% of the human-generated questions of Yue
et al [42] used the same templates from emrQA.

The RxWhyQA dataset [27] and Fan [35] dataset have
reasoning-based questions. The RxWhyQA dataset contains a
combination of reasoning-based unanswerable and multi-answer
questions. Similar to the emrQA dataset, RxWhyQA is also a
template-based dataset and hence not very realistic. This made
it necessary to create datasets that are more realistic and closer
to real physicians’ questions. The Discharge Summary Clinical
Questions dataset [43] was created to address this issue and
included questions about clinically relevant problems by
gathering questions that clinicians could ask. It includes 2029
questions and >1000 triggers based on MIMIC-III discharge
reports.

Most of the QA on unstructured EHR datasets is based on
discharge summaries [26,27,35,43,45,74]. RadQA [37] and
Dada et al [51] are the only 2 QA datasets that use radiology
reports for QA. The types of questions used in the EHR QA
datasets vary greatly from one another. emrQA covers different
types of questions, including factual (“what” and “show me”),
reasoning (“how” and “why”), and class prediction (“is” and
“has”). However, the distribution of questions for the emrQA
dataset is skewed; that is, most of the questions in the emrQA
dataset start with “what.” In comparison, the authors of RadQA
claim that the questions in their dataset are more evenly
distributed than emrQA. The RxWhyQA dataset [27] and Fan
[35] are reasoning-based questions, and hence their questions
have “why cues.” Raghavan et al [34] predominantly have
temporal questions along with questions on presence or absence
(ie, “yes” or “no” questions) as well as questions on medications,
tests, and procedures. Mishra et al [45], by contrast, restrict
themselves to diagnosis-related questions. Table 3 compares
some of the EHR QA datasets using unstructured EHR data for
QA. Out of the 14 QA datasets on unstructured EHR notes, only
4 of them (RadQA [37], RxWhyQA [27], Hamidi and Roberts
[48], and Dada et al [51]) contain unanswered questions.
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Table 3. Comparison of different electronic health record (EHR) question answering (QA) datasets on unstructured data.

Average article length
(tokens, n)

Total arti-
cles, n

Average question
length (tokens, n)

Unanswered ques-
tions, n

Total ques-
tions, n

Mode of dataset generationDataset

382524258.601,295,814Semiautomatically generatedemrQA [26]

—505—a46,27896,939Automatically derived from

the n2c2b 2018 ADEsc NLPd

challenge

RxWhyQA [27]

—71—01747Human-generated (medical
students)

Raghavan et al
[34]

—138—0245Human-generated (author)Fan [35]

274.4910098.5617546148Human-generated (physi-
cians)

RadQAe [37]

—9—018Human-generated (author)Oliveira et al [38]

2644368.701287Trained question generation
model paired with a human-
in-the-loop

Yue et al [42,74]

14811144.402029Human-generated (medical
experts)

DiSCQf [43]

—568——6 questions or
article

Semiautomatically generatedMishra et al [45]

———050Human-generated (medical
experts)

Yue et al [46]

217.33, 234.18, 215.49,
212.88, and 210.16 for
smoke, heart, medication,
obesity, and cancer
datasets, respectively

—6.42, 8.31, 7.61,
7.19, and 8.40 for
smoke, heart, med-
ication, obesity,
and cancer datasets

07500Validated by human expertsCLIFTg [47]

———515Human-generatedHamidi and
Roberts [48]

1003.9823366.22—28,855Combination of manual explo-
ration and rule-based NLP
methods

Mahbub et al [50]

—1223—Unanswered ques-
tions available

29,273Human-generated (medical
student assistants)

Dada et al [51]

aNot applicable.
bn2c2: natural language processing clinical challenges.
cADE: adverse drug events.
dNLP: natural language processing.
eRadQA: Radiology Question Answering Dataset.
fDiSCQ: Discharge Summary Clinical Questions.
gCLIFT: Clinical Shift.

QA Datasets Based on Structured EHR Data
EHR tables contain patient information, such as diagnoses,
medications prescribed, treatments, procedures recommended,
laboratory results details, and so on. It also includes a lot of
temporal information, such as the date of admission, the date
of discharge, and the duration of certain medications. The goal
of QA tasks over structured databases is to translate the user’s
natural language question into a form that can be used to query
the database.

The QA task on structured EHRs can be classified into 2 types
based on the 2 most common forms of structured data: relational
databases and knowledge graphs. The first type of QA task

entails converting natural language questions into SQL (or
logical form) queries that can be used to query the database. In
the other type of approach, the EHR data exist in the form of
knowledge graphs containing patient information, and the
natural language questions are often converted into SPARQL
queries to retrieve the answer. MIMICSQL, emrKBQA, and
EHRSQL are examples of datasets that use table-based QA
approaches whereas datasets such as Clinical Knowledge Base
Question Answering (ClinicalKBQA) and MIMIC-SPARQL*
use knowledge graph–based QA approaches.

MIMICSQL [5] is a large dataset used for question-to-SQL
query generation tasks in the clinical domain. The MIMICSQL
dataset is based on the tables of the MIMIC-III database.
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emrKBQA [8] is the counterpart of the emrQA dataset for QA
on structured EHRs. It is the largest QA dataset on structured
EHR data (Figure 5) and contains 940,000 samples of questions,
logical forms, and answers. EHRSQL [36] is a text-to-SQL
dataset for 2 publicly available EHR databases—MIMIC-III
[11] and eICU [10]. It is the only QA dataset on structured EHR
data that contains unanswerable questions. Other QA datasets
for structured EHR databases include MIMIC-SPARQL* [41]
and ClinicalKBQA [40]. However, unlike previous table-based
QA datasets, these are knowledge graph–based QA datasets.

The MIMICSQL dataset [5] was created by making changes to
the MIMIC-III database’s original schema. In total, 9 tables
from the MIMIC-III database were merged into 5 tables to
simplify the data structure. The derived tables and schemas were

not the same as those found in actual hospitals and nursing
homes. Therefore, a model trained on the MIMICSQL dataset
will not be able to generalize to a real-world hospital setting.
To address this issue, Park et al [41] introduced 2 new
datasets—a graph-based EHR QA dataset (MIMIC-SPARQL*)
and a table-based EHRQA dataset (MIMICSQL*). This was
done to improve the analysis of EHR QA systems and to
investigate the performance of each of these datasets.
MIMICSQL [5] was modified to create MIMICSQL* to comply
with the original MIMIC-III database schema [11]. The graph
counterpart of the MIMICSQL* dataset is MIMIC-SPARQL*.
Figure 6 compares the 2 datasets—MIMICSQL and
MIMICSPARQL* based on the length of the questions and the
length of SQL/SPARQL queries.

Figure 6. Average length of questions and SQL/SPARQL Protocol and RDF Query Language (SPARQL) queries (in tokens or words) for MIMICSQL
and MIMICSPARQL datasets.

Wang et al [40] generated a clinical knowledge graph
(ClinicalKB) with the help of clinical notes of n2c2 annotations
and linked different patient information to perform KB QA.
Furthermore, Wang et al [40] generated the ClinicalKBQA
dataset that can answer statistics-related questions about
different patients as well as questions specific to individual
patient records.

Roberts and Demner-Fushman [23,24] and Soni et al [44]
introduced datasets where logical forms (based on lambda
calculus expressions) were created for questions to perform QA
on EHR data (known as semantic parsing). Roberts and
Demner-Fushman [23,24] generated a bottom-up grammar-based
method that generates logical forms for question phrases. Soni
et al [44] constructed the question-logical form dataset with the
help of the Fast Healthcare Interoperability Resources server.

QA Datasets Based on Multimodal EHR Data
Multimodal QA is QA over >1 modality. QA over >1 modality
can help in seeking more accurate answers while taking
advantage of >1 source for QA. DrugEHRQA [25] is the first
multimodal EHR QA dataset. It uses both structured tables of
MIMIC-III and unstructured clinical notes for QA. The
DrugEHRQA dataset is a template-based dataset containing
medicine-related queries, its corresponding SQL queries for

querying over multi-relational EHR tables, the retrieved answer
from one or both modalities, as well as the final multimodal
answer. The MedAlign dataset [49] also uses structured and
unstructured EHR data for QA, but indirectly. The instructions
and response pairs of the MedAlign dataset are based on XML
markup documents that are derived from structured and
unstructured EHR data.

Models and Approaches for QA on EHRs
This section describes the various QA models used in EHRs.
QA tasks vary depending on the EHR modality because different
information is found in different modalities. Most QA models
on clinical notes use a MRC approach, that is, for a given
question, the QA model is trained to predict the span of text
containing the answer from the clinical note
[26,27,38,42,48,50,51,59,65,66]. For QA over EHR tables,
translating questions to SQL queries is one of the major
approaches used to retrieve answers from the EHR tables
[5,61,62,71]. The other approach is to transform the EHR
relational database into a knowledge graph and perform a
knowledge-graph QA task [39,41,61]. Table 4 summarizes all
the QA models (full QA) used for EHRs. Multimedia Appendix
4 [5,8,23,25-27,38-42,44,48-51,57-74] contains further
information about these models.
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Table 4. Summary of models for question answering (QA) over electronic health records.

ModelPapers

Pampari et al [26] • For QA task: DrQA’s document reader and a multiclass logistic re-
gression model for predicting class.

• For question-to-logical form task: a sequence-to-sequence model is
used with attention paradigm

Moon et al [27] • Clinical BERTa model with incremental masking

Oliveira et al [38] • BioBERTpt

Yue et al [42] • For QA task: DrQA’s DocReader and ClinicalBERT
• For question generation task: QPPb module is used with base question

generation models (NQGc, NQG++, and BERT-SQGd)

Hamidi and Roberts [48] • ChatGPT (versions 3.5 and 4), Google Bard, and Claude

Fleming et al [49] • 6 language models: GPT-4 (32 K tokens+multistep refinement), GPT-
4 (32-K tokens), GPT-4 (2K tokens), Vicuña-13B (2K tokens),
Vicuña-7B (2K tokens), and Vicuña-7B (2K tokens)

Mahbub et al [50] • Baseline models: 4 state-of-the-art pretrained language mod-
els—BERT, BioBERT, BlueBERT, and ClinicalBERT for QA.

• Modeling with transfer learning: sequential learning and adversarial
learning

Dada et al [51] • G-BERT and GM-BERT

Roberts and Patra [57] • Hybrid semantic parsing method, uses rule-based methods along with
a machine learning–based classifier.

Rawat and Li [59] • Uses multilevel attention layers along with local and global context
while answering questions

Rawat et al [60] • Multitask learning with BERT and ERNIE [76] as the base model

Wen et al [64] • BERT model trained on different data sources

Soni and Roberts [65] • BERT, BioBERT, clinical BERT, and XLNet

Mairittha et al [66] • BERT (large, uncased, whole word masking), BERT fine-tuned on
SQuADe benchmark, BioBERT, and an extended BioBERT fine-
tuned on unstructured EHR data

Moon et al [67] • ClinicalBERT model fine-tuned on SQuAD-why dataset

Li et al [68] • Clinical-Longformer and Clinical-BigBird language model

Yang et al [69] • GatorTron language model

Lehman et al [73] • 12 different language models (T5-Base, Clinical-T5-Base-Ckpt,
Clinical-T5-Base, RoBERTa-Large, BioClinRoBERTa, GatorTron,
T5-Large, Clinical-T5-Large, PubMedGPT, T5-XL, Flan-T5-XXL,
and GPT-3)

Kang et al [70] • KALAf

Wang et al [5] • TREQSg

Raghavan et al [8] • Min et al [77] for sequence-to-sequence task along with ParaGen and
ParaDetect model

Pan et al [62] • Medical text-to-SQL model
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ModelPapers

• Tranx, Coarse2Fine, transformer, and lexicon-basedSoni and Roberts [63]

• T5 language model for question-to-SQL task, along with data aug-
mentation method for back-translation

Tarbell et al [71]

• End-to-end EHR QA pipeline with concept normalization (MetaMap),
time frame classification, semantic parsing, visualization with question
understanding, and query module for FHIRh mapping and processing

quEHRy [72]

• Program-based modelKim et al [39]

• Attention-based aspect reasoningWang et al [40]

• Seq2Seq model [78] and TREQS [5]Park et al [41]

• ENSEPROi frameworkSchwertner et al [58]

• Unified encoder-decoder architecture that uses input maskingBae et al [61]

• MultimodalEHRQABardhan et al [25]

aBERT: Bidirectional Encoder Representations from Transformers.
bQPP: question phrase prediction.
cNQG: Neural Question Generation.
dBERT-SQG: BERT-Sequential Question Generation.
eSQuAD: Stanford QA dataset.
fKALA: Knowledge-Augmented Language model Adaptation.
gTREQS: Translate-Edit Model for Question-to-SQL.
hFHIR: Fast Healthcare Interoperability Resources.
iENSEPRO: Ensino de Serviços Proativos (in Portuguese), which translates to Teaching Proactive Services.

We can observe from Table 4 that over the years, DrQA’s
document reader, BERT, and ClinicalBERT are some of the
most popular QA models used for unstructured clinical notes
[26,27,42,50,60,64-67]. However, since the year 2022, there
has been a sharp rise in the number of studies introducing new
large language models (besides BERT and other variants of
BERT) for MRC tasks [48,68,69,73]. For example,
Clinical-Longformer and Clinical-BigBird [68] and GatorTron
[69] language models were proposed for various tasks, including
EHR QA. Hamidi and Roberts [48] also evaluated the
performance of ChatGPT, Google Bard, and Claude for EHR
QA. Lehman et al [73] is another study introduced in the year
2023 that evaluated different language models (T5-Base,
Clinical-T5-Base-Ckpt, Clinical-T5-Base, RoBERTa-Large,
BioClinRoBERTa, GatorTron, T5-Large, Clinical-T5-Large,
PubMedGPT, T5-XL, Flan-T5-XXL, and GPT-3) for MRC task
on EHR notes.

For QA over structured EHR tables, Translate-Edit Model for
Question-to-SQL (TREQS) [5], Medical text-to-SQL (MedTS)
[62], and T5 [71] models are used. TREQS [5] is a
sequence-to-sequence model that uses a question encoder to
convert the questions into vector representations, which are then
decoded into SQL queries by the decoder. The generated SQL
queries are further edited using an attentive-copying mechanism
and recovery mechanism. The MedTS model [62] is another
text-to-SQL model that uses a pretrained BERT model as an
encoder and a grammar-based long short-term memory (LSTM)

decoder to obtain an intermediate sequence. Experiments on
the MIMICSQL dataset have shown that the MedTS model
outperforms the TREQS model by 22.8% logical form accuracy
and by 24.5% execution accuracy. Note that logical form
accuracy and execution accuracy are some common evaluation
metrics in text-to-SQL tasks. They are explained in detail in the
Evaluation Metrics section. Some other examples of table-based
QA methods include Tranx [79], Coarse2Fine [80],
transformer-based model [63], lexicon-based models [63],
quEHRy [72], and sequence-to-sequence tasks used with
ParaGen and ParaDetect models [8].

Some models for QA over graph-based EHR are the
sequence-to-sequence model [41], TREQS model [41], UniQA
model [61], and attention-based aspect reasoning method for
KBQA [40]. For most of these models [41,61], the EHR
relational database (such as MIMIC-III) is converted into a
knowledge graph, and a question-to-SPARQL task is performed
to retrieve answers from the knowledge graph. The
sequence-to-sequence model [78] uses a bidirectional LSTM
as the encoder and uses LSTM decoder while having an attention
paradigm. Unlike the TREQS model [5], the
sequence-to-sequence model cannot handle out-of-vocabulary
words. The UniQA model [61] uses a unified encoder-decoder
architecture along with input-masking and value-recovering
techniques; thus, it is robust to typos and mistakes in questions.
The condition value of the query generated using the
question-to-query model is compared with the values in the
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database. This is called the condition value recovery technique.
ROUGE-L score [81] is used to check the similarity between
the values in the database to that of the condition values in the
generated query. Then, the condition values are replaced with
values most similar to those in the database. After applying the
recovery technique, UniQA outperforms both the
sequence-to-sequence model (by 74.6% logical form accuracy
and 69.2% execution accuracy) and the TREQS model (by
14.2% logical form accuracy and 11.2% execution accuracy).

Most of the existing works discuss only QA on unimodal EHR
data. Bardhan et al [25] have proposed a simple pipeline for
multimodal QA on EHRs (called MultimodalEHRQA) that uses
a modality selection network to choose the modality between
structured and unstructured EHR as the preferred modality. If
the selected modality obtained is “unstructured text,” then QA
is performed over the clinical notes using BERT or
ClinicalBERT, and the span of text from the clinical notes is
returned as the multimodal answer. Similarly, if the preferred
modality selected is “structured tables,” then a text-to-SQL task
is performed using the TREQS model [5]. Further research is
still needed to develop a multimodal QA model capable of
handling the more challenging task of using answers from both
structured and unstructured data to obtain a contextualized
answer.

Evaluation Metrics
In this section, we discuss the different evaluation metrics used
for EHR. Evaluation metrics are used to evaluate the efficacy
of different models. Multimedia Appendix 5 lists the different
evaluation metrics used in different EHR QA studies.

The type of QA task would determine the evaluation metrics
used. For QA with MRC tasks (eg, in QA over clinical notes),
exact match and F1-score are the most popular metrics for
evaluation [26,27,42,46,50,51,60,65,66,68]. Exact match refers
to the percentage of predictions that exactly match the ground
truth answers. In [26], an exact match is used to determine if
the answer entity is included in the evidence. If not, it is
determined whether the projected span of evidence is within a
few characters of the actual evidence. Precision measures the
number of tokens in a prediction that overlap with the correct
answer compared with the total number of tokens in the
prediction. Recall calculates the proportion of tokens in the
correct answer that are included in the prediction compared with
the total number of tokens in the correct answer. Precision and
recall are represented using equations 1 and 2.

Precision=TP/(TP+FP) (1)

Recall=TP/(TP+FN) (2)

Where TP, FP, and FN represent true positives, false positives,
and false negatives, respectively, at the token level. The F1-score
is a broader metric that calculates the average overlap between
the prediction and the correct answer [6]. It is defined as the
harmonic mean of precision and recall. This is represented using
equation 3. Wen et al [64] and Moon et al [67] used exact match
and partial match to assess the QA models for answering
questions based on patient-specific clinical text. The F1-score
was used for weighing the partial match between the predicted

token of words and the golden token of words. The F1-score is
calculated using the following equation:

F1=2×(Precision×Recall) / (Precision+Recall) (3)

Evaluation metrics, such as logical form accuracy and execution
accuracy, are commonly used for evaluating models responsible
for table-based QA that use a question-to-SQL query-based
approach [5,62,71]. They are also used for graph-based QA that
uses a question-to-SPARQL query-based approach [41,61]. The
logical form accuracy is calculated by making a string
comparison between the predicted SQL/SPARQL queries and
the ground truth queries, and execution accuracy is calculated
by obtaining the ratio of the number of generated queries that
produce correct answers to the total number of queries [5]. There
are instances where execution accuracy might include questions
where the generated SQL query is different from the ground
truth query, but the returned answer is the same. Structural
accuracy is another metric to evaluate models used for
question-to-SQL/question-to-SPARQL query tasks [41,61].
Structural accuracy is similar to measuring logical form
accuracy, except that it ignores the condition value tokens.
Condition value refers to the string value or numeric value in
the WHERE part of the SQL/SPARQL query. For example, in
the SQL query “SELECT MAX(age) from patients WHERE
Gender=‘F’ and DoB>2020,” “F” and 2020 are the condition
values. The objective of using structural accuracy is to evaluate
the accuracy of converting questions to SQL/SPARQL query
structures, by not giving importance to the condition values
(similar to the Spider dataset [82]). Raghavan et al [8] use exact
match and denotation accuracy for evaluating clinical table-QA
models. The framework involves the following 2 stages: (1)
predicting logical forms for questions and (2) obtaining answers
from the database with logical forms as input. Exact match is
used for semantic parsing, while denotation accuracy is used to
evaluate models for obtaining answers from logical forms.
Denotation accuracy checks if the logical forms that are input
to the model return the correct label answer, and the exact match
is used to check if the logical forms generated are the same as
the ground truth logical forms.

A variety of text-generating metrics have been used to evaluate
question paraphrasing. Soni et al [52] used Bilingual Evaluation
Understudy (BLEU) [83], Metric for Evaluation of Translation
with Explicit ORdering (METEOR) [84], and translation error
rate (TER) [85] for evaluating paraphrasing models. The BLEU
score evaluates how closely generated paraphrases (or candidate
translations) resemble those in the reference. This is done with
exact token matching. The BLEU score is calculated as follows:

BLEU = brevity penalty×exp (∑ wn log pn) (4)

where,

Bravity penalty=min(1, exp(1−reference length/output
length )) (5)

pn=total  number  of  candidate  n-grams/total
number of matched n-grams (6)

In equation 4, wn represents the weight for each n-gram. The
METEOR score, by contrast, uses synonyms and word stems.
This is represented using the following equations:
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METEOR = F×(1—Penalty) (7)

where,

F = (Precision × Recall)/(α × Precision + (1 − α) ×
Recall) (8)

Penalty = γ × (ch/m)β (9)

In equation 9, “ch” is the number of chunks that match, and m
is the number of uniforms that match between the prediction
and the reference. The parameters α, β, and γ are adjusted to
maximize the correlation with human judgments. The edit
distance (the number of edits necessary to change one sentence
into another) between generated and reference paraphrases is
measured by the TER score. It is calculated by adding up all
the edits, dividing that total by the number of words, and
multiplying that result by 100, that is,

TER = (number of edits / average number of reference
words) × 100 (10)

Discussion

Challenges and Existing Solutions

Limited Number of Clinical Annotations for
Constructing EHR QA Datasets
There are very few clinical EHR annotations that are publicly
available. The n2c2 repository is one of the very few public
repositories that hosts EHR NLP datasets (that can be used to
create template-based QA datasets). This is because creating
these annotations requires a lot of manual work, which can be
time-consuming, and at the same time requires domain
knowledge [25,26]. For the same reasons, it was difficult to
annotate EHR QA datasets. There are also some ethical issues
and privacy concerns that need to be handled while constructing
EHR QA datasets. This involves the deidentification of
information related to patients.

Datasets such as emrQA [26] and ClinicalKBQA [40] are
examples of template-based datasets that have used the available
expert annotations of the n2c2 repository to generate large-scale
patient-specific QA datasets using semiautomated methods,

taking advantage of the limited clinical annotations. While
questions in these datasets do not represent the true distribution
of questions one would ask to EHR, their scale makes them
valuable for transfer learning and method development.

Concept Normalization in Clinical QA
QA in any domain has its own challenges. However, clinical
QA has added challenges. One major challenge is when different
phrases are used for the same medical concept in the question
and the database. Clinical normalization is used to deal with
this issue. Clinical normalization involves recognizing the
medical entities and terminologies and converting them into a
singular clinical terminology or language. Many EHR QA
datasets, such as emrQA, have used MetaMap [86] during the
dataset generation process to map medical terminologies
mentioned in the clinical text to the Unified Medical Language
System (UMLS) Metathesaurus. However, it has been argued
that concept normalization for EHR QA is fundamentally
different than the task on clinical notes [72], so QA-specific
datasets are clearly needed.

Generating Realistic EHR QA Datasets
It is necessary to ensure that questions in EHR QA datasets
contain realistic questions that clinicians and patients would
want answered from EHR data. To create realistic questions
while constructing the EHRSQL dataset [36], a poll was created
at a hospital to gather real-world questions that are frequently
asked on the structured EHR data. The Discharge Summary
Clinical Questions dataset [43] also included clinically relevant
questions by collecting questions that physicians could ask.
This ensured the use of medically relevant questions in the EHR
QA datasets.

Adding more paraphrases to the QA dataset is another manner
to ensure the questions are realistic. This is because, in a
real-world scenario, the same question may be posed or stated
in different manners. Generation of paraphrases may be
machine-generated, human-generated [26], or it could be a
combination of both [36]. Table 5 lists the number of
paraphrases used per template in different EHR QA datasets.

Table 5. Summary of paraphrases used in various electronic health record (EHR) question answering (QA) datasets.

Number of questionsMethod of generating paraphrasesParaphrases per question type, meanDataset

10,000Human labor (crowdsourcing)1MIMICSQL [5]

1,000,000Human labor (templates generated
by physicians were slot-filled)

7emrQA [26]

940,173Human labor (templates generated
by physicians were slot-filled)

7.5emrKBQA [8]

24,000Human labor and machine learning21EHRSQL [36]

Open Issues and Future Work

Redundancy in the Types of Clinical Questions
Most of the existing EHR QA datasets are template-based
datasets that are obtained by slot-filling. These datasets have
several instances of the same type of templates that are slot-filled
with various entities. Therefore, there is redundancy in the

diversity of questions generated. This is still an ongoing issue
that needs to be addressed.

Need for Multimodal EHR QA Systems
Clinical EHRs contain a vast amount of patient information.
Structured EHR data contain highly complementary data that
may or may not be present in the clinical notes. The information
in structured and unstructured EHR data may contain
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information that is similar, may contradict, or can provide
additional context between these sources. There is a clear need
for EHR QA systems that reason across both types of data.

DrugEHRQA [25] and MedAlign [49] datasets are the only
multimodal EHR QA datasets (although MedAlign dataset is
technically a pseudo-multimodal EHR QA dataset because the
QA pairs of the MedAlign dataset are based on an XML markup
that are derived from structured and unstructured EHR data).
Bardhan et al [25] introduced a simple baseline QA model for
multimodal EHR data, and further research is needed to develop
a multimodal QA model that unifies the EHR data modalities
to obtain a contextualized answer.

QA of EHRs on Unseen Paraphrased Questions
QA models trained on clinical question-answer pairs when tested
on unseen paraphrased questions have historically produced
poor results. There have been works that have tried to address
this challenge. The model in Raghavan et al [8] uses
paraphrasing detection and generation as a supplementary task
to handle this issue. Another solution was discussed in Rawat
et al [60]. Rawat et al [60] introduced a multitask learning
approach where extractive QA and prediction of answer span
were the primary tasks, with an auxiliary task of logical form
prediction for the questions. However, this is still an ongoing
issue that needs further work.

QA of EHRs on Unseen Data
QA models should be able to generalize to new clinical contexts
and EHR questions. To study generalization, Yue et al [46]
evaluated the performance of a model trained on the emrQA
dataset on a new set of questions based on clinical notes of
MIMIC-III. The experiment proved that the accuracy of the QA
model dropped down by 40% when tested on unseen data. The
same research group later proposed a solution [42]. They
developed the CliniQG4QA framework, which uses question
generation to obtain QA pairs for unseen clinical notes and
strengthen QA models without the need for manual annotations.
This was done using a sequence-to-sequence-based question
phrase prediction model.

This issue was also addressed in question-to-SQL tasks for
table-based EHR QA. Tarbell et al [71] introduced the
MIMICSQL 2.0 data split (derived from the existing
MIMICSQL dataset [5]) to test the generalizability of existing
text-to-SQL models on EHRs. The performance of the TREQS
[5] model on the MIMICSQL 2.0 data split was drastically poor
(logical form accuracy of 0.068 and execution accuracy of 0.173
when trained on paraphrased questions and tested on
paraphrased questions), thus showing the need for improvement.
To improve generalizability of text-to-SQL tasks on EHR data,
Tarbell et al [71] then introduced the use of the T5 model with
the data augmentation method using back-translation and further
adding out-of-domain training data to improve generalizability
on text-to-SQL tasks. The proposed model, even though it
outperformed the TREQS model (logical form accuracy of 0.233
and execution accuracy of 0.528 when trained on paraphrased
questions and tested on paraphrased questions), still needs
further improvement. More work is required in the future to
overcome this challenge.

Progress of QA Models in Real Clinical Applications
Integrating QA systems into clinical workflows allows health
care practitioners to access current medical information and
recommendations, potentially lowering medical errors and
improving patient care. Studies are now being conducted on
QA models to determine their accuracy, safety, and reliability
in clinical settings. These studies are critical for establishing
their usefulness in real-world settings [87]. Efforts are underway
to create user-friendly interfaces that allow health care providers
to communicate more easily. Some QA models are being tested
in cohort selection studies [13] and clinical trials to determine
their efficacy and safety in real-world contexts. Deploying QA
models in clinical contexts involves ethical problems about
patient privacy, bias reduction, and transparency in
decision-making. Addressing these concerns is critical for
establishing acceptance among health care professionals and
patients. To summarize, while QA models have considerable
benefits for clinical practice and research, their implementation
in real-world clinical applications necessitates resolving
integration and ethical issues. To completely harness the power
of QA models in health care, artificial intelligence researchers
and physicians must keep working together.

Strengths
In this study, we presented the first scoping review for QA in
EHRs. We methodologically collected and screened papers
related to EHR QA from January 1, 2005, to September 30,
2023, and performed a thorough review of the existing studies
on EHR QA. Then, we explored all the existing datasets,
approaches, and evaluation metrics used in EHR QA.
Furthermore, we identified the different modalities for QA over
EHRs and described the approaches used for each. We have
fulfilled all PRISMA-ScR (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses extension for Scoping
Review) requirements.

This review helps to identify the challenges faced in EHR QA.
In addition, this study sheds light on the problems that have
been solved along with the additional gaps that are still
remaining. This will encourage researchers in this domain to
pursue these open problems that have not yet been solved.

Limitations
Despite the strengths of this study, we note a few limitations.
First, the search process was limited to a handful of EHR and
QA-related keywords. There is a long tail in how these types
of systems are described in the literature, but there is a
possibility that we might have missed relevant studies that did
not match this initial search criteria. We used forward
snowballing to partially resolve this issue. This helped us to
identify 10 additional papers that we had missed out on earlier.
However, despite this, there is still a slim chance that we might
have missed a few relevant studies in our final list. Furthermore,
given the current expansion of research into EHR QA, we
predict that new studies will be added to this list since our
search.

Conclusions
In recent years, QA over EHRs has made significant progress.
This is the first systematic or scoping review of QA over EHRs.
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In this paper, we have provided a detailed review of the different
approaches and techniques used for EHR QA. The study began
by discussing the need for large domain-specific EHR QA
datasets and then discussed the existing EHR QA datasets. We
have reviewed the different unimodal EHR QA models used
for both structured EHRs and unstructured EHRs, as well as
QA models on multimodal EHRs. Then, we identified the major

challenges in this field, such as the limited number of clinical
annotations available for EHR QA dataset generation. We also
talked about potential future directions in this field. It is a
relatively new field with many unexplored challenges that
require attention. This study should help future researchers
explore various research directions within EHR QA and expand
the horizons of research areas in this field.

Acknowledgments
This project has been funded by National Institutes of Health (grants R00LM012104, R21EB029575, and R01LM011934).

Authors' Contributions
For this study, JB, KR, and DZW proposed the idea of the study. All the authors jointly made the rules for inclusion and exclusion
criteria. JB and KR contributed toward paper collection and the overall screening process and classified the papers based on their
scope. JB conducted the initial analysis and drafted the manuscript. The manuscript of the paper was then critically reviewed by
KR and DZW. All the authors approved the final version of the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) checklist.
[DOCX File , 32 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Summaries of selected papers.
[XLSX File (Microsoft Excel File), 24 KB-Multimedia Appendix 2]

Multimedia Appendix 3
Comparison of different electronic health record question answering datasets. The column “Database/Corpus” refers to the
electronic health record database or clinical annotations on which the question answering datasets are based.
[DOCX File , 26 KB-Multimedia Appendix 3]

Multimedia Appendix 4
Summary of electronic health record question answering (QA) models. The model’s task can be of type machine-reading
comprehension (MRC), KBQA, “question to SQL query,” and “question to SPARQL.” The “Answer type” column specifies the
expected type of the electronic health record-QA model, indicating whether the answer is derived from tables, text notes, a
knowledge graph, or a combination of sources. “Dataset”’ refers to the dataset used to evaluate the QA model.
[DOCX File , 29 KB-Multimedia Appendix 4]

Multimedia Appendix 5
Evaluation metrics used for evaluating different electronic health record-question answering models.
[DOCX File , 18 KB-Multimedia Appendix 5]

References

1. Demner-Fushman D, Mrabet Y, Ben Abacha A. Consumer health information and question answering: helping consumers
find answers to their health-related information needs. J Am Med Inform Assoc. Feb 01, 2020;27(2):194-201. [FREE Full
text] [doi: 10.1093/jamia/ocz152] [Medline: 31592532]

2. Roberts K, Masterton K, Fiszman M, Kilicoglu H, Demner-Fushman D. Annotating question decomposition on complex
medical questions. In: Proceedings of the International Conference on Language Resources and Evaluation (LREC). 2014.
Presented at: LREC 2014; May 26-31, 2014; Reykjavik, Iceland. URL: https://experts.illinois.edu/en/publications/
annotating-question-decomposition-on-complex-medical-questions

3. Cairns BL, Nielsen RD, Masanz JJ, Martin JH, Palmer MS, Ward WH, et al. The MiPACQ clinical question answering
system. AMIA Annu Symp Proc. 2011;2011:171-180. [FREE Full text] [Medline: 22195068]

J Med Internet Res 2024 | vol. 26 | e53636 | p. 17https://www.jmir.org/2024/1/e53636
(page number not for citation purposes)

Bardhan et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app1.docx&filename=6a03ddba8354da4be7959e2fcf0c3524.docx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app1.docx&filename=6a03ddba8354da4be7959e2fcf0c3524.docx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app2.xlsx&filename=d0ae2f373ff0629cf83af11d7f52e935.xlsx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app2.xlsx&filename=d0ae2f373ff0629cf83af11d7f52e935.xlsx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app3.docx&filename=910d96ca53e434ad7664aa4d0adacff4.docx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app3.docx&filename=910d96ca53e434ad7664aa4d0adacff4.docx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app4.docx&filename=de80719ae12878861fd6422428fe5ab7.docx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app4.docx&filename=de80719ae12878861fd6422428fe5ab7.docx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app5.docx&filename=1baeeb6d18d9ebf3019cf3a06a2f95e5.docx
https://jmir.org/api/download?alt_name=jmir_v26i1e53636_app5.docx&filename=1baeeb6d18d9ebf3019cf3a06a2f95e5.docx
https://europepmc.org/abstract/MED/31592532
https://europepmc.org/abstract/MED/31592532
http://dx.doi.org/10.1093/jamia/ocz152
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31592532&dopt=Abstract
https://experts.illinois.edu/en/publications/annotating-question-decomposition-on-complex-medical-questions
https://experts.illinois.edu/en/publications/annotating-question-decomposition-on-complex-medical-questions
https://europepmc.org/abstract/MED/22195068
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22195068&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


4. Lee M, Cimino J, Zhu HR, Sable C, Shanker V, Ely J, et al. Beyond information retrieval--medical question answering.
AMIA Annu Symp Proc. 2006;2006:469-473. [FREE Full text] [Medline: 17238385]

5. Wang P, Shi T, Reddy CK. Text-to-SQL generation for question answering on electronic medical records. In: Proceedings
of The Web Conference 2020. 2020. Presented at: WWW '20; April 20-24, 2020; Taipei, Taiwan. [doi:
10.1145/3366423.3380120]

6. Mutabazi E, Ni J, Tang G, Cao W. A review on medical textual question answering systems based on deep learning
approaches. Appl Sci. Jun 11, 2021;11(12):5456. [doi: 10.3390/app11125456]

7. Athenikos SJ, Han H. Biomedical question answering: a survey. Comput Methods Programs Biomed. Jul 2010;99(1):1-24.
[doi: 10.1016/j.cmpb.2009.10.003] [Medline: 19913938]

8. Raghavan P, Liang JJ, Mahajan D, Chandra R, Szolovits P. emrKBQA: a clinical knowledge-base question answering
dataset. In: Proceedings of the 20th Workshop on Biomedical Language Processing. 2021. Presented at: BioNLP 2021;
June 11, 2021; Online. [doi: 10.18653/v1/2021.bionlp-1.7]

9. Johnson AE, Bulgarelli L, Shen L, Gayles A, Shammout A, Horng S, et al. MIMIC-IV, a freely accessible electronic health
record dataset. Sci Data. Jan 03, 2023;10(1):1. [FREE Full text] [doi: 10.1038/s41597-022-01899-x] [Medline: 36596836]

10. Pollard TJ, Johnson AE, Raffa JD, Celi LA, Mark RG, Badawi O. The eICU collaborative research database, a freely
available multi-center database for critical care research. Sci Data. Sep 11, 2018;5:180178. [FREE Full text] [doi:
10.1038/sdata.2018.178] [Medline: 30204154]

11. Johnson AE, Pollard TJ, Shen L, Lehman LW, Feng M, Ghassemi M, et al. MIMIC-III, a freely accessible critical care
database. Sci Data. May 24, 2016;3:160035. [FREE Full text] [doi: 10.1038/sdata.2016.35] [Medline: 27219127]

12. Datta S, Roberts K. Fine-grained spatial information extraction in radiology as two-turn question answering. Int J Med
Inform. Nov 06, 2021;158:104628. [FREE Full text] [doi: 10.1016/j.ijmedinf.2021.104628] [Medline: 34839119]

13. Xiong Y, Peng W, Chen Q, Huang Z, Tang B. A unified machine reading comprehension framework for cohort selection.
IEEE J Biomed Health Inform. Jan 2022;26(1):379-387. [doi: 10.1109/JBHI.2021.3095478] [Medline: 34236972]

14. Rosenbloom L, Chang MW, Lee K, Toutanova K. BERT: pre-training of deep bidirectional transformers for language
understanding. arXiv. Preprint posted online on October 11, 2018. [FREE Full text] [doi: 10.5260/chara.21.2.8]

15. Seo M, Kembhavi A, Farhadi A, Hajishirzi H. Bidirectional attention flow for machine comprehension. arXiv. Preprint
posted online on November 5, 2016. [FREE Full text] [doi: 10.48550/arXiv.1611.01603]

16. Lee J, Yoon W, Kim S, Kim D, Kim S, So CH, et al. BioBERT: a pre-trained biomedical language representation model
for biomedical text mining. Bioinformatics. Feb 15, 2020;36(4):1234-1240. [FREE Full text] [doi:
10.1093/bioinformatics/btz682] [Medline: 31501885]

17. Zhuang L, Wayne L, Ya S, Jun Z. A robustly optimized BERT pre-training approach with post-training. In: Proceedings
of the 20th Chinese National Conference on Computational Linguistics. 2021. Presented at: CCL 2021; August 13-15,
2021; Hohhot, China. [doi: 10.1007/978-3-030-84186-7_31]

18. Wang Z, Hamza W, Florian R. Bilateral multi-perspective matching for natural language sentences. In: Proceedings of the
Twenty-Sixth International Joint Conference on Artificial Intelligence. 2017. Presented at: IJCAI'17; August 19-25, 2017;
Melbourne, Australia. [doi: 10.24963/ijcai.2017/579]

19. Liang JJ, Lehman E, Iyengar A, Mahajan D, Raghavan P, Chang CY, et al. Towards generalizable methods for automating
risk score calculation. In: Proceedings of the 21st Workshop on Biomedical Language Processing. 2022. Presented at:
BioNLP 2022; May 26, 2022; Dublin, Ireland. [doi: 10.18653/v1/2022.bionlp-1.42]

20. Newman-Griffis D, Divita G, Desmet B, Zirikly A, Rosé CP, Fosler-Lussier E. Ambiguity in medical concept normalization:
an analysis of types and coverage in electronic health record datasets. J Am Med Inform Assoc. Mar 01, 2021;28(3):516-532.
[FREE Full text] [doi: 10.1093/jamia/ocaa269] [Medline: 33319905]

21. Wells BJ, Chagin KM, Nowacki AS, Kattan MW. Strategies for handling missing data in electronic health record derived
data. EGEMS (Wash DC). Dec 17, 2013;1(3):1035. [FREE Full text] [doi: 10.13063/2327-9214.1035] [Medline: 25848578]

22. Haneuse S, Arterburn D, Daniels MJ. Assessing missing data assumptions in EHR-based studies: a complex and
underappreciated task. JAMA Netw Open. Feb 01, 2021;4(2):e210184. [FREE Full text] [doi:
10.1001/jamanetworkopen.2021.0184] [Medline: 33635321]

23. Roberts K, Demner-Fushman D. Annotating logical forms for EHR questions. LREC Int Conf Lang Resour Eval. May
2016;2016:3772-3778. [FREE Full text] [Medline: 28503677]

24. Roberts K, Demner-Fushman D. Toward a natural language interface for EHR questions. AMIA Jt Summits Transl Sci
Proc. Mar 25, 2015;2015:157-161. [FREE Full text] [Medline: 26306260]

25. Bardhan J, Colas A, Roberts K, Wang DZ. DrugEHRQA: a question answering dataset on structured and unstructured
electronic health records for medicine related queries. arXiv. Preprint posted online on May 3, 2022. [FREE Full text] [doi:
10.48550/arXiv.2205.01290]

26. Pampari A, Raghavan P, Liang J, Peng J. emrQA: a large corpus for question answering on electronic medical records. In:
Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing. 2018. Presented at: EMNLP
2018; October 31-November 4, 2018; Brussels, Belgium. [doi: 10.18653/v1/d18-1258]

J Med Internet Res 2024 | vol. 26 | e53636 | p. 18https://www.jmir.org/2024/1/e53636
(page number not for citation purposes)

Bardhan et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://europepmc.org/abstract/MED/17238385
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17238385&dopt=Abstract
http://dx.doi.org/10.1145/3366423.3380120
http://dx.doi.org/10.3390/app11125456
http://dx.doi.org/10.1016/j.cmpb.2009.10.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19913938&dopt=Abstract
http://dx.doi.org/10.18653/v1/2021.bionlp-1.7
https://doi.org/10.1038/s41597-022-01899-x
http://dx.doi.org/10.1038/s41597-022-01899-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36596836&dopt=Abstract
https://doi.org/10.1038/sdata.2018.178
http://dx.doi.org/10.1038/sdata.2018.178
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30204154&dopt=Abstract
https://doi.org/10.1038/sdata.2016.35
http://dx.doi.org/10.1038/sdata.2016.35
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27219127&dopt=Abstract
https://europepmc.org/abstract/MED/34839119
http://dx.doi.org/10.1016/j.ijmedinf.2021.104628
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34839119&dopt=Abstract
http://dx.doi.org/10.1109/JBHI.2021.3095478
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34236972&dopt=Abstract
https://arxiv.org/abs/1810.04805
http://dx.doi.org/10.5260/chara.21.2.8
https://arxiv.org/abs/1611.01603
http://dx.doi.org/10.48550/arXiv.1611.01603
https://europepmc.org/abstract/MED/31501885
http://dx.doi.org/10.1093/bioinformatics/btz682
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31501885&dopt=Abstract
http://dx.doi.org/10.1007/978-3-030-84186-7_31
http://dx.doi.org/10.24963/ijcai.2017/579
http://dx.doi.org/10.18653/v1/2022.bionlp-1.42
https://europepmc.org/abstract/MED/33319905
http://dx.doi.org/10.1093/jamia/ocaa269
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33319905&dopt=Abstract
https://europepmc.org/abstract/MED/25848578
http://dx.doi.org/10.13063/2327-9214.1035
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25848578&dopt=Abstract
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/10.1001/jamanetworkopen.2021.0184
http://dx.doi.org/10.1001/jamanetworkopen.2021.0184
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33635321&dopt=Abstract
https://europepmc.org/abstract/MED/28503677
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28503677&dopt=Abstract
https://europepmc.org/abstract/MED/26306260
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26306260&dopt=Abstract
https://arxiv.org/abs/2205.01290
http://dx.doi.org/10.48550/arXiv.2205.01290
http://dx.doi.org/10.18653/v1/d18-1258
http://www.w3.org/Style/XSL
http://www.renderx.com/


27. Moon S, He H, Jia H, Liu H, Fan JW. Extractive clinical question-answering with multianswer and multifocus questions:
data set development and evaluation study. JMIR AI. Jun 20, 2023;2:e41818. [FREE Full text] [doi: 10.2196/41818]
[Medline: 38875580]

28. Uzuner O, Solti I, Xia F, Cadag E. Community annotation experiment for ground truth generation for the i2b2 medication
challenge. J Am Med Inform Assoc. 2010;17(5):519-523. [FREE Full text] [doi: 10.1136/jamia.2010.004200] [Medline:
20819855]

29. Uzuner O, Solti I, Cadag E. Extracting medication information from clinical text. J Am Med Inform Assoc.
2010;17(5):514-518. [FREE Full text] [doi: 10.1136/jamia.2010.003947] [Medline: 20819854]

30. Uzuner O, Goldstein I, Luo Y, Kohane I. Identifying patient smoking status from medical discharge records. J Am Med
Inform Assoc. 2008;15(1):14-24. [FREE Full text] [doi: 10.1197/jamia.M2408] [Medline: 17947624]

31. Uzuner O. Recognizing obesity and comorbidities in sparse data. J Am Med Inform Assoc. 2009;16(4):561-570. [FREE
Full text] [doi: 10.1197/jamia.M3115] [Medline: 19390096]

32. Stubbs A, Uzuner Ö. Annotating longitudinal clinical narratives for de-identification: the 2014 i2b2/UTHealth corpus. J
Biomed Inform. Dec 2015;58 Suppl(Suppl):S20-S29. [FREE Full text] [doi: 10.1016/j.jbi.2015.07.020] [Medline: 26319540]

33. Uzuner O, Bodnari A, Shen S, Forbush T, Pestian J, South BR. Evaluating the state of the art in coreference resolution for
electronic medical records. J Am Med Inform Assoc. 2012;19(5):786-791. [FREE Full text] [doi:
10.1136/amiajnl-2011-000784] [Medline: 22366294]

34. Raghavan P, Patwardhan S, Liang JJ, Devarakonda MV. Annotating electronic medical records for question answering.
arXiv. Preprint posted online on May 17, 2018. [FREE Full text] [doi: 10.48550/arXiv.1805.06816]

35. Fan J. Annotating and characterizing clinical sentences with explicit why-QA cues. In: Proceedings of the 2nd Clinical
Natural Language Processing Workshop. 2019. Presented at: ClinicalNLP 2019; June 7, 2019; Minneapolis, MN. [doi:
10.18653/v1/w19-1913]

36. Lee G, Hwang H, Bae S, Kwon Y, Shin W, Yang S, et al. EHRSQL: a practical text-to-SQL benchmark for electronic
health records. In: Proceedings of the 36th Conference on Neural Information Processing Systems. 2022. Presented at:
NeurIPS 2022; November 28-December 9, 2022; New Orleans, LA.

37. Soni S, Gudala M, Pajouhi A, Roberts K. RadQA: a question answering dataset to improve comprehension of radiology
reports. In: Proceedings of the Thirteenth Language Resources and Evaluation Conference. 2022. Presented at: LREC 2022;
June 20-25, 2022; Marseille, France.

38. Oliveira LE, Schneider ET, Gumiel YB, Luz MA, Paraiso EC, Moro C. Experiments on Portuguese clinical question
answering. In: Proceedings of the 10th Brazilian Conference on Intelligent Systems. 2021. Presented at: BRACIS 2021;
November 29-December 3, 2021; Virtual Event. [doi: 10.1007/978-3-030-91699-2_10]

39. Kim D, Bae S, Kim S, Choi E. Uncertainty-aware text-to-program for question answering on structured electronic health
records. arXiv. Preprint posted online on March 14, 2022. [doi: 10.1007/978-3-030-96623-2_14]

40. Wang P, Shi T, Agarwal K, Choudhury S, Reddy CK. Attention-based aspect reasoning for knowledge base question
answering on clinical notes. arXiv. Preprint posted online on August 1, 2021. [doi: 10.1145/3535508.3545518]

41. Park J, Cho Y, Lee H, Choo J, Choi E. Knowledge graph-based question answering with electronic health records. arXiv.
Preprint posted online on October 19, 2020. [FREE Full text]

42. Yue X, Zhang XF, Yao Z, Lin S, Sun H. CliniQG4QA: generating diverse questions for domain adaptation of clinical
question answering. arXiv. Preprint posted online on October 30, 2020. [FREE Full text] [doi:
10.1109/bibm52615.2021.9669300]

43. Lehman E, Lialin V, Legaspi KY, Sy AJ, Pile PT, Alberto NR, et al. Learning to ask like a physician. arXiv. Preprint posted
online on June 6, 2022. [FREE Full text] [doi: 10.18653/v1/2022.clinicalnlp-1.8]

44. Soni S, Gudala M, Wang DZ, Roberts K. Using FHIR to construct a corpus of clinical questions annotated with logical
forms and answers. AMIA Annu Symp Proc. 2019;2019:1207-1215. [FREE Full text] [Medline: 32308918]

45. Mishra S, Awasthi R, Papay F, Maheshawari K, Cywinski JB, Khanna A, et al. DiagnosisQA: a semi-automated pipeline
for developing clinician validated diagnosis specific QA datasets. medRxiv. Preprint posted online on November 11, 2021.
[FREE Full text] [doi: 10.1101/2021.11.10.21266184]

46. Yue X, Gutierrez BJ, Sun H. Clinical reading comprehension: a thorough analysis of the emrQA dataset. arXiv. Preprint
posted online on May 1, 2020. [FREE Full text] [doi: 10.18653/v1/2020.acl-main.410]

47. Pal A. CLIFT: analysing natural distribution shift on question answering models in clinical domain. arXiv. Preprint posted
online on October 19, 2023. [FREE Full text]

48. Hamidi A, Roberts K. Evaluation of AI chatbots for patient-specific EHR questions. arXiv. Preprint posted online on June
5, 2023. [FREE Full text]

49. Fleming SL, Lozano A, Haberkorn WJ, Jindal JA, Reis EP, Thapa R, et al. MedAlign: a clinician-generated dataset for
instruction following with electronic medical records. arXiv. Preprint posted online on August 27, 2023. [FREE Full text]
[doi: 10.48550/arXiv.2308.14089]

50. Mahbub M, Goethert I, Danciu I, Knight K, Srinivasan S, Tamang S, et al. Question-answering system extracts information
on injection drug use from clinical notes. arXiv. Preprint posted online on May 15, 2023. [FREE Full text] [doi:
10.48550/arXiv.2305.08777]

J Med Internet Res 2024 | vol. 26 | e53636 | p. 19https://www.jmir.org/2024/1/e53636
(page number not for citation purposes)

Bardhan et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://ai.jmir.org/2023//e41818/
http://dx.doi.org/10.2196/41818
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38875580&dopt=Abstract
https://europepmc.org/abstract/MED/20819855
http://dx.doi.org/10.1136/jamia.2010.004200
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819855&dopt=Abstract
https://europepmc.org/abstract/MED/20819854
http://dx.doi.org/10.1136/jamia.2010.003947
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819854&dopt=Abstract
https://europepmc.org/abstract/MED/17947624
http://dx.doi.org/10.1197/jamia.M2408
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17947624&dopt=Abstract
https://europepmc.org/abstract/MED/19390096
https://europepmc.org/abstract/MED/19390096
http://dx.doi.org/10.1197/jamia.M3115
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19390096&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(15)00182-3
http://dx.doi.org/10.1016/j.jbi.2015.07.020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26319540&dopt=Abstract
https://europepmc.org/abstract/MED/22366294
http://dx.doi.org/10.1136/amiajnl-2011-000784
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22366294&dopt=Abstract
https://arxiv.org/ftp/arxiv/papers/1805/1805.06816.pdf
http://dx.doi.org/10.48550/arXiv.1805.06816
http://dx.doi.org/10.18653/v1/w19-1913
http://dx.doi.org/10.1007/978-3-030-91699-2_10
http://dx.doi.org/10.1007/978-3-030-96623-2_14
http://dx.doi.org/10.1145/3535508.3545518
https://arxiv.org/abs/2010.09394
https://arxiv.org/abs/2010.16021
http://dx.doi.org/10.1109/bibm52615.2021.9669300
https://arxiv.org/abs/2206.02696
http://dx.doi.org/10.18653/v1/2022.clinicalnlp-1.8
https://europepmc.org/abstract/MED/32308918
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32308918&dopt=Abstract
https://www.medrxiv.org/content/10.1101/2021.11.10.21266184v1
http://dx.doi.org/10.1101/2021.11.10.21266184
https://arxiv.org/abs/2005.00574
http://dx.doi.org/10.18653/v1/2020.acl-main.410
https://arxiv.org/abs/2310.13146
https://arxiv.org/abs/2306.02549
https://arxiv.org/abs/2308.14089
http://dx.doi.org/10.48550/arXiv.2308.14089
https://arxiv.org/abs/2305.08777
http://dx.doi.org/10.48550/arXiv.2305.08777
http://www.w3.org/Style/XSL
http://www.renderx.com/


51. Dada A, Ufer TL, Kim M, Hasin M, Spieker N, Forsting M, et al. Information extraction from weakly structured radiological
reports with natural language queries. Eur Radiol. Jan 2024;34(1):330-337. [FREE Full text] [doi:
10.1007/s00330-023-09977-3] [Medline: 37505252]

52. Soni S, Roberts K. A paraphrase generation system for EHR question answering. In: Proceedings of the 18th BioNLP
Workshop and Shared Task. 2019. Presented at: BioNLP 2019; August 1, 2019; Florence, Italy. [doi: 10.18653/v1/w19-5003]

53. Moon S, Fan J. How you ask matters: the effect of paraphrastic questions to BERT performance on a clinical SQuAD
dataset. In: Proceedings of the 3rd Clinical Natural Language Processing Workshop. 2020. Presented at: EMNLP 2020;
November 19, 2020; Online. URL: https://aclanthology.org/2020.clinicalnlp-1.13 [doi: 10.18653/v1/2020.clinicalnlp-1.13]

54. Soni S, Roberts K. Paraphrasing to improve the performance of Electronic Health Records Question Answering. AMIA Jt
Summits Transl Sci Proc. 2020;2020:626-635. [FREE Full text] [Medline: 32477685]

55. Patrick J, Li M. An ontology for clinical questions about the contents of patient notes. J Biomed Inform. Apr
2012;45(2):292-306. [FREE Full text] [doi: 10.1016/j.jbi.2011.11.008] [Medline: 22142949]

56. Roberts K, Rodriguez L, Shooshan SE, Demner-Fushman D. Resource classification for medical questions. AMIA Annu
Symp Proc. 2016;2016:1040-1049. [FREE Full text] [Medline: 28269901]

57. Roberts K, Patra BG. A semantic parsing method for mapping clinical questions to logical forms. AMIA Annu Symp Proc.
2017;2017:1478-1487. [FREE Full text] [Medline: 29854217]

58. Schwertner MA, Rigo SJ, Araujo DA, Silva AB, Eskofier B. Fostering natural language question answering over knowledge
bases in oncology EHR. In: Proceedings of the IEEE 32nd International Symposium on Computer-Based Medical Systems.
2019. Presented at: CBMS 2019; June 5-7, 2019; Cordoba, Spain. [doi: 10.1109/cbms.2019.00102]

59. Singh Rawat BP, Li F, Yu H. Clinical judgement study using question answering from electronic health records. Proc Mach
Learn Res. Aug 2019;106:216-229. [FREE Full text] [Medline: 31897452]

60. Rawat BP, Weng WH, Min SY, Raghavan P, Szolovits P. Entity-enriched neural models for clinical question answering.
In: Proceedings of the 19th SIGBioMed Workshop on Biomedical Language Processing. 2020. Presented at: BioNLP 2020;
July 9, 2020; Online. [doi: 10.18653/v1/2020.bionlp-1.12]

61. Bae S, Kim D, Kim J, Choi E. Question answering for complex electronic health records database using unified
encoder-decoder architecture. arXiv. Preprint posted online on November 14, 2021. [FREE Full text]

62. Pan Y, Wang C, Hu B, Xiang Y, Wang X, Chen Q, et al. A BERT-based generation model to transform medical texts to
SQL queries for electronic medical records: model development and validation. JMIR Med Inform. Dec 08,
2021;9(12):e32698. [FREE Full text] [doi: 10.2196/32698] [Medline: 34889749]

63. Soni S, Roberts K. Toward a neural semantic parsing system for EHR question answering. AMIA Annu Symp Proc.
2022;2022:1002-1011. [FREE Full text] [Medline: 37128406]

64. Wen A, Elwazir MY, Moon S, Fan J. Adapting and evaluating a deep learning language model for clinical why-question
answering. JAMIA Open. Apr 2020;3(1):16-20. [FREE Full text] [doi: 10.1093/jamiaopen/ooz072] [Medline: 32607483]

65. Soni S, Roberts K. Evaluation of dataset selection for pre-training and fine-tuning transformer language models for clinical
question answering. In: Proceedings of the Twelfth Language Resources and Evaluation Conference. 2020. Presented at:
LREC 2020; May 11-16, 2020; Marseille, France.

66. Mairittha T, Mairittha N, Inoue S. Improving fine-tuned question answering models for electronic health records. In: Adjunct
Proceedings of the 2020 ACM International Joint Conference on Pervasive and Ubiquitous Computing and Proceedings
of the 2020 ACM International Symposium on Wearable Computers. 2020. Presented at: UbiComp/ISWC '20 Adjunct;
September 12-17, 2020; Virtual Event. [doi: 10.1145/3410530.3414436]

67. Moon S, He H, Fan JW. Effects of information masking in the task-specific finetuning of a transformers-based clinical
question-answering framework. In: Proceedings of the IEEE 10th International Conference on Healthcare Informatics.
2022. Presented at: ICHI 2022; June 11-14, 2022; Rochester, MN. [doi: 10.1109/ichi54592.2022.00017]

68. Li Y, Wehbe RM, Ahmad FS, Wang H, Luo Y. A comparative study of pretrained language models for long clinical text.
J Am Med Inform Assoc. Jan 18, 2023;30(2):340-347. [FREE Full text] [doi: 10.1093/jamia/ocac225] [Medline: 36451266]

69. Yang X, Chen A, PourNejatian N, Shin HC, Smith KE, Parisien C, et al. A large language model for electronic health
records. NPJ Digit Med. Dec 26, 2022;5(1):194. [FREE Full text] [doi: 10.1038/s41746-022-00742-2] [Medline: 36572766]

70. Kang M, Baek J, Hwang SJ. KALA: knowledge-augmented language model adaptation. arXiv. Preprint posted online on
April 22, 2022. [FREE Full text] [doi: 10.48550/arXiv.2204.10555]

71. Tarbell R, Choo KK, Dietrich G, Rios A. Towards understanding the generalization of medical text-to-SQL models and
datasets. arXiv. Preprint posted online on March 22, 2023. [doi: 10.48550/arXiv.2303.12898]

72. Soni S, Datta S, Roberts K. quEHRy: a question answering system to query electronic health records. J Am Med Inform
Assoc. May 19, 2023;30(6):1091-1102. [FREE Full text] [doi: 10.1093/jamia/ocad050] [Medline: 37087111]

73. Lehman E, Hernandez E, Mahajan D, Wulff J, Smith MJ, Ziegler Z, et al. Do we still need clinical language models? arXiv.
Preprint posted online on February 16, 2023. [doi: 10.48550/arXiv.2302.08091]

74. Yue X, Zhang XF, Sun H. Annotated question-answer pairs for clinical notes in the MIMIC-III database (version 1.0.0).
PhysioNet. 2021. URL: https://physionet.org/content/mimic-iii-question-answer/1.0.0/ [accessed 2024-09-06]

J Med Internet Res 2024 | vol. 26 | e53636 | p. 20https://www.jmir.org/2024/1/e53636
(page number not for citation purposes)

Bardhan et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://europepmc.org/abstract/MED/37505252
http://dx.doi.org/10.1007/s00330-023-09977-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37505252&dopt=Abstract
http://dx.doi.org/10.18653/v1/w19-5003
https://aclanthology.org/2020.clinicalnlp-1.13
http://dx.doi.org/10.18653/v1/2020.clinicalnlp-1.13
https://europepmc.org/abstract/MED/32477685
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32477685&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(11)00196-1
http://dx.doi.org/10.1016/j.jbi.2011.11.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22142949&dopt=Abstract
https://europepmc.org/abstract/MED/28269901
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28269901&dopt=Abstract
https://europepmc.org/abstract/MED/29854217
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29854217&dopt=Abstract
http://dx.doi.org/10.1109/cbms.2019.00102
https://europepmc.org/abstract/MED/31897452
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31897452&dopt=Abstract
http://dx.doi.org/10.18653/v1/2020.bionlp-1.12
https://arxiv.org/abs/2111.14703
https://medinform.jmir.org/2021/12/e32698/
http://dx.doi.org/10.2196/32698
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34889749&dopt=Abstract
https://europepmc.org/abstract/MED/37128406
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37128406&dopt=Abstract
https://europepmc.org/abstract/MED/32607483
http://dx.doi.org/10.1093/jamiaopen/ooz072
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32607483&dopt=Abstract
http://dx.doi.org/10.1145/3410530.3414436
http://dx.doi.org/10.1109/ichi54592.2022.00017
https://europepmc.org/abstract/MED/36451266
http://dx.doi.org/10.1093/jamia/ocac225
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36451266&dopt=Abstract
https://doi.org/10.1038/s41746-022-00742-2
http://dx.doi.org/10.1038/s41746-022-00742-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36572766&dopt=Abstract
https://arxiv.org/abs/2204.10555
http://dx.doi.org/10.48550/arXiv.2204.10555
http://dx.doi.org/10.48550/arXiv.2303.12898
https://europepmc.org/abstract/MED/37087111
http://dx.doi.org/10.1093/jamia/ocad050
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37087111&dopt=Abstract
http://dx.doi.org/10.48550/arXiv.2302.08091
https://physionet.org/content/mimic-iii-question-answer/1.0.0/
http://www.w3.org/Style/XSL
http://www.renderx.com/


75. Tsui FR, Shi L, Ruiz V, Ryan ND, Biernesser C, Iyengar S, et al. Natural language processing and machine learning of
electronic health records for prediction of first-time suicide attempts. JAMIA Open. Mar 17, 2021;4(1):ooab011. [FREE
Full text] [doi: 10.1093/jamiaopen/ooab011] [Medline: 33758800]

76. Zhang Z, Han X, Liu Z, Jiang X, Sun M, Liu Q. ERNIE: enhanced language representation with informative entities. In:
Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics. 2019. Presented at: ACL 2019;
July 28-August 2, 2019; Florence, Italy. [doi: 10.18653/v1/p19-1139]

77. Min SY, Raghavan P, Szolovits P. Advancing Seq2seq with joint paraphrase learning. In: Proceedings of the 3rd Clinical
Natural Language Processing Workshop. 2020. Presented at: ClinicalNLP 2020; November 19, 2020; Online. [doi:
10.18653/v1/2020.clinicalnlp-1.30]

78. Luong T, Pham H, Manning CD. Effective approaches to attention-based neural machine translation. In: Proceedings of
the 2015 Conference on Empirical Methods in Natural Language Processing. 2015. Presented at: EMNLP 2015; September
17-21, 2015; Lisbon, Portugal. URL: https://aclanthology.org/D15-1166 [doi: 10.18653/v1/d15-1166]

79. Yin P, Neubig G. TRANX: a transition-based neural abstract syntax parser for semantic parsing and code generation. In:
Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing: System Demonstrations. 2018.
Presented at: EMNLP 2018; October 31-November 4, 2018; Brussels, Belgium. [doi: 10.18653/v1/d18-2002]

80. Dong L, Lapata M. Coarse-to-fine decoding for neural semantic parsing. In: Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics. 2018. Presented at: ACL 2018; July 15-20, 2018; Melbourne, Australia.
[doi: 10.18653/v1/p18-1068]

81. Lin CY. ROUGE: a package for automatic evaluation of summaries. In: Proceedings of Workshop on Text Summarization
Branches Out, Post-Conference Workshop of ACL 2004. 2004. Presented at: ACL 2004; July 21-26, 2004; Barcelona,
Spain. URL: https://aclanthology.org/W04-1013

82. Yu T, Zhang R, Yang K, Yasunaga M, Wang D, Li Z, et al. Spider: a large-scale human-labeled dataset for complex and
cross-domain semantic parsing and text-to-SQL task. In: Proceedings of the 2018 Conference on Empirical Methods in
Natural Language Processing. 2018. Presented at: EMNLP 2018; October 31-November 4, 2018; Brussels, Belgium. [doi:
10.18653/v1/d18-1425]

83. Papineni K, Roukos S, Ward T, Zhu WJ. BLEU: a method for automatic evaluation of machine translation. In: Proceedings
of the 40th Annual Meeting on Association for Computational Linguistics. 2002. Presented at: ACL '02; July 7-12, 2002;
Philadelphia, PA. [doi: 10.3115/1073083.1073135]

84. Agarwal A, Lavie A. Meteor: an automatic metric for MT evaluation with high levels of correlation with human judgments.
In: Proceedings of the Second Workshop on Statistical Machine Translation. 2007. Presented at: StatMT '07; June 23, 2007;
Prague, Czech Republic. [doi: 10.3115/1626355.1626389]

85. Snover M, Dorr B, Schwartz R, Micciulla L, Makhoul J. A study of translation edit rate with targeted human annotation.
In: Proceedings of the 7th Conference of the Association for Machine Translation in the Americas: Technical Papers. 2006.
Presented at: AMTA 2006; August 8-12, 2006; Cambridge, MA.

86. Aronson AR. Effective mapping of biomedical text to the UMLS Metathesaurus: the MetaMap program. Proc AMIA Symp.
2001:17-21. [FREE Full text] [Medline: 11825149]

87. Johnson D, Goodman R, Patrinely J, Stone C, Zimmerman E, Donald R, et al. Assessing the accuracy and reliability of
AI-generated medical responses: an evaluation of the Chat-GPT model. Research Square. Preprint posted online on February
28, 2023. [FREE Full text] [doi: 10.21203/rs.3.rs-2566942/v1] [Medline: 36909565]

Abbreviations
BERT: Bidirectional Encoder Representations from Transformers
BLEU: Bilingual Evaluation Understudy
ClinicalKB: Clinical Knowledge Base
EHR: electronic health record
KB: knowledge base
LSTM: long short-term memory
MedTS: Medical text-to-SQL
METEOR: Metric for Evaluation of Translation with Explicit Ordering
MIMIC: Medical Information Mart for Intensive Care
MRC: machine-reading comprehension
n2c2: natural language processing clinical challenge
NLP: natural language processing
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
PRISMA-ScR: Preferred Reporting Item for Systematic Reviews and Meta-Analyses extension for Scoping
Review
QA: question answering
SPARQL: SPARQL Protocol and RDF Query Language

J Med Internet Res 2024 | vol. 26 | e53636 | p. 21https://www.jmir.org/2024/1/e53636
(page number not for citation purposes)

Bardhan et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://europepmc.org/abstract/MED/33758800
https://europepmc.org/abstract/MED/33758800
http://dx.doi.org/10.1093/jamiaopen/ooab011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33758800&dopt=Abstract
http://dx.doi.org/10.18653/v1/p19-1139
http://dx.doi.org/10.18653/v1/2020.clinicalnlp-1.30
https://aclanthology.org/D15-1166
http://dx.doi.org/10.18653/v1/d15-1166
http://dx.doi.org/10.18653/v1/d18-2002
http://dx.doi.org/10.18653/v1/p18-1068
https://aclanthology.org/W04-1013
http://dx.doi.org/10.18653/v1/d18-1425
http://dx.doi.org/10.3115/1073083.1073135
http://dx.doi.org/10.3115/1626355.1626389
https://europepmc.org/abstract/MED/11825149
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11825149&dopt=Abstract
https://europepmc.org/abstract/MED/36909565
http://dx.doi.org/10.21203/rs.3.rs-2566942/v1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36909565&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


SQuAD: Stanford QA dataset
TER: translation error rate
TREQS: Translate-Edit Model for Question-to-SQL
UMLS: Unified Medical Language System

Edited by A Mavragani; submitted 16.10.23; peer-reviewed by D Hu, K-M Kuo, S Bae; comments to author 06.05.24; revised version
received 02.07.24; accepted 24.07.24; published 30.10.24

Please cite as:
Bardhan J, Roberts K, Wang DZ
Question Answering for Electronic Health Records: Scoping Review of Datasets and Models
J Med Internet Res 2024;26:e53636
URL: https://www.jmir.org/2024/1/e53636
doi: 10.2196/53636
PMID:

©Jayetri Bardhan, Kirk Roberts, Daisy Zhe Wang. Originally published in the Journal of Medical Internet Research
(https://www.jmir.org), 30.10.2024. This is an open-access article distributed under the terms of the Creative Commons Attribution
License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work, first published in the Journal of Medical Internet Research (ISSN 1438-8871), is properly
cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright
and license information must be included.

J Med Internet Res 2024 | vol. 26 | e53636 | p. 22https://www.jmir.org/2024/1/e53636
(page number not for citation purposes)

Bardhan et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2024/1/e53636
http://dx.doi.org/10.2196/53636
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

