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Abstract

Background: Efforts are underway to capitalize on the computational power of the data collected in electronic medical records
(EMRs) to achieve a learning health system (LHS). Artificial intelligence (AI) in health care has promised to improve clinical
outcomes, and many researchers are developing AI algorithms on retrospective data sets. Integrating these algorithms with
real-time EMR data is rare. There is a poor understanding of the current enablers and barriers to empower this shift from data
set–based use to real-time implementation of AI in health systems. Exploring these factors holds promise for uncovering actionable
insights toward the successful integration of AI into clinical workflows.

Objective: The first objective was to conduct a systematic literature review to identify the evidence of enablers and barriers
regarding the real-world implementation of AI in hospital settings. The second objective was to map the identified enablers and
barriers to a 3-horizon framework to enable the successful digital health transformation of hospitals to achieve an LHS.

Methods: The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines were adhered to.
PubMed, Scopus, Web of Science, and IEEE Xplore were searched for studies published between January 2010 and January
2022. Articles with case studies and guidelines on the implementation of AI analytics in hospital settings using EMR data were
included. We excluded studies conducted in primary and community care settings. Quality assessment of the identified papers
was conducted using the Mixed Methods Appraisal Tool and ADAPTE frameworks. We coded evidence from the included studies
that related to enablers of and barriers to AI implementation. The findings were mapped to the 3-horizon framework to provide
a road map for hospitals to integrate AI analytics.

Results: Of the 1247 studies screened, 26 (2.09%) met the inclusion criteria. In total, 65% (17/26) of the studies implemented
AI analytics for enhancing the care of hospitalized patients, whereas the remaining 35% (9/26) provided implementation guidelines.
Of the final 26 papers, the quality of 21 (81%) was assessed as poor. A total of 28 enablers was identified; 8 (29%) were new in
this study. A total of 18 barriers was identified; 5 (28%) were newly found. Most of these newly identified factors were related
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to information and technology. Actionable recommendations for the implementation of AI toward achieving an LHS were provided
by mapping the findings to a 3-horizon framework.

Conclusions: Significant issues exist in implementing AI in health care. Shifting from validating data sets to working with live
data is challenging. This review incorporated the identified enablers and barriers into a 3-horizon framework, offering actionable
recommendations for implementing AI analytics to achieve an LHS. The findings of this study can assist hospitals in steering
their strategic planning toward successful adoption of AI.

(J Med Internet Res 2024;26:e49655) doi: 10.2196/49655
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Introduction

Background
The growing adoption of electronic medical records (EMRs) in
many high-income countries has resulted in improvements in
health care delivery through the implementation of clinical
decision support systems at the point of care [1]. To meet the
ever-accelerating demands for clinical care, various innovative
models have been developed to harness the potential of EMR
data [2-4]. These new care models aim to enable health care
organizations to achieve the quadruple aim of care, which
includes enhancing patient experience, advancing providers’
experience, improving the health of the population, and reducing
health care costs [5].

Artificial intelligence (AI) holds the potential to improve health
system outcomes by enhancing clinical decision support systems
[6,7]. AI aims to augment human intelligence through
complicated and iterative pattern recognition, generally on large
data sets that exceed human abilities [8]. While a large body of
academic literature has demonstrated the efficacy of AI models
in various health domains, most of these models remain as proof
of concept and have never been implemented in real-world
workflows [9]. This demonstrates the relatively inconsequential
endeavors of many AI studies that fail to produce any
meaningful impact in the real world. Even with the substantial
investments made by the health industry, the implementation

of AI analytics in complex clinical practice is still at an early
stage [10]. In a limited number of instances, AI has been
successfully implemented, largely for nonclinical uses such as
service planning or trained on limited static data sets such as
chest x-rays or retinal photography [11]. The factors influencing
the success or failure of AI implementations in health are poorly
investigated [12]. Understanding these barriers and enablers
increases the likelihood of successful implementation of AI for
the digital transformation of the health system [13,14],
ultimately aiding in achieving the quadruple aim of health care
[5].

Toward the Digital Transformation of Health Care
A 3-horizon framework has been previously published to help
health systems create an iterative pathway for successful digital
health transformation (Figure 1 [15]). Horizon 1 aims to
optimize the routine collection of patient data during every
interaction with the health system. In horizon 2, the data
collected during routine care are leveraged in real or near real
time to create analytics. Finally, in horizon 3, the insights from
data and digital innovations are collated to develop new models
of care. A health care system focused on continuous
improvement is referred to as a learning health system (LHS)
that uses routinely collected data to monitor and enhance health
care outcomes consistently [16]. When health care organizations
reach the third horizon, they can leverage data in near real time
to create ongoing learning iterations and enhance patient care,
leading to the establishment of an LHS [17].

Figure 1. The 3-horizon framework for digital health transformation (adapted from Sullivan et al [15] with permission from CSIRO Publishing).
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Regarding the 3-horizon model, EMRs are the foundation of
horizon 1 (Figure 1). While many health organizations have
successfully adopted EMRs into their existing workflows, the
transition to horizons 2 and 3 has been challenging for many of
these health care facilities [18]. A critical phase in this transition
involves moving beyond the capture of EMR data for delivering
analytics, including AI, aiming to improve clinical outcomes.
There is little published evidence to assist health systems in
making this transition [19,20].

Analysis of Prior Work
Before conducting our review, we performed a manual search
on Google Scholar using our Medical Subject Heading (MeSH)

terms along with the “review” keyword to identify previous
review papers that aimed at reviewing studies on the
implementation of clinical AI in health care settings. We also
included review papers known to our research team. Between
2020 and 2022, we identified 4 reviews that were relevant to
the implementation of AI in health care systems [21-24].
Overall, these papers reviewed 189 studies between 2010 and
2022. The characteristics of these reviews, outlined in Table 1,
were the year of publication, the targeted care settings, the
source of data, the predictive algorithm, and whether the
predictive algorithm was implemented.

Table 1. The inclusion criteria for this study and previous work.

Implementation statePredictive algorithmData sourceHealth care settingYearStudy

ImplementedAnyEMRaAny2020Lee et al [22]

ImplementedAIb and MLcAnyAny2021Wolff et al [23]

ImplementedAI and MLAnyAny2022Sharma et al [21]

Implemented or developedAI and MLAnyAny2022Chomutare et al [24]

Implemented or guidelinesAI and MLEMRHospitals2023Our study

aEMR: electronic medical record.
bAI: artificial intelligence.
cML: machine learning.

The prior works identified 20 enablers and 13 barriers to AI
implementation in health care across 4 categories: people,
process, information, and technology (Multimedia Appendix 1
[21-24]). Overall, the findings derived from these review papers
hold significant potential in providing valuable insights for
health systems to navigate the path toward digital health
transformation. One prevailing shortcoming of these studies is
the absence of alignment with evidence-based digital health
transformation principles to provide health care organizations
with actionable recommendations to enable an LHS [17],
therefore limiting their applicability for strategic planning within
hospital organizations.

Research Significance and Objectives
Hospitals are intricate hubs within the health care ecosystem,
playing a central role in providing comprehensive medical care
and acting as crucial pillars supporting the foundations of health
care systems worldwide. Understanding the factors influencing
the success or failure of AI in hospitals provides valuable
insights to optimize the integration of these emerging
technologies into hospital facilities. While the previous reviews
included all health care settings [21-24], our study only focused
on hospital settings. Given the limited instances regarding the
implementation of AI in hospital facilities, this study explored
the real-world case studies that have practically reported their
AI implementation solutions in hospital facilities, aiming to
synthesize the evidence of enablers and barriers within their
implementation process. In addition to the inclusion of these
implementation case studies, we incorporated implementation
guidelines as they can potentially assist in the overall
understanding of AI implementation in hospitals. This study

also focused on aligning the evidence of enablers and barriers
within the 3-horizon framework [15], offering a way to establish
an empirical infrastructure. As a result, this can enable health
care organizations to learn, adapt, and accelerate progress toward
an LHS [25].

This review investigated the following research questions (RQs):
(1) What enablers and barriers are identified for the successful
implementation of AI with EMR data in hospitals? (RQ 1) and
(2) How can the identified enablers of and barriers to AI
implementation lead to actions that drive the digital
transformation of hospitals? (RQ 2).

In addressing these questions, our objectives were to (1) conduct
a systematic review of the literature to identify the evidence of
enablers of and barriers to the real-world implementation of AI
in hospital settings and (2) map the identified enablers and
barriers to a 3-horizon framework to enable the successful digital
health transformation of hospitals to achieve an LHS.

Methods

Search Strategy
This study followed an extended version of the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) guidelines to outline the review methodology
with comprehensive details [26]. PubMed, Scopus, Web of
Science, and IEEE Xplore were searched on April 13, 2022.
We reviewed prior work to determine potential MeSH keywords
relevant to our study [21-24]. A research librarian helped with
the definition of the MeSH keywords in PubMed and the
translation of that search strategy to all platforms searched. The
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search strategies were applied across the 4 databases
(Multimedia Appendix 2). The MeSH keywords used to search
PubMed were as follows: product lifecycle management,
artificial intelligence, machine learning, deep learning, natural
language processing, neural networks, computer, deep learning,
big data, hospital, inpatient, medical, clinic, deploy, integrate,
monitor, post prediction, data drift, and regulatory. Using the
Boolean operator OR, their synonyms were joined to form search
phrases. Combining search phrases using the AND operator
produced the final search string. We incorporated the term “data
drift” to the title and abstract, and full-text search as it is a
prominent concept for the continuous integration of AI. The
term “regulatory” was also added to our search criteria because
it is a relevant term for the implementation of AI in health care
within the domain of software as a medical device. The reference
lists of the included studies were examined to ensure that all
relevant papers were included.

Eligibility Criteria
The inclusion criteria were articles published from January 1,
2010, to April 13, 2022, that included case studies and guidelines
on the implementation of AI analytic tools in hospital settings

using EMR data. Given the scarcity of real-world AI tools in
hospital settings, especially the scarcity of published case studies
of unsuccessful implementations of clinical AI tools, we
specifically included case studies that successfully implemented
AI within hospitals to understand lessons learned and provide
use cases that other jurisdictions may learn from. On the basis
of a review of frameworks for AI implementation in health care
practice, we defined the term implementation as “an intentional
effort designed to change or adapt or uptake interventions into
routines” [19]. The term “barrier” was defined as “experiences
that impeded, slowed, or made implementations difficult in
some way” [20]. In contrast, the term enablers was defined as
factors, experiences, or processes that facilitated the
implementation process. Studies conducted in community or
primary care settings were excluded as our main focus was
hospital facilities. Studies that did not use AI models were also
excluded. We also eliminated non–English-language and
conference articles. Studies that focused on regulatory domains
and challenges, opportunities, requirements, and
recommendations were also excluded as they did not
demonstrate real-world AI implementation. The selection of
studies was based on the criteria specified in Textbox 1.

Textbox 1. Inclusion criteria for this study.

Inclusion criteria

• Population: adults (aged ≥18 y); inpatients

• Intervention: successfully implemented artificial intelligence (AI) and machine learning (ML) tools using hospital electronic medical record data

• Study design: case studies that implemented AI and ML in the real world; guidelines on the real-world implementation of AI and ML

• Publication date: January 2010 to April 2022

• Language: English

Exclusion criteria

• Population: nonadults (aged <18 y); outpatients

• Intervention: traditional statistical methods; rule-based systems; systems without AI and ML

• Study design: studies without implementation of AI and ML; studies focused on AI and ML development, regulatory-related domains, challenges,
opportunities, and recommendations; conference papers; primary care or community settings

• Language: non-English

Screening
For the screening and data extraction procedures, the Covidence
(Veritas Health Innovation) systematic review software was
used [27]. A 2-stage screening process was performed with the
involvement of 2 reviewers (AKR and OP). In the initial stage,
the reviewers assessed the relevance of titles and abstracts based
on the inclusion criteria. Subsequently, in the second stage, the
full texts of the included articles were reviewed by AKR and
OP independently. Consensus was reached through discussion
between the reviewers whenever necessary.

Data Extraction and Synthesis
AKR and OP conducted the procedure of data extraction. The
following study characteristics were extracted from all final
included studies: country, clinical setting, study type (case study
or guideline), and aim of study. With the adoption of EMR as
a prerequisite for AI development, our focus was on extracting

evidence of enablers and barriers solely within horizons 2
(implementation) and 3 (creating new models of care). In total,
2 reviewers (AKR and OP) independently extracted evidence
regarding enablers and barriers (RQ 1), subsequently reaching
consensus through weekly discussions and analysis. The
extracted data were disseminated among our research team for
review and to gather additional feedback.

To address the second RQ (RQ 2), we mapped the findings from
previous reviews along with the found factors in this study
across horizons 2 and 3 of the digital transformation framework
[15]. Following the data extraction phase, 2 reviewers
independently mapped the identified enablers and barriers to 4
categories (people, process, information, and technology).
During the mapping of a given enabler or barrier, if it was
related to the development of AI analytics, it was mapped to
horizon 2 considering its relevance across the 4 domains (people,
technology, information, and processes). When an enabler or

J Med Internet Res 2024 | vol. 26 | e49655 | p. 4https://www.jmir.org/2024/1/e49655
(page number not for citation purposes)

Kamel Rahimi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


barrier was associated with the postdevelopment phase focusing
on establishing new care models, it was mapped to horizon 3.
Consensus was reached between AKR and OP through a meeting
to finalize the mapping phase.

Quality Assessment
For the included use case studies, we used the Mixed Methods
Appraisal Tool (MMAT) [28] to conduct a quality assessment.
The choice of the MMAT was suitable as the included use case
studies exhibited a range of qualitative, quantitative, and mixed
methods designs. For evaluating the methodology of guideline
studies, we followed the ADAPTE framework [29]. With 9
modules for guideline development, this framework was
designed to streamline and enhance the process of creating
guidelines within the health domain. The quality assessment
was conducted independently by 2 authors (AKR and OP), and
any discrepancies were resolved through a meeting.

Results

Study Selection
The search strategy retrieved 1247 papers from PubMed,
Scopus, IEEE Xplore, and Web of Science for analysis, and 67

(5.37%) duplicates were identified and eliminated using the
EndNote (Clarivate Analytics) citation manager. After screening
titles and abstracts, 92.03% (1086/1180) of the studies were
removed as the inclusion criteria were not satisfied. A total of
7.97% (94/1180) of the papers remained for full-text review
following title and abstract screening. In total, 48% (45/94) of
papers were excluded because AI models were not implemented
in clinical care. A total of 19% (18/94) of the studies were
excluded because they focused on regulatory domains. In total,
9% (8/94) of the studies were excluded due to being the wrong
intervention (eg, studies that did not develop AI models). A
total of 3% (3/94) of the studies were found to have a clinical
population that did not align with our inclusion criteria (eg,
hospitalized patients). One study was not in English and was
excluded. In addition, 7 studies were discovered by scanning
the reference lists of the included articles. In total, 26 studies
were included in this review, comprising 9 (35%) guideline
studies and 17 (65%) papers with successful implementation
examples (Table 2). Figure 2 presents the PRISMA flow
diagram outlining the outcomes of this review.
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Table 2. Characteristics of the studies included in this review.

BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

GuidelineGeneralUnited King-
dom

Wilson et al
[30], 2021

• HCPs’c inexperience
with AI

• A team of multidisci-
plinary experts, in-
cluding clinicians,

• To provide advice
from health care ex-

perts on clinical AIa • The integration of
disparate data sourcessoftware developers,

data scientists, and
development and
implementation is one of the barriers

hospital IT staff to AI solutions in the
• Senior, experienced

individuals can be
current workflow

particularly useful to
overcome implemen-
tation barriers

• The appointment of a
data champion

• Staff training in the
data science field

• Using data scientists
or a trusted research
environment with ap-
propriate tools can
ensure adequate data
privacy

• A common language
with necessary termi-
nologies is suggested

within the CSTb

• Clinicians can assist
in understanding and
resolving the quality
and reliability of AI
solutions

GuidelineGeneralSwedenSvedberg et al
[31], 2022

• Lack of accessibility
of AI implementation
science to individuals

• The co-design pro-
cess among clini-
cians, data scientists,

• To develop an AI
implementation
framework in health

who could potentiallyand end userscare
benefit from it• The national and re-

gional initiatives to
• To conduct AI im-

plementation studies
facilitate AI imple-to provide direction
mentation into prac-for further improve-
ticement of the frame-

work • Several major invest-
ments facilitated the• To implement the

proposed frame- establishment of the
infrastructure designwork in routine care
and development of
this study

• Literature review and
the existing theory-
driven frameworks
and strategies

• Technological
knowledge and
awareness of chal-
lenges, including so-
cial, cultural, and or-
ganizational barriers
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BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

• Data set shift is
prevalent and prob-
lematic in clinical AI
settings and needs to
be accounted for to
prevent performance
decay

• Graphical representa-
tion can be used to
assess the stability of
AI models and identi-
fy potential perfor-
mance shifts but re-
quires domain for in-
terpretation

• Proactive learning
approaches allow
models to be stable
against anticipated
shifts in the future,
including the use of
stable algorithms that
are robust to future
shift

• To explain data shift
and overview the
types of existing so-
lutions

GuidelineGeneralUnited StatesSubbaswamy
and Saria [32],
2019

• Not specified• Radiologists and clin-
icians are important
to the successful im-
plementation of con-
tinuous-learning AI
to provide feedback

• Continuous learning
is a viable method to
combat data drift

• To examine the key
principles and is-
sues involved in in-
tegrating AI with
continuous learning
in radiology

GuidelineRadiologyUnited StatesPianykh et al
[33], 2020

• Not specified• A team of multidisci-
plinary experts, in-
cluding clinicians,
data scientists, and IT
staff

• Platforms are suggest-
ed as vendor-neutral
infrastructures shared
by researchers and
clinicians and allow
AI systems to receive
iterative feedback
from clinicians

• The accessibility of
the AI results at the
time of care without
requiring physicians
to switch worksta-
tions or launch spe-
cialized software

• Consistency between
AI implementation
methods used within
one hospital

• The messaging stan-

dards, such as HL7d

• Using the container-
ization concept to
concurrently run mul-
tiple instances of AI
analytics

• Training end users
and clinicians for us-
ing and interpreting
AI results

• To demonstrate the
necessity for a ven-
dor-neutral AI im-
plementation infras-
tructure

• To provide a plan
for a vendor-neutral
AI implementation
infrastructure

• To discuss promi-
nent issues, includ-
ing governance,
quality control, and
ethics

GuidelineRadiologyThe Nether-
lands

Leiner et al
[34], 2021

GuidelineGeneralGermany
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BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

Gruendner et al
[35], 2019

• Predictions can be
extremely slow with
large input data due
to hardware limita-
tions; therefore, the
AI may output results
not in real time

• Generalizable plat-
forms such as KE-
TOS are versatile, but
as a result, they are
relatively inefficient
and may require fur-
ther customizations
and fine-tunings at
the local level

• The FHIRf standard
was used to exchange
health data between
different health care
points in a consistent
manner

• The OMOP-CDMg

database structure
was used as a stan-
dard method to orga-
nize health care data
consistently across
various data points.
This also enabled the
availability of data to
researchers and end
users.

• Containerization al-
lowed for a flexible
development environ-
ment. It enabled clini-
cians and ML devel-
opers to collaborate
and improve perfor-
mance.

• The proposed plat-
form provides scien-
tists with a secure,
privacy-preserving,
flexible research in-
frastructure to devel-
op and deploy statisti-
cal models within a
hospital’s IT infras-
tructure

• Using appropriate da-
ta privacy techniques
can allow for model
training using data
from multiple hospi-
tals in parallel

• Collaboration among
the research team

• To implement a se-
cure platform to de-
velop and deploy

MLe models in
health care settings

• Overfitting and under-
specification can neg-
atively impact the
generalizability of AI
in health care

• There is a trade-off
between performance
and generalizability
when addressing un-
derspecification

• Underspecification
(the lack of generaliz-
ability) can be ad-
dressed with the use
of artificial or real
shifts in test data

• To provide strate-
gies to tackle overfit-
ting and underspeci-
fication of AI mod-
els

GuidelineRadiologyUnited StatesEche et al [36],
2021

• Model evaluation can
be difficult and re-
stricted to larger, in-
formatics-familiar in-
stitutions

• Guideline of evalua-
tion of AI in a radiol-
ogy setting before
implementation in
the workflow to as-
sist in purchase deci-
sions and monitor-
ing of the perfor-
mance afterward

GuidelineRadiologyUnited StatesAllen et al [37],
2021
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BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

• Enriched site-specific
data can facilitate AI
evaluation, allowing
that the target popula-
tion is well-represent-
ed before implementa-
tion

• In the AI evaluation
process, capturing the
metadata about
equipment manufac-
turers, the protocol
used, and demograph-
ics in the AI data reg-
istry can reveal perfor-
mance decline and
show whether the de-
cline is related to spe-
cific machines or
manufacturers

• QAh allows AI to
perform according to
the implementation
requirements

• Not reported• Multidisciplinary
team

• Safety monitoring
• Data quality
• User-friendly user in-

terface
• Nondisruptive to the

current workflow
• End-user trust
• Continuous evalua-

tion of performance

• To provide an ap-
proach for develop-
ing and implement-
ing AI in health care

GuidelineGeneralCanadaVerma et al
[38], 2021

• Not reported• Collaboration among
developers, radiolo-
gists, and AI vendors

• Interoperability stan-
dards and robust
methodologies, such
as HL7, FHIR, and

SOLEi

• The use of metadata
such as hardware or
software specifica-
tions

• Radiologists should
be able to provide
feedback on AI re-
sults

• Raising awareness
and providing the re-
quired training regard-
ing the potential of
AI technologies
among clinicians and
patients can help in-
crease AI adoption

• To develop an AI
solution that can
generate, consume,
and provide out-
comes within the
clinical radiology
process

Case studyRadiologyUnited StatesWiggins et al
[39], 2021

Case studyRadiologyChinaWang et al [40],
2021
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BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

• Lack of reception of
continuous data for
retraining the model
may result in data
drift and underfitting

• Co-designing with
clinicians

• The AI model was
externally validated
to assess the general-
izability before de-
ployment

• Preconfigured model
development allowed
for very quick deploy-
ment

• Continuously collect-
ed data can lead to
better generalizability
of AI products and
are considered a cru-
cial aspect of epidem-
ic response

• To create an AI sys-
tem that analyzes

CTj scans automati-
cally to promptly
detect COVID-19
pneumonia in hospi-
tals

• Inconsistent efficacy
of AI output

• Lack of robust imple-
mentation procedures

• Unclear added value
of AI applications in
routine care

• Trust issue of HCPs

• Collaboration among
HCPs in radiology

• Financial challenges
in the Dutch health
care system

• The optimism toward
AI potential

• The existing strate-
gies and initiatives in
digital health

• The appointment of a
data champion

• To explore barriers
to and enablers of
AI implementation
in radiology

Case studyRadiologyThe Nether-
lands

Strohm et al
[41], 2020

• Validation only per-
formed in 1 geograph-
ical region

• Conducted multicen-
ter validation across
4 hospitals, including
both temporal and
geographical valida-
tions

• Deployment occurred
in parallel with the
preexisting method,
allowing for a direct
comparison of perfor-
mance

• The AI only using
laboratory tests al-
ready routinely done
allowed for minimal
interruption of regu-
lar clinical workflow

• Temporal and geo-
graphical external
validation allowed for
the assessment of the
generalizability of the
AI tool

• To implement an AI
application to
screen patients with
COVID-19 in an
ED and perform
multicenter external
validation

Case studyEDk triageUnited King-
dom

Soltan et al
[42], 2022

• Preexisting pipelines
for clinical AI deploy-
ment often rely on
third-party software,
which can be problem-
atic due to complexi-
ty, privacy, and
maintenance issues

• To develop an infras-
tructure for the im-
plementation of ML
models in routine
radiology workflow

Case studyRadiologyUnited StatesSohn et al [43],
2020
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BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

• Collaboration of a
multidisciplinary
team

• The minimum disrup-
tion to the current
workflow can in-
crease the AI uptake

• An open-source
pipeline facilitates the
integration of addi-
tional algorithms

• An ML model agnos-
tic to the hospital sys-
tems for easier modi-
fication and retrain-
ing without impacting
the existing infrastruc-
ture

• The use of a QA
framework by end
users, clinicians, and
software testers to
identify model errors
and submit those er-
rors for model update

• Minimum disruption
to the existing radiol-
ogy workflow

• QA evaluation
• A dedicated server

for the AI applica-
tions

• Not reported• Compatibility of the
clinic’s system with
the vendor along with
the vendor’s willing-
ness to collaborate

• Granting user access
privileges according
to their specific roles

• Staff training
• The model received

continuous training
• Training and educa-

tion of users in the
use of AI can be ben-
eficial

• Minimum disruption
to the current work-
flow

• To implement an
AI-enabled mobile
x-ray scanner detect-
ing pneumothoraxes
in a radiology clini-
cal workflow

Case studyRadiologyUnited StatesPierce et al
[44], 2021

• Lack of appropriate
procedure to capture
users’ feedback for
continuous improve-
ment of AI model

• To develop and
demonstrate a clini-
cal image AI valida-
tion tool with a con-
venient user-friend-
ly front end while
meeting important
security and privacy
standards

Case studyRadiologyUnited StatesKanakaraj et al
[45], 2022

J Med Internet Res 2024 | vol. 26 | e49655 | p. 11https://www.jmir.org/2024/1/e49655
(page number not for citation purposes)

Kamel Rahimi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

• Use of secure soft-

ware—PACSl image
management, HTTPS
service, and RED-

Capm database
• The AI imaging incu-

bator successfully
provided an architec-
ture for executing
clinical AI models
and displaying results
in a clinician-friendly
manner while meet-
ing key security and
privacy standards

(HIPAAn compli-
ance)

• Performance analysis
can be complicated
for early-warning in-
tervention AI systems

• The incidence of
delirium was lower
than anticipated, im-
pacting the calibra-
tion

• Sometimes, the algo-
rithm would underper-
form on patients with
fewer previous hospi-
tal stays due to re-

duced EHRo data

• Clinical staff were in-
volved in the imple-
mentation process

• Training for nurses
and physicians in-
volved is beneficial

• To implement ML
models to forecast
the occurrence of
delirium among pa-
tients admitted to
hospitals

Case studyGeneralAustriaJauk et al [46],
2020

• The procedure pro-
vides no guarantee of
clinically appropriate
improvement to mod-
el performance

• The procedure effec-
tively recommended
updating methods
proportional to the
need

• This procedure can be
applied to any type of
model

• The procedure is con-
servative compared
with others

• To outline a proce-
dure for selecting
updating methods to
combat clinical pre-
diction model drift

Case studyGeneralUnited StatesDavis et al [47],
2019

• Vended implementa-
tion platforms are al-
so imperfect

• To outline and
demonstrate a sys-
tem for general AI
deployment in radi-
ology and discuss
use cases and re-
quirements

Case studyRadiologyUnited StatesBlezek et al
[48], 2021
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BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

• The Agile develop-
ment approach was
used to deliver the AI
product

• Radiology IT support
was significantly in-
volved

• Computational and
storage resources
were appropriately
configured to proper-
ly handle the current
and future processing
requirements

• Radiologists received
training on the use of
the new system

• Custom solutions can
fit and function
seamlessly in clinical
workflows but are
susceptible to some
issues

• Radiologists ap-
proved of the ability
to conveniently de-
cide the correctness
of the results and the
system’s seamless
and intuitive integra-
tion into their work-
flow

• Discrepancy in label-
ing data due to discor-
dance among physi-
cians for cancer grad-
ing

• Substantial increase
in pathology work-
load and job complex-
ity makes it a prime
candidate for AI up-
take

• External validation
• The use of unseen da-

ta sets for perfor-
mance validation

• Small calibration data
set was effective for
adapting the algo-
rithm to a new envi-
ronment

• Combining target cat-
egories into clinically
significant groups re-
duced computational
requirements, allow-
ing for real-time
analysis

• To clinically vali-
date an AI algo-
rithm for detecting
prostate adenocarci-
noma, grade tumors,
and detect clinically
important features

• To deploy the AI al-
gorithm in clinical
workflow

Case studyPathologyUnited StatesPantanowitz et
al [49], 2020

• Low performance in
workflow

• Alert fatigue
• The risk of bias on a

clinician’s decision
when using the AI
application

• To evaluate the en-
ablers of and barri-
ers of implementing
AI in emergency
care

Case studyEDJapanFujimori et al
[50], 2022
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BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

• Data explanation and
visualization were
used to justify the
alerts

• Robust validations
are required to avoid
undesired conse-
quences

• Alert fatigue was
avoided by process-
ing background infor-
mation and present-
ing visual data

• Training clinicians

• Difficulties with the
definition of optimal
alerts

• Alerts were said to be
disruptive to the
workflow

• Alert fatigue
• Concerns about the

clinical relevance of
the new system

• Difficult to explain
and understand ML
outputs

• Trust issue with the
output due to misun-
derstanding the out-
put

• High financial cost

• Ease of integration
and ability to cus-
tomize the AI model

• To examine the im-
plementation of a

sepsis CDSp tool
with ML models
and rule-based ap-
proach from the
viewpoint of those
leading the imple-
mentation

Case studyGeneralUnited StatesJoshi et al [20],
2022

• Lack of external vali-
dation

• Lack of generalizabil-
ity

• Multidisciplinary
team

• Security measures
were adopted

• Clinical relevance to
the targeted cohort

• Temporal validation
• Conducted a pilot test

to understand the
model output

• User training
• Model update to

avoid data drift

• To develop an AI
application for pre-
dicting the risk of
clinical deteriora-
tion in hospitals

Case studyGeneralCanadaPou-Prom et al
[51], 2022

• End users’ concerns
about whether the
new solutions are rel-
evant to their work-
flow

• Potential disruption
to the routine work-
flow and unintended
consequences

• Lack of customiza-
tion capability

• Co-design with end
users

• To identify barriers
to AI uptake in
workflow

Case studyGeneralUnited StatesBaxter et al
[52], 2020

• Clinicians’ trust
• Lack of understand-

ing of the output
• Alert fatigue
• Disruption to the

workflow

• To examine the
variables influenc-
ing the implementa-
tion of ML applica-
tions for predicting
sepsis incidence

Case studyEDUnited StatesSandhu et al
[53], 2020
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BarriersEnablersAim of studyStudy typeClinical set-
ting

CountryStudy, year

• Co-design with nurs-
es and clinical staff

• Introduced a new job
title responsible for
the integration

• Having the required
clinical knowledge
about sepsis

• Training end users

• Lack of evidence-
based implementation
guidelines

• Disruption to the
workflow

• Lack of feedback
loop for continuous
updating

• Multidisciplinary
team

• Co-design with clini-
cal staff

• Hospital leaders and
external research
partners

• Training staff
• Data scientists with

the required clinical
background

• Personnel time for in-
tegration of new ML
system

• Shared infrastructure
for development and
deployment

• To report a deep
learning sepsis de-
tection and manage-
ment system

Case studyEDUnited StatesSendak et al
[54], 2020

aAI: artificial intelligence.
bCST: collaborative science team.
cHCP: health care provider.
dHL7: Health Level 7.
eML: machine learning.
fFHIR: Fast Healthcare Interoperability Resources.
gOMOP-CDM: Observational Medical Outcomes Partnership Common Data Model.
hQA: quality assurance.
iSOLE: Standardized Operational Log of Events.
jCT: computerized tomography.
kED: emergency department.
lPACS: picture archiving and communication system.
mREDCap: Research Electronic Data Capture.
nHIPAA: Health Insurance Portability and Accountability Act.
oEHR: electronic health record.
pCDS: clinical decision support.
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Figure 2. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart for study selection.

Study Characteristics
Table 2 outlines the characteristics of the included studies in
this review. The publication dates of the included studies ranged
from 2019 to 2022 [20,30-54]. In total, 65% (17/26) of the
studies were case studies on the implementation of AI in
hospitals [20,39-54], whereas the remaining 35% (9/26) were
implementation guidelines [30-38].

Of the 26 identified studies, 15 (58%) originated from the United
States [20,32,33,36,37,39,43-45,47-49,52-54]; 2 (8%) originated
from the United Kingdom [30,42]; 2 (8%) originated from the
Netherlands [34,41]; and 1 (4%) originated from China [55],
Australia [46], Japan [50], Canada [51], Austria [46], Germany
[35], and Sweden [31] each.

Radiology was the clinical setting in 46% (12/26) of the studies
[33,34,36,37,39-41,43-45,48,49]. A total of 38% (10/26) of the
studies were conducted in general inpatient wards
[20,30-32,35,38,46,47,51,52], and 15% (4/26) were conducted
in emergency departments [42,50,53,54].

Quality Assessment
Regarding the 35% (9/26) of guideline studies, none fully
adhered to the ADAPTE framework [29]. Although these
included guideline studies had clear scopes and purposes aligned
with this review, they all lacked details concerning the
assessment of quality, external validation, and aftercare planning
procedures. The details of this assessment for all the guideline
studies can be found in Multimedia Appendix 3 [20,30-54].

With respect to the 65% (17/26) of case studies, they were
classified into 3 groups: quantitative descriptive (12/17, 71%)
[39,40,42-49,51,54], qualitative (4/17, 24%) [20,41,52,53], and
mixed methods (1/17, 6%) [50]. Overall, 5 of the case studies
met the MMAT criteria: all 4 (80%) qualitative studies and the
one mixed methods study. The remaining 71% (12/17) of
quantitative descriptive studies failed to fully adhere to the
MMAT criteria. In all but 17% (2/12) of these quantitative
descriptive studies, an appropriate data sampling strategy was
not used to represent their target population [40,49]. The
statistical analysis of the findings was assessed as appropriate
in 58% (7/12) of the quantitative descriptive studies
[42,43,46,47,49,51,54]. Overall, our assessment revealed that
the quality of 81% (21/26) of the included studies was poor due
to insufficient reporting of their methodologies (Multimedia
Appendix 3).

RQ Findings

RQ 1A Findings: Enablers of AI Implementation in
Hospitals
A total of 28 enablers extracted from both prior work and this
study (n=8, 29% were new enablers identified in our study) are
presented in Table 3. Most of these newly identified enablers
(7/8, 88%) related to the information and technology categories,
highlighting the potential opportunities for hospitals regarding
data readiness and required technologies for the successful
implementation of AI. A total of 54% (15/28) of the enablers
were shared findings between the previous reviews and this
study.
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Table 3. Consolidated view of research question 1A (enablers to artificial intelligence [AI] implementation; N=26)a.

Studies, n (%)SourceHorizon and category

This studyPrevious studies

Horizon 2: creating AI analytics

12 (46)People

Enabler 1: multidisciplinary team •• Blezek et al [48]Sharma et al [21]
• Pierce et al [44]
• Pou-Prom et al [51]
• Sendak et al [54]
• Sohn et al [43]
• Strohm et al [41]
• Wang et al [40]
• Wiggins et al [39]
• Gruendner et al [35]
• Leiner et al [34]
• Verma et al [38]
• Wilson et al [30]

—bEnabler 2: experienced data scientists • Sendak et al [54]
• Strohm et al [41]
• Wilson et al [30]

22 (85)Process

Enabler 3: co-design with clinicians •• Baxter et al [52]Sharma et al [21]
• Pierce et al [44]
• Sandhu et al [53]
• Sendak et al [54]
• Sohn et al [43]
• Strohm et al [41]
• Wang et al [40]
• Wiggins et al [39]
• Gruendner et al [35]
• Pianykh et al [33]
• Svedberg et al [31]
• Wilson et al [30]

Enabler 4: robust performance monitoring and
evaluation

•• Blezek et al [48]Sharma et al [21]
•• Fujimori et al [50]Chomutare et al [24]
• Pou-Prom et al [51]
• Sohn et al [43]
• Soltan et al [42]
• Allen et al [37]
• Verma et al [38]

Enabler 5: seamless integration •• Blezek et al [48]Sharma et al [21]
• Pierce et al [44]• Lee et al [22]
• Sohn et al [43]
• Soltan et al [42]
• Leiner et al [34]
• Verma et al [38]

Enabler 6: organizational resources •• Strohm et al [41]Sharma et al [21]
• Wiggins et al [39]• Lee et al [22]
• Svedberg et al [31]• Chomutare et al [24]
• Wilson et al [30]

Enabler 7: evidence of clinical and economic AI
added value

•• Joshi et al [20]Sharma et al [21]
•• Blezek et al [48]Wolff et al [23]

• Chomutare et al [24] • Strohm et al [41]

Enabler 8: addressing data shift •• Wang et al [40]Lee et al [22]
• Davis et al [47]
• Eche et al [36]
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Studies, n (%)SourceHorizon and category

This studyPrevious studies

—• Sharma et al [21]Enabler 9: improved team communication

9 (35)Information

• Pantanowitz et al [49]
• Pou-Prom et al [51]
• Wang et al [40]
• Wiggins et al [39]
• Allen et al [37]

• Chomutare et al [24]Enabler 10: data quality

• Kanakaraj et al [45]
• Pou-Prom et al [51]
• Gruendner et al [35]

• Lee et al [22]Enabler 11: data security

• Fujimori et al [50]
• Subbaswamy and Saria [32]

—Enabler 12: data visualization

15 (58)Technology

• Pierce et al [44]
• Pou-Prom et al [51]
• Wang et al [40]
• Pianykh et al [33]
• Subbaswamy and Saria [32]

• Sharma et al [21]Enabler 13: continuous learning capability

• Pierce et al [44]
• Sohn et al [43]
• Wang et al [40]
• Gruendner et al [35]
• Leiner et al [34]

—Enabler 14: containerization

• Kanakaraj et al [45]
• Wiggins et al [39]
• Gruendner et al [35]
• Leiner et al [34]

• Chomutare et al [24]Enabler 15: interoperability

• Blezek et al [48]
• Sendak et al [54]
• Gruendner et al [35]
• Leiner et al [34]

—Enabler 16: shared infrastructure

• Joshi et al [20]
• Blezek et al [48]
• Sohn et al [43]

• Sharma et al [21]
• Lee et al [22]
• Wolff et al [23]

Enabler 17: customization capability

• Sohn et al [43]
• Leiner et al [34]

—Enabler 18: vendor-agnostic infrastructure

• Blezek et al [48]
• Pantanowitz et al [49]

—Enabler 19: computational and storage resources

• Fujimori et al [50]—Enabler 20: alert considerations

• Joshi et al [20]—Enabler 21: ease of integration

Horizon 3: implementation of new models of care

8 (31)People
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Studies, n (%)SourceHorizon and category

This studyPrevious studies

• Blezek et al [48]
• Jauk et al [46]
• Pierce et al [44]
• Sandhu et al [53]
• Sendak et al [54]
• Gruendner et al [35]
• Pianykh et al [33]
• Wilson et al [30]

• Sharma et al [21]
• Lee et al [22]
• Chomutare et al [24]

Enabler 22: skilled end users

• Sendak et al [54]• Chomutare et al [24]Enabler 23: hospital leadership

—• Sharma et al [21]
• Lee et al [22]
• Chomutare et al [24]

Enabler 24: innovation champions

9 (35)Process

• Blezek et al [48]
• Fujimori et al [50]
• Jauk et al [46]
• Pierce et al [44]
• Pou-Prom et al [51]
• Sandhu et al [53]
• Sendak et al [54]
• Leiner et al [34]
• Wilson et al [30]

• Chomutare et al [24]Enabler 25: staff training

—• Sharma et al [21]
• Lee et al [22]

Enabler 26: provide incentives when using AI

—• Wolff et al [23]Enabler 27: limiting non-AI solutions

1 (4)Information

• Verma et al [38]• Chomutare et al [24]Enabler 28: usability

aEnablers identified in previous reviews and this review were mapped to 4 categories of the 3-horizon framework [15].
bNot specified.

Within the scope of the 3-horizon framework [15], most
included studies in this paper (22/26, 85%) indicated that the
process domain facilitated the development of AI analytics
within horizon 2 [20,30,31,33-44,47,48,50-54]. Co-design with
clinicians was the most commonly reported enabler in 46%
( 1 2 / 2 6 )  o f  t h e  p a p e r s  i n  h o r i z o n  2
[30,31,33,35,39-41,43,44,52-54]. The process domain was also
highlighted as having a facilitative role in the creation of new
care models with AI (horizon 3) in 35% (9/26) of the papers
[30,34,44,46,48,50,51,53,54]. Training end users to adopt AI
solutions and interpret the insights was reported in all these 9
studies as an enabling factor in horizon 3.

Technological factors were highlighted in 58% (15/26) of the
s t u d i e s  a s  e n a b l e r s  w i t h i n  h o r i z o n  2
[20,32-35,39,40,43-45,48-51,54], with the most commonly
reported factor being continuous learning capability of AI
analytics [32,33,40,44,51] and containerization capability by
providing separated development environments [34,35,40,43,44]
and applying the interoperability techniques ensuring seamless
integration of diverse formats of clinical data from different
hardware and software sources [34,35,39,45].

Of all the included studies, 46% (12/26)
[30,34,35,38-41,43,44,48,51,54] and 31% (8/26)
[30,33,35,44,46,48,53,54] identified people-related enablers
across horizons 2 and 3, respectively, with multidisciplinary
teams in horizon 2 and trained end users in horizon 3 being the
2 most reported enablers.

Enabling factors related to the information domain were
discussed in 35% (9/26) of the included studies in this review
[32,35,37,39,40,45,49-51], with data quality being the most
reported enabler of the successful implementation of AI in
hospitals in >50% of these papers (5/9, 56%) [37,39,40,49,51].
The enablers of the AI adoption in hospitals were reported to
include factors such as considerations of data security [35,45,51]
and data visualization [32,50] in horizon 2 along with AI
usability [38] solutions in horizon 3.

RQ 1B Findings: Barriers to AI Implementation in
Hospitals
Overall, a total of 18 barriers to AI implementation in hospitals
were extracted from both prior work and this study, with 5
(28%) found to be new in this study (Table 4). Most of these
newly identified barriers (4/5, 80%) were related to the
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information and technology categories. A total of 50% (9/18)
of the identified barriers were found to be shared findings
between the previous work and this study. In our analysis, some
factors played dual roles, acting as both enablers and barriers.
For instance, “Seamless integration” served as an enabler
(enabler 5; Table 3), whereas “Disruptive integration” acted as
a barrier (barrier 3; Table 4). We reported both enablers and
barriers with such reversed meanings to highlight the real-world
complexities due to which such factors can exhibit this duality.

Regarding the 3-horizon framework [15], 58% (15/26) of the
included studies in this review showed that the process domain
hindered the development of AI within horizon 2
[20,31,37,40-43,45-47,50-54]. The lack of sufficient
performance assessment within horizon 2 was the most
commonly reported barrier in 27% (7/26) of the papers
[37,41,42,46,47,50]. The factors related to the process domain
were also reported as barriers to the implementation of AI within
horizon 3, with 8% (2/26) of the papers reporting alert fatigue

as an obstacle to AI adoption for creating new models of care
[20,53].

Information-related factors were highlighted in 31% (8/26) of
the studies as barriers within horizon 2 [20,35,36,46,51], with
the most commonly mentioned one being poor data quality
[20,35,36,46,51]. The challenge with data shift was reported as
part of the information domain within horizon 3 [32].

Technology-related challenges in horizon 2 were identified in
19% (5/26) of the studies, including issues such as the lack of
customization capability and computational limitations of
hardware [35,43,48,50,52].

Within horizon 3, a total of 19% (5/26) of the included papers
highlighted the barriers related to the people domain
[20,30,41,50,53], with lack of trust by clinicians and
inexperienced end users in using AI within their routine
workflows being 2 barriers reported in these studies.
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Table 4. Consolidated view of research question 1B (barriers to artificial intelligence [AI] implementation)a.

Studies, n (%)SourceHorizon and category

This studyPrevious studies

Horizon 2: creating AI analytics

15 (58)Process

Barrier 1: insufficient performance assessment •• Fujimori et al [50]Chomutare et al
[24] • Jauk et al [46]

• Soltan et al [42]
• Strohm et al [41]
• Davis et al [47]
• Allen et al [37]

Barrier 2: lack of standardized guidelines for AI im-
plementation

•• Pou-Prom et al [51]Sharma et al [21]
•• Sendak et al [54]Wolff et al [23]

• Chomutare et al
[24]

• Soltan et al [42]
• Strohm et al [41]
• Svedberg et al [31]

Barrier 3: disruptive integration •• Joshi et al [20]Lee et al [22]
• Baxter et al [52]• Chomutare et al

[24] • Sandhu et al [53]
• Sendak et al [54]

Barrier 4: inadequate continuous learning •• Kanakaraj et al [45]Chomutare et al
[24] • Sendak et al [54]

• Wang et al [40]

Barrier 5: complexity of maintenance •• Sohn et al [43]Wolff et al [23]
• Chomutare et al

[24]

—bBarrier 6: lack of clear consensus on alert definitions • Joshi et al [20]

—Barrier 7: insufficient data preprocessing • Wolff et al [23]

8 (31)Information

Barrier 8: poor data quality •• Joshi et al [20]Lee et al [22]
• Jauk et al [46]• Wolff et al [23]
• Pou-Prom et al [51]• Chomutare et al

[24] • Eche et al [36]
• Gruendner et al [35]

—Barrier 9: data heterogeneity • Pantanowitz et al [49]
• Wilson et al [30]

—Barrier 10: data privacy • Sohn et al [43]

—Barrier 11: challenges with data availability • Lee et al [22]
• Wolff et al [23]
• Chomutare et al

[24]

5 (19)Technology

—Barrier 12: lack of customization capability • Baxter et al [52]
• Blezek et al [48]
• Sohn et al [43]

—Barrier 13: computational limitations of hardware • Fujimori et al [50]
• Gruendner et al [35]

Horizon 3: implementation of new models of care

5 (19)People
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Studies, n (%)SourceHorizon and category

This studyPrevious studies

• Joshi et al [20]
• Sandhu et al [53]
• Wilson et al [30]

• Chomutare et al
[24]

Barrier 14: inexperienced end users with AI output

• Fujimori et al [50]
• Sandhu et al [53]
• Strohm et al [41]

• Lee et al [22]
• Chomutare et al

[24]

Barrier 15: lack of clinician trust

2 (8)Process

• Joshi et al [20]
• Sandhu et al [53]

• Lee et al [22]
• Chomutare et al

[24]

Barrier 16: alert fatigue

—• Chomutare et al
[24]

Barrier 17: difficulties with understanding AI outputs

1 (4)Information

• Subbaswamy and Saria
[32]

• Lee et al [22]Barrier 18: data shift

aBarriers identified in previous reviews and this review were mapped to 4 categories of the 3-horizon framework [15].
bNot specified.

RQ 2 Findings: Mapping the Findings to the 3-Horizon
Framework
The identified enablers and barriers to AI implementation in
hospitals (RQ 1) were mapped to the 3-horizon framework [15]
across 4 categories: people, process, information, and technology
within horizons 2 and 3 (Figure 3 [15]).

In horizon 2, we identified a total of 21 enablers, with most
associated with technology (n=9, 43%) and processes (n=7,
33%). Moving to horizon 3, a total of 7 enablers were identified,
spanning the categories of people (n=3, 43%), processes (n=3,
43%), and information (n=1, 14%). Regarding barriers, horizon
2 presented a total of 13 barriers, with >50% (n=7, 54%) falling
into the process category. In horizon 3, we identified a total of
5 barriers primarily distributed among the people (n=2, 40%),
process (n=2, 40%), and information (n=1, 20%) categories.

Figure 3. Mapping the identified enablers and barriers to the 3-horizon framework (adapted from Sullivan et al [15] with permission from CSIRO
Publishing). *Enablers described in Table 3; **Barriers described in Table 4. AIML: artificial intelligence machine learning; B: barrier; E: enabler;
EMR: electronic medical record.

Discussion

Principal Findings
The health care industry needs to adopt new models of care to
respond to the ever-growing demand for health services. Over
the last decade, the academic community has shown

considerable interest in the application of AI to explore new
innovative models of care. Despite the numerous papers
published each year exploring the potential of AI in various
health domains, only a few studies have been implemented into
routine workflows. Investigating the factors that lead to the
success or failure of AI in health care could potentially provide
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actionable insights for the effective implementation of AI in
clinical workflows. In this review, we explored the current state
of the literature focusing on the implementation of AI in
hospitals. Our review of 26 studies revealed several enablers of
and barriers to the implementation of AI in digital hospitals.
Although our search for studies dated back to 2010, all 26 case
studies and guidelines found in our study were published from
2019 onward. This is not surprising considering the significant
progress made in AI implementation across many fields in recent
years. Given such substantial advancements, implementation
science needs to be further developed to accommodate these
new AI innovations in health care [19]. This paper can serve as
a road map for decision makers, presenting key actionable items
to translate AI into hospital settings and leveraging it for
potential new models of care.

While this paper extends the findings of previous reviews by
examining the factors associated with AI implementation in
health care [22-24], a significant aspect found in both previous
reviews and our study underscores the significance of
process-related factors for creating AI analytics. A large number
of papers identified in this study (22/26, 85%) reported process
factors as enablers of their AI implementation, aligning with
the factors found in all previous reviews (enablers 3-9; Table
3). This commonality indicates the significant opportunity for
hospitals to leverage their existing workflows as a strategic
approach to enable AI adoption. In the context of developing
innovative care models through AI analytics, obstacles
associated with people (barriers 14 and 15; Table 4) were
identified in 19% (5/26) of the included studies, consistent with
findings in 2 previous reviews [22,24]. This highlights the
influence of human factors in facilitating the integration of AI
in practice.

Apart from the common findings between this and previous
reviews, there are several novel aspects to this study. First, it
centered specifically on hospitals, the largest and richest source
of clinical data. Second, it incorporated AI implementation
guidelines from the included studies, allowing for a broader
understanding of AI implementation. Third, our review
identified new enablers of AI implementation regarding

technology and information that can facilitate AI
implementation, including quality of data, shared infrastructure
for continuous development, and capabilities regarding hardware
resources. Fourth, this paper identified new barriers to AI
implementation, with most of them being within the domains
of process, information, and technology. These barriers included
challenges such as data privacy, dealing with heterogeneous
data, limitations with the customization of AI analytics, and
ambiguity surrounding the design of alert definitions. Finally,
the study findings were mapped to a 3-horizon framework
encompassing 4 key categories: people, information, process,
and technology. This framework offers a clear and practical
road map for health care organizations planning to create new
AI analytics.

It is important to note that, while our primary focus was on
hospital facilities, the findings of this review may exhibit
variations across other health care settings. For example, the
incorporation of AI in outpatient care may demand different
technological infrastructures to enable AI development. Future
research can expand upon this study by investigating the
evidence of enablers and barriers associated with AI
implementation in wider health care settings, including primary
care and outpatient care, as we expect that the outcomes of this
study may differ in other health care settings. Moreover, the
incorporation of studies related to regulatory aspects can be a
crucial component for a more comprehensive understanding of
the trajectory of AI adoption within health care systems.

Toward AI Implementation in Hospitals

Actionable Recommendations
In this section, we consolidate the findings of this study and
prior work within the scope of a 3-horizon framework [15] and
provide recommendations for health care organizations that
plan to implement AI analytics in hospitals (Textbox 2). These
recommendations are not the ultimate solution but rather a
flexible action plan to facilitate AI implementation and mitigate
potential challenges regarding the digital transformation of
hospitals.
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Textbox 2. Recommendations for artificial intelligence (AI) adoption in hospitals.

Horizon 1: establishing digital infrastructure

• Implement functional electronic medical record system

• Focus on improving data quality

• Maintain data privacy and security

• Facilitate data availability

Horizon 2: create AI analytics

• Co-design with multidisciplinary team

• Employ experienced data scientists

• Adopt interoperability methods

• Focus on AI usability

• Continuously develop and evaluate AI results

• Enhance data security and privacy

• Improve computational capabilities

• Focus on seamless integration

• Enhance customization capability

• Demonstrate AI added value

• Improve team communication

• Define design standards for AI output

• Focus on vendor-agnostic architecture

Horizon 3: create new models of care

• Restructure the clinical care models using insights from AI analytics

• Provide user training

• Continuously improve quality to produce reliable AI output and minimize data shift and alert fatigue

• Leverage hospital leaders to drive AI adoption

• Appoint innovation managers

• Provide incentive for using AI

Horizon 1: Establishing Digital Infrastructure
Data form the core of AI development to create clinical
analytics. Some information barriers emerging in horizon 2,
presented in Table 4, may be associated with challenges
regarding EMR data, for example, quality of data (barrier 8),
data heterogeneity (barrier 9), and data privacy (barrier 10). In
the integration of EMR systems within hospital settings, careful
attention must be paid to the functionality of the system to
enable routine data collection to support the continuous
development of AI analytics. Prioritizing the enhancement of
data quality through the implementation of rigorous validation
processes is a key factor in producing generalizable, reliable,
and effective AI outputs. It is also imperative to ensure strict
adherence to data privacy protocols during the EMR
implementation, safeguarding sensitive patient information and
maintaining ethical standards in handling health care data.

Horizon 2: Creating Analytics
Horizon 2 primarily focuses on data extraction and developing
AI analytics. The successful implementation of AI in this
horizon will be discussed within the following themes.

Form a Diverse Team of Experts

There is evidence suggesting that building a multidisciplinary
team consisting of clinicians, nurses, end users, and data
scientists can facilitate the successful design and implementation
of AI in hospitals (enabler 1; Table 3). Experienced data
scientists can potentially increase the success of AI in health
care by ensuring accurate, reliable, and fair AI output in addition
to identifying biases, handling complex medical data effectively,
and optimizing AI algorithms (enabler 2; Table 3).

Enhance the Existing Processes

While horizon 2 revolves around technical aspects of AI
implementation, the evidence indicates that involving clinicians,
end users, and technical staff in the design and implementation
stages is needed for successful integration (enabler 3; Table 3).
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The co-design strategy can alleviate challenges such as the lack
of consensus on alert definitions (barrier 6; Table 4), leading
to usability improvement (enabler 28; Table 3). Enhancing the
understanding of AI output through training end users has the
potential to alleviate concerns about the usability of AI output,
fostering a smoother adoption of AI technologies in hospitals.

The studies recognized that minimizing workflow disruption is
key for the successful implementation of AI (enabler 5; Table
3). To minimize workflow disruption and ensure a smooth
transition when implementing new AI solutions in hospitals, it
is important to engage end users from the early stage of the
development process [56], although training and education
should be provided to help staff members effectively incorporate
the AI solution into their daily routines. For successful
implementation of less disruptive technologies such as AI, it is
recommended to establish a clear vision and communication
by the leadership team (enabler 23; Table 3), have innovation
champions (enabler 24; Table 3), and provide incentives (enabler
26; Table 3) to drive long-term adoption and habit formation
[57].

Continuous AI development with the use of routinely collected
data and clinicians’ feedback ensures that AI results accurately
reflect the current clinical situations in hospital settings (enabler
13; Table 3). This can support clinicians in making more
accurate diagnoses and treatment decisions by leveraging the
latest insights derived from AI analytics. While insufficient
assessment of AI performance in hospital settings is considered
a prominent obstacle to successful implementation (barrier 1;
Table 4), continuous development and monitoring helps avoid
“data drift,” a phenomenon in which AI models lose accuracy
over time due to changes in the data or environment [32,47].

Strive for Better Data Quality and Security

The studies indicated that the implementation of AI is hindered
by data privacy concerns (barrier 10; Table 4). Hospitals can
mitigate the risks associated with data handling and storage by
adopting standardized data frameworks and interoperability
techniques (enabler 15; Table 3). These measures help minimize
vulnerabilities and enhance overall data security.

The quality of data in developing AI analytics refers to the
accuracy, completeness, consistency, reliability, and relevance
of the data used to implement AI analytics and is considered a
crucial enabler for successful AI implementation in hospitals
[58]. Hospitals are encouraged to improve their data quality by
implementing robust data governance protocols
[21,23,31,41,42], adopting standardized data protocols to
facilitate interoperability [24,34,35,39,45], and actively
validating and verifying the accuracy of the data with clinicians
and data scientists [30,41,54].

Strengthen Technological Infrastructures

The use of third-party hardware and software in AI solutions
can limit control and raise security and privacy concerns [43].
Open-source software can improve transparency and
accountability by allowing experts to identify vulnerabilities,
but it can also make it easier for malicious actors to exploit them
[35]. To mitigate this risk, hospitals can adopt validated
open-source software with appropriate security and privacy

measures, such as standardized databases and interoperability
protocols [24,34,35,39,45].

Horizon 3: New Models of Care
The objective of horizon 3 is to restructure the clinical care
model by harnessing the insights generated from AI analytics.
While the main focus of this horizon is on clinicians and
processes, fewer practical experiences are available for health
organizations to help in shaping the implementation strategy.

Training end users to understand AI output is suggested to
enhance the adoption of AI in hospitals (enabler 25; Table 3).
Hospital leadership plays a pivotal role in facilitating the
adoption of AI by providing strategic guidance, allocating
necessary resources, and fostering a supportive environment
for the implementation of AI initiatives (enabler 23; Table 3).
Hospitals are suggested to appoint innovation managers to
actively promote and facilitate the applications of AI, fostering
uptake and driving the implementation process in health care
(enabler 24; Table 3). Resourcing is the crucial enabler of AI
integration, in particular adequate skill sets. Experienced
clinicians who can interpret AI results are essential for ensuring
that AI systems are used effectively and responsibly in health
care organizations (enabler 22; Table 3). As a result, this can
redefine the traditional models of care by advocating for
evidence-based practices, patient-centered care, collaborative
care, and continuous quality improvement to enhance patient
outcomes and the overall quality of the care provided by health
care organizations.

Limitations
Our search strategy identified 26 studies that met the inclusion
criteria. All 26 studies were conducted in high-income countries.
As a result, the diversity and applicability of the findings to
other health care systems were constrained.

By excluding regulatory frameworks from this review in the
rapidly evolving regulatory landscape, we may have limited the
important implementation guidelines that ensure patient safety
and ethical use of AI provided by health care regulatory bodies.

We conducted a thorough examination of the reference lists in
the included studies to ensure the inclusion of all relevant papers.
Despite a valid research methodology, this approach may
introduce publication bias, a factor to consider when appraising
the study’s findings.

The methodological reporting of most studies included in this
review was assessed as poor, potentially limiting the quality of
the findings of this study. While consensus discussions were
held after the quality assessment to mitigate potential
discrepancies in the final evaluations, it is worth recognizing
that this process is subjective and the perspectives of reviewers
may evolve over time, resulting in variations when assessed by
different individuals.

Although our intention was to identify successful
implementations, it is possible that we missed significant
enablers or barriers present in failed implementations.
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Conclusions
This review incorporated the identified enablers of and barriers
to the implementation of AI into a 3-horizon framework to guide
future implementations of hospital AI analytics to evolve

practice toward an LHS. Successful AI implementation in
hospitals requires a shift in conventional resource management
to support a new AI implementation and maintenance strategy.
Using analytics to enable better decisions in hospitals is critical
to enable the ever-increasing need for health care to be met.
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