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Abstract

Background: Technological advances in robotics, artificial intelligence, cognitive algorithms, and internet-based coaches have
contributed to the development of devices capable of responding to some of the challenges resulting from demographic aging.
Numerous studies have explored the use of robotic coaching solutions (RCSs) for supporting healthy behaviors in older adults
and have shown their benefits regarding the quality of life and functional independence of older adults at home. However, the
use of RCSs by individuals who are potentially vulnerable raises many ethical questions. Establishing an ethical framework to
guide the development, use, and evaluation practices regarding RCSs for older adults seems highly pertinent.

Objective: The objective of this paper was to highlight the ethical issues related to the use of RCSs for health care purposes
among older adults and draft recommendations for researchers and health care professionals interested in using RCSs for older
adults.

Methods: We conducted a narrative review of the literature to identify publications including an analysis of the ethical dimension
and recommendations regarding the use of RCSs for older adults. We used a qualitative analysis methodology inspired by a
Health Technology Assessment model. We included all article types such as theoretical papers, research studies, and reviews
dealing with ethical issues or recommendations for the implementation of these RCSs in a general population, particularly among
older adults, in the health care sector and published after 2011 in either English or French. The review was performed between
August and December 2021 using the PubMed, CINAHL, Embase, Scopus, Web of Science, IEEE Explore, SpringerLink, and
PsycINFO databases. Selected publications were analyzed using the European Network of Health Technology Assessment Core
Model (version 3.0) around 5 ethical topics: benefit-harm balance, autonomy, privacy, justice and equity, and legislation.

Results: In the 25 publications analyzed, the most cited ethical concerns were the risk of accidents, lack of reliability, loss of
control, risk of deception, risk of social isolation, data confidentiality, and liability in case of safety problems. Recommendations
included collecting the opinion of target users, collecting their consent, and training professionals in the use of RCSs. Proper data
management, anonymization, and encryption appeared to be essential to protect RCS users’ personal data.
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Conclusions: Our analysis supports the interest in using RCSs for older adults because of their potential contribution to
individuals’quality of life and well-being. This analysis highlights many ethical issues linked to the use of RCSs for health-related
goals. Future studies should consider the organizational consequences of the implementation of RCSs and the influence of cultural
and socioeconomic specificities of the context of experimentation. We suggest implementing a scalable ethical and regulatory
framework to accompany the development and implementation of RCSs for various aspects related to the technology, individual,
or legal aspects.

(J Med Internet Res 2024;26:e48126) doi: 10.2196/48126
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Introduction

Challenges Associated to Population Aging
Technological and medical advances have led to a demographic
shift in the population, with the number of older adults
constantly increasing. According to the United Nations [1],
older adults (aged 60-65 years) will represent 16% of the world’s
population in 2050. In addition, life expectancy is increasing,
from 64.2 years in 1990 to 72.6 years in 2019, and is expected
to reach 77.1 years in 2050 [1]. However, there is a wide
diversity of health conditions among older adults. The health
status of older adults is dependent on multiple factors, including
nonmodifiable genetic factors and environmental factors, such
as lifestyle [2]. Thus, older adults represent a very heterogeneous
population with multiple and diverse needs and desires. With
advancing age, the loss of functional independence; frailty; and
other health diseases such as cardiovascular problems, cancers,
osteoarthritis, osteoporosis, or major neurocognitive disorders
may appear [3-5]. Among age-related conditions, major
neurocognitive disorders (eg, Alzheimer disease) receive
particular attention due to the increasing prevalence of these
diseases [6].

The aging population is not only a public health issue but also
a socioeconomic one. To face this challenge, it is important to
develop preventive measures to support active and healthy aging
and to preserve the independent functioning and quality of life
of older adults. The adoption of healthy behaviors can help
prevent or delay the onset of pathologies or treat them if detected
early [7].

The Use of Technologies for Older Adults
Preventive health measures can be supported through new
technologies, such as robotic coaching solutions (RCSs) that
promote healthy aging among older adults [8,9]. RCSs have
been defined as personalized systems that continuously monitor
the activities and environment of the user and provide them
with timely health-related advice and interventions [10-12].
These systems can help users define and achieve different
health-oriented goals [12].

RCSs may encompass artificial intelligence (AI) technologies
that can analyze user data, personalize coaching programs, and
adapt recommendations based on each individual’s needs
[1,13-19]. RCSs can involve robots equipped with sensors such
as cameras, microphones, or motion sensors to collect real-time
data about the user, AI, and programming that enables their
interaction with users [20,21]. These technologies are often

equipped with voice and visual recognition and learning
capabilities [20,21]. They can benefit from advanced natural
language processing techniques, which allow for understanding
of the user’s input, facilitating natural and effective
communication [22]. RCSs can offer guidance, support, and
feedback based on preprogrammed information or real-time
data analysis. These data can inform coaching strategies and
allow RCSs to provide users with relevant feedback [8].

RCSs can also encompass a virtual agent, which refers to a
computer program or an AI system that interacts with users in
a manner that simulates human conversation [14,18,23]. A
virtual agent is an animated character capable of adopting a
social behavior mimicking that of humans to encourage the
users to make changes in their habits [14]. Virtual agents might
take the form of a chatbot, voice assistant, or other AI-driven
communication system [14]. Biometric monitoring devices to
track physiological data such as heart rate, sleep patterns, or
stress levels can also be included in RCSs [8,20,21]. These data
can contribute to the configuration of personalized coaching
plans. RCSs can also encompass advanced data analytics that
can process large data sets generated by users’ interactions and
behaviors. This functionality helps in identifying patterns,
trends, and areas for improvement in coaching strategies [24].
Integrating Internet-of-Things devices in RCSs can provide
additional data points about a user’s environment, lifestyle, or
habits, thus contributing to a personalized coaching approach
[25].

Health-oriented RCSs could enable users to lead a healthy
lifestyle, by identifying needs and goals and providing
appropriate risk predictions and individualized recommendations
[12,26-28]. There are RCSs dedicated to a particular domain,
such as physical activity or motor rehabilitation [9,16]. Others
may have the objective of promoting independent and healthy
aging [29].

Promoting active and healthy aging can allow older adults to
maintain their independence and continue to live at home [4,30],
which is a wish of many [3]. This intervention could also help
to reduce the need for assistance, usually provided by informal
caregivers and health professionals [4,19,30-33]. Furthermore,
RCSs could lead to a reduction in individual and collective
health care expenses [4,32,34] by easing access to health and
social care interventions to a wide population, including
hard-to-reach (eg, geographically isolated) individuals.
However, although the use of health-related RCSs could have
many benefits, several ethical issues arise with their
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development and implementation in human environments
[3,35-38].

An Ethical Framework for the Use of Technologies for
Older Adults
For RCSs to contribute to active and healthy aging, it is
important that all the stakeholders (engineers, geriatricians,
psychologists, etc) involved in their design and implementation
refer to an ethical framework [3,38]. It is also important to
inform society (politicians and legal experts) about such an
extension of technology in people’s lives (private, professional,
medicosocial, and commercial context), so that we can create
a legal framework for the use of these technologies. An analysis
of the way in which ethical and legal dimensions have been
addressed by studies, in the field of RCSs for health care, seems
useful to support the key actors in their development and
implementation. The growing interest in the ethical questions
associated with the use of social and assistive robots is
evidenced by the volume of literature reviews
[3,12,18,31,32,37,39-51] on the topic.

Now, it appears appropriate to systematically examine this body
of work, focusing on the ethical analysis, and provide an
overview of the literature. Therefore, we performed a review
of the literature on RCSs for older adults using the European
Network of Health Technology Assessment (EUnetHTA Core
Model; version 3.0) model [52] for analysis. This Health
Technology Assessment (HTA) model makes it possible to
assess the intended and unintended consequences of the use of
a specific technology regarding multiple domains (eg,
technological, ethical, clinical, and organizational), providing
methods and concepts for this analysis [53]. Therefore, HTA is
a process that informs decision-making about the introduction
of new technologies such as RCSs in health care. It also seems
necessary to issue guidelines for the development and
implementation of health-oriented RCSs [54].

The objective of this study was to highlight the main ethical
questions and corresponding recommendations linked to the
use of RCSs for older adults for engineers, researchers, and
health professionals in this field. For this purpose, we conducted
a narrative literature review using the ethical dimension of the

EUnetHTA Core Model to guide the analysis. To the best of
our knowledge, such a study has not been conducted so far.

Methods

Overview
A thematic analysis of the literature was performed to identify
publications that describe RCSs for supporting older adults in
health care and prevention and those that address ethical issues
and recommendations regarding their development and
implementation. The methodology used for the narrative review
was inspired by the study by Green et al [55].

Inclusion and Exclusion Criteria
The review encompassed papers focusing on all populations,
with particular attention to older adults. It focused on the concept
of RCSs for health, while also incorporating publications
discussing other health technologies for older adults if the
authors have delved into relevant ethical considerations for their
development or implementation.

The context of the review revolved around the use of RCSs (or
related technologies), especially for older adults, across diverse
living environments such as homes, hospitals, and nursing
homes. Publications addressing RCSs and related ethical issues
within the health care domain were considered, whereas those
focusing solely on technical aspects (eg, AI and deep learning)
or those outside the health care domain were excluded.

Various types of publications, including theoretical papers,
research studies, and reviews, were included if they offered
ethical reflections or recommendations for RCS use in health
care. These reflections and recommendations were expected to
align with the topics and issues of the ethical dimension of the
EUnetHTA Core Model.

All publications, regardless of language (English or French),
were eligible if published after 2011. This time frame was
chosen considering the technological advancements over the
past decade, which may have influenced the evolution of ethical
issues and recommendations in the field of remote care systems
and related technologies. Textbox 1 summarizes the inclusion
and exclusion criteria adopted for the selection of papers in this
review.
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Textbox 1. Inclusion and exclusion criteria for the selection of publications about ethical issues regarding the use of robotic coaching solutions (RCSs)
for older adults.

Inclusion criteria

• Types of participants: all populations

• Interventions or phenomena of interest: RCSs or other technologies used in health care, if ethical issues are discussed

• Context: the use of RCSs in the health care sector

• Paper type: all paper types (theoretical papers, research studies, and reviews) that discuss ethical issues

• Language: English or French

• Date of publication: after 2011

Exclusion criteria

• Types of participants: not applicable

• Interventions or phenomena of interest: RCSs or all other types of technology outside the health care sector

• Context: the use of RCSs in non–health care sectors

• Paper type: papers about RCSs and other technologies that are not dealing with ethical issues

• Language: all other languages

• Date of publication: before 2011

Search Strategy and Study Selection
The review was conducted using the following keywords:
“seniors,” “older adults,” “social robots,” “assistive robots,”
“assistive technology,” “robots,” “virtual coach,” “e-coaching,”
“coaching system,” “coaching device,” “ethics,” and
“recommendations.”

The review was performed between August 2021 and December
2021 using the PubMed, CINAHL, Embase, Scopus, Web of
Science, IEEE Explore, SpringerLink, and PsycINFO databases.

This search allowed us to find 4928 initial publications. Then,
secondary research using references from other articles and the
same inclusion criteria was conducted. This search allowed us
to find 13 additional papers.

In total, 4943 papers were analyzed. The selection of the final
publications was performed after reading the title and abstract
first and, then, the full article. This selection process helped us
to exclude irrelevant papers and duplicates (Figure 1). In total,
0.51% (25/4943) of the papers were included in our review.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart showing a summary of the screening and selection
process of publications about ethical issues regarding the use of robotic coaching systems for older adults.

Data Analysis Criteria
The selected papers were analyzed using the ethical domain of
the EUnetHTA Core Model [52]. Proper registration of the use
of EUnetHTA Core Model for the purpose of this review was
made on the HTA Core Model website [52].

The model was developed for the production and sharing of
HTA information, allowing for the support of evidence-based
decision-making in health care, but it can also be customized
to other research needs. The EUnetHTA Core Model is
composed of 9 domains, each including several topics. Each
topic also includes different issues (ie, questions that should be
considered for the evaluation of health technologies). Thus, the
model is structured into 3 levels: domain (level 1), topic (level
2), and issue (level 3). The combination of a domain, topic, and
issue is linked to an assessment element ID, which can be

identified using a specific code for standardization purposes
(B0001, B0002, etc).

The main EUnetHTA model domains include the following:
(1) health and current use of the technology, (2) description and
technical characteristics of the technology, (3) safety, (4) clinical
effectiveness, (5) costs and economic evaluation, (6) ethical
aspects, (7) organizational aspects, (8) patient and social aspects,
and (9) legal aspects.

The ethical domain (level 1) in the EUnetHTA Core Model [52]
includes 5 topics (level 2): “benefit-harm balance,” “autonomy,”
“respect for people,” “justice and equity,” and “legislation.”
Each of these topics includes several issues (level 3) [52].

In this study, 2 authors (CP and ASR) independently analyzed
the 25 selected articles. First, they read the articles several times
to improve familiarity with the ideas addressing the ethical
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aspects of RCSs. Then, in each publication (methods, results,
and discussion sections), they identified segments of data that
were relevant or captured an idea linked to the “ethical” domain
of the model. A subsequent exploration of the coded data
(sentences or set of statements) was performed to get a more
precise classification at the topic level (level 2) and at the issue
level (level 3). Then, the coding was performed using the HTA
nomenclature. The 2 experts (CP and ASR) compared their
results. In a few cases, the coding results showed a lack of
consensus between the 2 coding authors, which was resolved
through a subsequent discussion between them. Interrater
correlation was not calculated.

A thematic analysis using the EUnetHTA framework for
conducting a literature review has been described in other studies
[56,57]. Furthermore, the use of EUnetHTA to perform an
ethical analysis of health technologies has already been proposed
[58]. The 25 selected articles were all coded using this
methodology. Some authors have previously emphasized the
possibility of overlapping issues between topics in the HTA

analysis. They have suggested to assess the overlapping issues
in the most relevant topic section [59].

This review was not registered, and a protocol for the review
was not prepared.

Results

Selected articles are presented in Multimedia Appendix 1
[3,12,18,31,32,37-51,60-64]. For each topic, we have presented
our findings in terms of questions and recommendations
according to the EUnetHTA Core Model, wherever possible.

Ethical Issues and Recommendations for the Use of
New Technologies
This section aims to summarize the ethical analysis performed
regarding the use of RCSs with older adults and to provide
recommendations for ethical use of these devices. Table 1
presents a synthetic summary of the elements presented in this
section.
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Table 1. Summary of the main ethical issues and recommendations on the use of robotic coaching solution in older adults following the Health
Technology Assessment–inspired analysis.

RecommendationsEthical concernsTopic and ethical issues (European Network of
Health Technology Assessment Core Model)

Topic 1: benefit-harm balance

What are the known and estimated benefits
and harms for patients when implementing
or not implementing the technology?

•• To develop devices that promote human interactionRisk of social isolation
•• To provide documentation and to explain in a clear and

understandable way the functioning of the devices but
also their benefits in a clear and understandable manner

Risk of deception
• Bias of algorithms

• To explain the ins and out of the algorithms used in the
device in detail

What are the benefits and harms of the tech-
nology for relatives, other patients, organiza-
tions, commercial entities, society, etc?

•• To evaluate the impact of technological devices on usersTensions with proxy
•• To evaluate the impact on the environmentEcological impact
• To encourage material recycling
• To develop energy-efficient technologies

Are there any unintended consequences of
the technology and its application for pa-
tients?

•• To offer user simplified training to the userQuickly evolving technology
•• To create devices adapted to the needs and preferences

of end users (user-centered design)
Unsuitability of technology

Topic 2: autonomy

Is the technology used for individuals who
are especially vulnerable?

•• To ensure obtain consent from users before the use of a
technological device

Informed consent

• To offer advance directives and a proxy to sign consent
• To ensure regular collection of consent and reminders of

information about the technology

Does the implementation or use of the tech-
nology affect the patient’s capability and
possibility to exercise autonomy?

•• To continually reassess the trust placed in technological
devices

Dependence on the technolo-
gy

•• To regularly check that the system is adapted to the user
and serves their interests

Loss of freedom
• Creating a new source of au-

thority

Topic 3: respect for persons

Does the implementation or use of the tech-
nology affect human dignity?

•• To promote positive informationStigmatization

Does the technology invade the sphere of
privacy of the patient or user?

•• Users must have control over the technology and know
where their data will be stored

Privacy
• Security of data

• The systems must also comply with the relevant data
protection framework

Topic 4: justice and equity

How does implementation or withdrawal of
the technology affect the distribution of
health care resources?

•• Ethical approval should be required obtained before
technologies can be used

Societal pressure
• Digital divide

• To ensure access to all, open-source development is
preferred to ensure access to all people

• Inequalities in resources

• To involve communities as much as possible

How are technologies with similar ethical is-
sues treated in the health care system?

•• Devices should only be used to enhance the work of
caregivers, not to replace them

Replacement of professionals

• Caregivers must have the opportunity to train on the use
of these devices

Topic 5: legislation

Can the use of the technology pose ethical
challenges that have not been considered in
the existing legislations and regulations?

•• To develop specific legal frameworksSafety of devices
•• An emergency stop button is required in these devicesRegulation of technology
• An ethics committee must be created to help researchers

develop ethical devices
• Researchers need to keep abreast of regulatory develop-

ments
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Topic 1: Benefit-Harm Balance
RCSs should be developed according to the principles of
beneficence (ie, to promote the interest of users) and
nonmaleficence (ie, to avoid inflicting harm) [39,60,64].

What Are the Known and Estimated Benefits and Harms
for Patients When Implementing or Not Implementing the
Technology?

Risk of Social Isolation

According to Sharkey and Sharkey [50], technological devices,
when used appropriately, could benefit older adults by
promoting social interaction and connection with their loved
ones [4,31,40]. Broadbent et al [19] have discussed the potential
of robots to reduce older adults’ social isolation. However, other
authors reported the negative influence of the use of robotic
devices on human contact [31,32,65]. The use of robots (eg,
telepresence robots) to make some cost savings (eg, reducing
travel costs and time spent on trips for family and professionals
to visit older adults) would reduce face-to-face interactions
[3,36,39,40]. Moreover, according to Körtner [47], the more
people become accustomed to communicating with robots, the
less they will be used to communicating with humans. The use
of social robots could lead to a reduction of interactions with
humans and thus to social isolation and emotional dependence
[39]. However, the influence of technological devices, such as
RCSs, on social isolation is still under debate, and the impact
of technology would depend on the manner in which it is used.

To avoid exacerbating the users’ social isolation, Portacolone
et al [38] advocate that social robots and similar technologies
should be designed with the objective of fostering interactions
with other humans, for instance, keeping users informed about
the entertainment and socializing activities near their home,
connecting them with their loved ones, and so on.

Risk of Deception

Another major risk for users is deception [39,64,66]. Portacolone
et al [38] described 3 types of deception that people with
neurocognitive disorders may face when interacting with social
robotic systems but which may also apply to all users. The first
type involves the user’s misconception of what is driving the
technological device [51]. Users may be misled if they think
that behind a medical chatbot, there is a real physician who
communicates and reads their messages [44] or, alternatively,
if they are not aware that, at some point, there are real humans
guiding the technological device [38]. The second type refers
to robotic devices programmed to express feelings or other types
of affective communication, which may lead the user to believe
that the system’s emotions are authentic. Related to this issue,
Körtner [47] discussed how some older adults may fear that
their social robot will forget them during their absence from
home. The resemblance with the living in terms of affective
behavior (eg, crying, laughing, or expressing concern) can make
the user believe that there is a reciprocity between human and
robot feelings [43]. The last type of deception is related to the
inadequate interpretations that older adults may have regarding
the nature of the robot, for example, thinking that an
animal-shaped robot is a real animal or a pet [38]. Some current
developments of social robots tend to make them resemble a

living being, in terms of their verbal and nonverbal behaviors
[34,60] or by highly anthropomorphizing their design [47],
which may blur the boundary between the real and the artificial
[45,60]. These design choices can also impact users’ dignity by
infantilizing them as they are led to believe in something that
is false [50].

However, according to some researchers [51,63,64], the notion
of deception should be considered in terms of the gradation
between what is morally acceptable and what is not. Deception
would be morally acceptable when it aims to improve a person’s
health or quality of life, for example, the use companion robots
to calm a person experiencing behavioral disorders linked to
dementia [51].

According to Danaher [43] and Vandemeulebroucke et al [40],
to avoid deception, it is essential to be transparent to users about
the design and operation of devices. As the information given
to the participants is the basis for obtaining consent to use the
technology, it is essential to offer them documents explaining
how the device is built and its advantages and limitations in a
clear manner adapted to the user’s knowledge and experience.
It is also important to inform users on how to behave with
technology [12]. Researchers should also answer users’
questions, pay attention to their feedback, and use it to improve
the device and its documentation [60]. During experiments with
RCSs, it is also important that researchers regularly remind
participants of the nature of the technological device to reduce
the risk of misinterpretation and to ensure that they still consent
to participate in the study [38].

Biases of Algorithms

An autonomous device does not work without AI or algorithms
that allow it to make decisions. However, these technologies
are created by humans, and programming biases can be
incorporated into them and lead to failures [44]. A technological
device can, for instance, misread a situation and react
accordingly, leading to a safety risk for the user [18]. Thus, it
is essential that the researcher scrutinizes the algorithms used
in RCSs before their implementation [44]. Fiske et al [44] also
suggest providing the users with detailed explanations about
the algorithms present in the technological device they are using.

What Are the Benefits and Harms of the Technology for
Relatives, Other Patients, Organizations, Commercial
Entities, Society, Etc?

At the society level, Boada et al [39] mentioned an ethical
consideration related to the ecological impact of robotic devices
in the current context of climate crisis and the lack of natural
resources. The construction of RCSs requires raw materials,
high energy consumption, and the management of their waste.
Therefore, it is important for developers to design technologies
that consume less energy and can be recycled.

Are There Any Unintended Consequences of the Technology
and Its Application for Patients?

Technologies Evolving Very Quickly

For some older adults, technologies evolve very quickly, which
makes it difficult for them to keep up with [62]. Denning et al
[67] encourage designers to develop products that are intuitive
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to use or to offer users a simplified training. However, although
some technologies are progressing quickly, technological
limitations are still present, especially regarding social robotic
systems, impacting their performance [68] and generating
frustration among some users [69].

Unsuitability of Technology

The lack of experience with the technologies and the fact that
the systems are not suitable to everyone can reduce the usability
and acceptability of RCSs among older adults [3,60,62]. Frennert
and Östlund [62] highlighted that some older adults were not
confident in their ability to handle a robot because of previous
complicated experience with technology. Peek et al [70] also
reported that users had doubts about their ability to use the
technology and feared that they would easily forget how to use
it. They may also fear false alarms generated by monitoring
technologies. For example, a person may decide to sit on the
floor, but this behavior can be considered as a fall by the
technology, and it could call for an ambulance to be sent to the
person’s home in vain [70].

To promote acceptability and usability of RCSs, it is essential
to develop them considering the capabilities, needs, and wishes
of various users [31,47]. “User-centered design” approaches
should be used for this purpose [71]. This methodology must
be performed in a continuous manner to consider the
development, new preferences, and experiences of the users.
Technology assessment should also be conducted before
deployment in ecological environments to improve the
predictability of RCSs and decrease the risk of confusion and
accidents [40,47].

Topic 2: Autonomy
According to Anderson and Kamphorst [42], the notion of
autonomy implies the recognition of people, for instance, users
of RCSs, as thinking individuals who have their own perspective
on matters and are able to judge what is best for them.

Is the Technology Used for Individuals Who Are Especially
Vulnerable?

Free and informed consent is a prerequisite for the involvement
of an individual in research, regardless of the domain. This
aspect is mentioned in numerous codes and declarations such
as the Declaration of Helsinki (1964-2008) [72]. In the context
of studies of the use of RCSs, this principle ensures that the
person has freely chosen to use a device. However, some older
adults, particularly those with cognitive disorders, may have
difficulties in understanding and evaluating information related
to RCSs and therefore in making appropriate choices [3].
Moreover, the person may not remember that the RCS is in their
environment or how it works [38,44]. The question of how to
ensure that the older adult has understood the purpose of RCS
and that their choice of using the technology is based solely on
their own decision and not that of a relative, caregiver, or
institution has also been discussed [46].

Researchers in the field of RCS should adapt to the cognitive
abilities of the populations they work with to facilitate
communication and decision-making [46]. Thus, the observation
of the person’s behavior is necessary to identify potential
reservations regarding the use of RCSs. When the person is

very vulnerable to respond, informed consent could be sought
by proxy such as from children, spouse, or partner [46,64].
However, according to Diaz-Orueta et al [37], the final decision
of using RCSs lies with the user. To prevent loss of capacity
and to guard against any risk of inducement to participate,
advance directives [46,64] or implementation of an advance
power of attorney [46] can be proposed.

Does the Implementation or Use of the Technology Affect
the Patient’s Capability and Possibility to Exercise
Autonomy?

Dependence on the Technology

Although the main interest of RCSs for older adults is the
maintenance of functional independence, it has been claimed
that these devices could make people dependent on them. By
replacing users in tasks that they can still perform, the use of
RCSs could create new forms of vulnerability [3,31,39,41,51].

People could rely entirely on autonomous technological devices,
such as RCSs, to guide their behaviors, goals, and actions
[12,73]. A questioning of the authenticity of users’ actions has
been mentioned by Anderson and Kamphorst [42]. Users might
not feel responsible for the success of their actions if they feel
they are completely driven by the guidance of the RCS. People
could also develop emotional and psychological feelings toward
the technology. This may have negative consequences for the
individuals [38,49] and lead to new vulnerabilities [39].

Loss of Freedom

Another ethical issue relates to the conflict between the user’s
safety, encouraged by the technology guidance, and a loss of
freedom. The RCS could impose constraints on the user under
the pretext that the user’s actions are not good for them
[39,40,74]. Sharkey and Sharkey [50] explained that to promote
home care, RCS could act as a supervisor (ie, programmed to
ensure that no danger is present and, if there is a danger, to
implement procedures to stop it and avoid it in the future). For
instance, the RCS could prevent the person from eating fatty
and high-caloric food because it is harmful to them. To protect
users and ensure that they live in good health, individuals using
RCSs could end up being deprived of certain actions or being
under some type of “house arrest” [50].

One of the goals of using such RCSs is to support older adults’
independence; therefore, it is essential that developers and
researchers in the field take measures to preserve the person’s
autonomy [75]. Furthermore, RCS users must have the
opportunity to evaluate and re-evaluate the role given to the
device, to assess whether the system is reliable and whether it
is serving their interests [12,42].

Creating a New Source of Authority

The use of RCSs could alter human relationships, for example,
by creating tensions between older adults and their informal
caregivers. Their use could also create some tensions with health
care professionals by creating a new source of authority [12].
Monitoring older adults through RCSs can generate anger in
the user, for example, when the device insists that the older
adult should take a medication that they do not want to take
[41,75].
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Topic 3: Respect for Persons

Does the Implementation or Use of the Technology Affect
Human Dignity?

Human dignity may be affected by the use of RCSs as these
technologies may be perceived as “problem evocators” [41].
Some RCSs are used to compensate for impaired capacities.
However, according to Körtner [47], their use can make older
adults aware of their limitations and lead to negative feelings,
anxiety, or exhaustion. RCS use can also lead to a form of
stigmatization by making one’s own inabilities visible to others
[3,70]. It is important to have positive communication regarding
RCSs, to provide a less stigmatizing view of their use.

Does the Technology Invade the Sphere of Privacy of the
Patient or User?

Privacy

To continue living at home, users are increasingly willing to
tolerate intrusion in their privacy [70], but they are not always
aware of when and how they are being monitored by RCSs [61].
Portacolone et al [38] provided the example of an animal-shaped
companion robot, for which the older adults can signal that they
no longer wish to interact with it by putting the robot to sleep.
However, the animal-shaped robot can record data even when
it is sleeping, but users are not always aware of this information.
Forgetfulness and the lack of understanding of the device can
lead to the risk of manipulation and coercion [44]. The person
who is vulnerable may forget that they are being monitored and
reveal personal information [50].

Technological devices, such as RCSs, must remain under the
control of the users [47]. Users should have the ability to define
when and where the device is used—when it collects data—to
maintain their privacy, especially in intimate or private care
settings.

Security of Data

According to Portacolone et al [38], remote monitoring
technologies are usually controlled by third parties, sometimes
even operating in another country, which can lead to cultural
biases during the interaction between the older adult and the
RCS. This context involves the risk that the person controlling
the device (third party) takes advantage of the older adult’s
vulnerability to steal their personal information or exposes the
user to financial abuse [38]. Older adults are not always aware
or vigilant about the sharing and use of data, which may be
personal and sensitive [73]. Furthermore, RCSs can be
connected to internet services that collect, store, and transfer
these sensitive data [47] for commercial use [49,61].

In addition, the use of technologies connected to digital networks
involves the risk of hacking and unauthorized surveillance
[34,51], which can make people vulnerable [62]. Denning et al
[67] found that home robots could not only be remotely located
and identified but also hacked and controlled. First, users may
have either preconceived and erroneous ideas about the
capabilities of the device or a lack of knowledge to evaluate the
safety, especially regarding data protection [3]. Second, users
do not always configure their technological device correctly or
update them [67].

Encryption or security systems must be put in place to protect
users’ personal data captured by the devices at every stage:
during collection, storage, transmission, and processing [3].
Researchers must also give particular attention to data security.
In Europe, for instance, researchers and technology providers
are required to comply with the General Data Protection
Regulation [40,76]. Data collection must be performed legally
or approved by the local relevant ethical committees.

To address data security challenges, 3 principles are
recommended by Ienca et al [46] when developing technological
devices: transparency, legitimate purpose, and proportionality.
Transparency refers to the fact that the user knows that the
system is collecting data and has consented to it. The user must
also have precise information about when and what type of data
are recorded and who has access to them [47]. Legitimate
purpose refers to the notion that the monitoring and collection
of data is performed for a specific purpose, (ie, in the best
interest of the user or, if applicable, a relative who has consented
to it). Finally, the principle of proportionality refers to the fact
that the data collected are not disproportionate to the user’s
needs.

Topic 4: Justice and Equity
The consequences of the technology implementation on the
distribution of health care resources was discussed in the
literature.

How Does Implementation or Withdrawal of the Technology
Affect the Distribution of Health Care Resources?

Societal Pressure

Socioeconomic issues are also linked to the development and
use of RCSs can also be raised. Individual freedom may be
hindered by the “incentive” of certain stakeholders or authorities
to enforce the use of RCSs [37]. The use of RCSs and similar
systems may also lead to a lesser involvement of relatives,
caregivers, and institutions that provide care to older adults and
to the reduction of care costs; these perceived economic benefits
may pressurize older adults to consent to use these devices
[40,46]. It is also possible that older adults may have to agree
to use the technological device to receive other health care
benefits (eg, aids and subsidies) [42].

Digital Divide

Different opportunities to access RCSs can result in digital
divide, defined by the Organisation for Economic Cooperation
and Development [77] as a gap between those who have access
to information and communication technologies and those who
do not. This difference can create educational, economic, social,
and even health-related disparities among citizens. Some citizens
would be able to use these devices and, therefore, could benefit
from their advantages, whereas others will not be able to use
them and will not enjoy their benefits. The use of technologies
in the health care context, through public or private institutions,
should be subject to previous authorization by independent
ethical committees to ensure that the use of these devices will
not harm users in any way.
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Inequalities in Resources

Questions about justice, equity, and equality among all citizens
also arise [12,40,46]. RCSs have relatively high costs [64] and
can generate additional expenses such as an internet subscription
[3] that only a part of the population can afford, and this may
be owing to the lack of research allowing to measure the
cost-to-benefit ratio of these technologies on health [32]. It is
important to ensure the access to RCSs among different living
areas (ie, urban and rural). Therefore, involving municipalities
and neighborhood associations seems an interesting way of
raising awareness about the opportunities offered by RCSs for
older adults and reaching a wider range of people.

To promote justice, equity, and fair distribution, Ienca et al [46]
and Wangmo et al [64] recommend reducing the development
costs of RCSs by promoting an open dissemination of source
codes. In addition, RCSs should be distributed in priority to
those in greatest need; therefore, measures to ensure access to
RCSs under fair conditions should be established [51]. Joachim
[78] also suggests to cover some of the costs of these health
care–oriented technologies through health insurance.

Recommendations have been published by researchers to
improve equality of access to technologies, such as using
open-source software, providing priority access for individuals
with low income, or relying on certain collective financing
systems such as retirement or health insurance [46,51,78].
Discussions must be conducted among developers, legislators,
and private and public organizations to identify viable financing
solutions that allow for fair distribution of RCSs.

Replacement of Professionals

Researchers have also reported fears expressed by older adults
and caregivers about how the use of technological devices could
eliminate care-related jobs or replace humans [17,34,48,61].
There are also concerns about the use of these technological
tools to reduce health care costs by decreasing the number of
available health care resources and services, thereby
exacerbating social inequalities [44]. The introduction of
health-oriented RCSs requires adapting the contexts of care
practices, which may threaten their quality [39]. Their
incorporation into the care work environment can be difficult
because the devices are automated and some care situations are
unpredictable [17,62]. Furthermore, the gestion of certain tasks
by technological devices requires a restructuring of the roles
and responsibilities of caregivers [39]. Fiske et al [44] highlight
that there are currently no recommendations or training to enable
health care professionals to adopt RCSs, even though these
professionals are increasingly confronted with technological
devices in their practice.

The incorporation of RCSs must always be accompanied by a
discussion with concerned care professionals regarding the
advantages and limits of the technology. Professionals must
also be supported in the use of these devices through effective
training. Structured training and supervision will contribute to
the development of a controlled framework of practice around
the use of RCSs and thus avoid potential abuse [44]. Moreover,
to encourage their use among professionals, it is essential to
clearly define the role of RCSs as an additional resource for

professionals and not a replacement of human care services
[44].

Topic 5: Legislation
The ethical challenges linked to the lack of existing legislations
and regulations dedicated to the use of the technology were
discussed in the literature.

Can the Use of the Technology Pose Ethical Challenges That
Have Not Been Considered in the Existing Legislations and
Regulations?

Safety of Devices

The use of RCSs by older adults can result in damage and harm
to their environment [79], especially when the device is still at
the prototype stage [47]. Safety risks linked to the use of RCSs
(eg, malfunctioning of the technology and incorrect decisions
made by the coaching system) arise when they share a common
space with humans and interact with them [39]. The following
questions must be considered: Who is responsible in case of an
accident, and who pays for the damages [39,40,48,62,80]? Is it
the designer, the device, or the user himself? Currently, the civil
code favors the cascade system (ie, first, the liability falls on
the designer of the product; then, on the developer; and finally,
on the user who has not followed the rules of use) [74].
However, the more the machine becomes autonomous, the less
the existing legal frameworks can answer these questions [80].
This is a key legal issue regarding the implementation of RCSs
in real settings because the person responsible for damage to
the user or the environment may incur legal or even penal
proceedings.

Damage and prejudice can also be caused by a failure to share
authority [45,49,60]. Who between the human and the
technological device holds the power to make decisions and
control a functionality [81]? According to Grinbaum et al [45],
it is important to specify the circumstances in which the human
must take control over the technological device (RCS) and those
in which the device should decide autonomously. According to
Riek and Howard [49], it is preferable that in certain cases, the
technological device, although autonomous, requires a human
validation of its actions to keep the user in control of the device.
In addition, Bensoussan and Puigmal [80] suggested the idea
that technological devices must have an emergency stop button,
so that the human can switch off the technology at any time.

Regulation of Technology

Currently, there is a gray area between the capabilities of RCSs,
the reality of the field, and the regulations in force [38]. To
accompany the researcher during the whole process of
development and diffusion of RCSs, an ethical framework
should be established [18,60]. Specifically, this can be in the
form of an ethical code of conduct illustrating the expectations
to all the employees of a company [18]. The researcher must
regularly inform themselves about the ethics to be consistent
with the evolution of the regulatory framework [60]. However,
according to Nevejans [82], these ethical recommendations have
no legal value and cannot protect humans from the damage
caused by new technologies. Thus, it is necessary to think about
a new legal framework to protect the users of RCSs [37].
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Discussion

Summary
The use of technologies, such as RCSs, in the health care field
has grown significantly in recent years [17,18]. RCSs are
increasingly being used for older adults with the aim of
promoting healthy behaviors, quality of life, and well-being.
However, the use of RCSs also raises several ethical challenges
regarding the cost-to-benefit balance of these new care practices,
respect for the autonomy of users, respect for privacy, justice
and equity linked to their access, or need for a suitable legal
framework. Such challenges could be addressed by establishing
relevant recommendations for the development and use of RCSs.
Some guidelines regarding the use of robotic systems have been
published [49,83]. Moreover, in April 2021, the European
Commission unveiled the first legal framework about AI [84].
However, to the best of our knowledge, no recommendations
have been proposed in this field directly linked to an analysis
of the literature dealing specifically with these ethical issues
and potential solutions to address them.

This narrative review identified 25 articles in which authors
highlighted ethical issues and recommendations related to the
use of RCSs and similar technologies. The use of the EUnetHTA
Core Model for the analysis of these articles made it possible
to classify the information retrieved in the publications
according to 5 main ethical topics—“benefit-harm balance,”
“autonomy,” “respect for persons,” “justice and equity,” and
“legislation”—and to provide a detailed analysis of RCS-related
ethical issues. Our review also aimed to identify
recommendations for better development, diffusion, and use of
RCSs by a population of older adults.

Technology devices, such as RCSs, are used with older adults
to enable them to live independently; to enhance their quality
of life and well-being; and, therefore, to cope with the increasing
care demands for older populations. RCSs may be used to
encourage a range of health-related goals: physical, cognitive,
nutritional, social, and emotional domains. To be effective,
RCSs must be able to motivate the user by providing highly
personalized care programs [85,86]. However, studies have
shown that not all potential target users are included in the
development of these devices [37,87,88]. Therefore, RCSs
design might fail to meet a wide range of users’ needs,
capabilities, and wishes. Thus, it is essential to apply
“user-centered design” approaches and involve target users with
various sociodemographic characteristics and technology
experience throughout the development process. A strong
involvement of the intended users of these systems in their
design process would also improve the quality of the information
provided to potential users of RCSs regarding their operation,
type of data collected, and potential benefits of the technology.
In this way, the involvement of the users would improve the
quality of the process of obtaining the consent required from
older adults to use the technology.

Another ethical challenge related to the use of RCSs is the fact
that their wide implementation for older adults’ care may affect
the distribution of health care resources. For instance, it has
been found that for some older adults and informal and formal

caregivers, the use of RCSs could replace humans in many
caregiving tasks, eventually leading to a suppression of jobs or
to a degradation of the quality of health care services
[17,34,48,61]. In this regard, the participation of a third person
(professional, volunteer, or family member) as a “human coach”
could be considered when implementing RCSs in the older
adults’ environment. This “human coach” could help build a
“chain of trust” by being an intermediary between the RCS and
the user. On the one hand, the involvement of a real person in
the use of the RCS could reduce the risk of replacement of
human assistance by technological assistance. On the other
hand, the “human coach” could help enhance the acceptability
and usability of the device, while at the same time, reassuring
the user and providing recommendations to the developers, so
that the RCS is consistent with users’ needs and desires.
However, the benefits of involving a “human coach” in the RCS
service provision has yet to be evaluated by scientific studies.

According to some studies [3,39,41,51,65], the use of RCSs
can have an impact on social relationships, reducing human
contact and even altering social relationships by creating tension
between older adults and their caregivers. Thus, it would be
interesting to identify the repercussions and implications of
these devices in older adults’ daily life and in the life of the
members of their social environment through new studies. It
also seems necessary to evaluate the organizational impact of
the implementation of RCSs and to identify potential obstacles
to their use in the care professionals’ work context.

Our analysis also confirmed that for RCSs to provide
personalized health-related recommendations, the collection of
sensitive data is necessary. Data collection in this context also
raises several ethical issues. For instance, personal data can be
exposed to hacking and misuse. Proper data management,
anonymization, and encryption are essential to protect the
personal data of RCS users [86]. In addition, researchers and
developers in this field must evaluate RCSs before
implementation to ensure that they do not cause physical or
moral harm to users. Thus, it has been suggested that
stakeholders refer to local and regional regulatory and safety
standards to guide their development and use.

Finally, our analysis also discussed how legal and ethical
frameworks regarding the use of RCSs need to be adapted to
cope with the constant development of new technologies. So
far, existing legal frameworks are not yet adequate to respond
effectively to the question of liability in case of damage caused
by RCSs, particularly because these devices are becoming
increasingly autonomous [80]. The establishment of “operational
ethics committees in digital sciences and technologies” could
help in the development and conduct of projects in this area
[60]. Guidelines should be established to identify the types of
applications and technological devices that require regulatory
review and approval [44]. Research projects and working groups
involving users, researchers, and lawyers should be set up to
further investigate the legal and ethical issues related to the use
of RCSs.

Some countries and regions, such as Europe and Japan have
initiated the work of structuring relevant legal and ethical
frameworks; however, their orientations and measures may
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differ culturally [78]. Future studies in the area of RCSs could
consider the influence of cultural and socioeconomic
specificities of the contexts of experimentation (countries and
regions) regarding the acceptance and use of RCSs by older
adults and formal and informal caregivers and regarding the
definition of ethical and legal frameworks governing their uses.
Therefore, the use of validated and widely applied analysis
frameworks, for example, the Western, Educated, Industrialized,
Rich and Democratic framework [89], formulated to measure
countries’commonalities in their approaches to the interpretation
of behavioral research findings (eg, regarding technology
adoption) could be interesting. The Western, Educated,
Industrialized, Rich and Democratic framework [89] could help
not only to explore the differences among countries regarding
the validation and adoption of new technologies for older adult
care but also to seek greater cultural and demographic diversity
in technology research.

This dimension of cross-cultural comparison has received
particular attention in the framework of a current international
research partnership between Europe and Japan, such as the
EU-Japan Virtual Coach for Smart Ageing (e-VITA) project.
This project aims to develop a cross-cultural RCS that can be
tailored to the needs of healthy older adults to promote aging
well. The e-VITA RCS will be made available to older adults
in their homes, which raises many of the ethical questions
discussed in this paper. Therefore, the study will require the
researchers to set up procedures adapted not only to the users
but also to the 2 cultures (European and Japanese), respecting
the corresponding ethical and legal regulations. Thus, it would
be interesting to perform an analysis of the ethical issues raised
by users from different countries and cultures within the
framework of the e-VITA project.

Limitations
A narrative review of the literature was conducted to provide a
nonexhaustive synthesis of the various ethical concerns and
recommendations when using RCSs for older adults. This review

has some limitations. Only articles in French and English were
included. Some articles indicating ethical concerns or
recommendations may not have been included when this
information was not mentioned in the keywords or abstract.

Conclusions
The use of RCSs in the context of health care, particularly with
an older adult population, tends to show many benefits. RCSs
have the potential to improve the quality of life of older adults
and their independence. When used in an ethical and appropriate
manner, RCSs can help improve older adults’ emotions and
cognitive and physical abilities and promote social relationships.
By helping older adults to continue living at home for as long
as possible, the use of health-oriented RCSs could help to
address some of the challenges resulting from demographic
aging. However, the use of these new health care technologies
involves some ethical concerns, with the most cited issues being
not only the risk of accidents, lack of reliability, loss of control,
risk of deception, and risk of social isolation but also the
confidentiality of data and liability in case of safety problems.

Some recommendations have been made in the past regarding
the use of social and assistive robotic technologies for older
adults, such as considering the opinion of target users; collecting
their consent; training the care professionals to use them; and
ensuring proper data management, anonymization, and
encryption. However, the integration of RCSs in current health
practices and, particularly, in the private homes of older adults
can be disruptive. It requires the establishment of scalable and
adapted ethical and regulatory frameworks that follow the
technology progress and the social and digital change of society
Thus, studies are needed to identify new ethical concerns arising
from the organizational impact of the implementation of RCSs
in different contexts, especially in the homes of older adults.
The influence of cultural and socioeconomic specificities of the
contexts of experimentation (countries and regions) regarding
the acceptance and use of RCSs by older adults and formal and
informal caregivers is also an area of interest for future studies.
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