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Abstract

Background: Assessment of activitiesof daily living (ADLSs) and instrumental ADLs (iADLS) iskey to determining the severity
of dementia and care needs among older adults. However, such information is often only documented in free-text clinical notes
within the electronic health record and can be challenging to find.

Objective: This study aims to develop and validate machine learning models to determine the status of ADL and iADL
impairments based on clinical notes.

Methods: This cross-sectional study leveraged electronic health record clinical notes from Mass General Brigham’s Research
Patient Data Repository linked with Medicare fee-for-service claims datafrom 2007 to 2017 to identify individual s aged 65 years
or older with at least 1 diagnosis of dementia. Notes for encounters both 180 days before and after the first date of dementia
diagnosis were randomly sampled. Models were trained and validated using note sentences filtered by expert-curated keywords
(filtered cohort) and further evaluated using unfiltered sentences (unfiltered cohort). The model’s performance was compared
using area under the receiver operating characteristic curve and area under the precision-recall curve (AUPRC).

Results. The study included 10,000 key-term—filtered sentences representing 441 people (n=283, 64.2% women; mean age
82.7, SD 7.9 years) and 1000 unfiltered sentences representing 80 people (n=56, 70% women; mean age 82.8, SD 7.5 years).
Area under the receiver operating characteristic curve was high for the best-performing ADL and iADL models on both cohorts
(>0.97). For ADL impairment identification, the random forest model achieved the best AUPRC (0.89, 95% CI 0.86-0.91) on
the filtered cohort; the support vector machine model achieved the highest AUPRC (0.82, 95% CI 0.75-0.89) for the unfiltered
cohort. For iIADL impairment, the Bio+Clinical bidirectional encoder representations from transformers (BERT) model had the
highest AUPRC (filtered: 0.76, 95% CI 0.68-0.82; unfiltered: 0.58, 95% CI 0.001-1.0). Compared with akeyword-search approach
on the unfiltered cohort, machine learning reduced fal se-positive rates from 4.5% to 0.2% for ADL and 1.8% to 0.1% for iADL.

Conclusions: In this study, we demonstrated the ability of machine learning models to accurately identify ADL and iADL
impairment based on free-text clinical notes, which could be useful in determining the severity of dementia.
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Introduction

In the United States, over 6 million people are living with
Alzheimer disease or related dementia, and this number is
projected to increase to 13 million by 2050 [1]. As dementia
progresses, the affected individualslose the ability to carry out
everyday activities, including basic activities of daily living
(ADLs) andinstrumental ADLs(iADLS), which arefundamental
skills required to independently care for oneself and serve as
an indicator of a person’s functional status [2]. Assessment of
ADLsand iADLs is also essential in determining the severity
of dementia and the care needs of older adults [3]. This
information is important in predicting a patient's risk of
mortality, long-term nursing home admission, and health care
use.

Despite the significance of assessing disability in performing
ADLsandiADLSsin peopleliving with dementia, the assessment
isnot routinely donein clinical practice; if performed, it isoften
documented within the unstructured clinical notesof apatient’s
electronic health record (EHR), making it difficult to readily
locate. This process could be improved with natural language
processing (NLP) and machine learning. NL P has been applied
to health care research in a variety of ways, including
guantifying changesin social mediaposts, better understanding
the mental health impacts of COVID-19 [4], and extracting
cancer phenotypesfrom clinical notetext [5]. An NLP approach
can convert free-text information on ADLsand iADLsfrom an
EHR into structured data. The structured dataof ADL andiADL
canthen bereadily usedin clinical careand research to perform
statistical modeling for outcome predi ction, patient phenotyping,
and confounding or risk adjustment. In this study, we seek to
develop and validate machine learning model s that can identify
clinical note text containing information on ADL and iADL
impairment in people living with dementia.

Methods

Setting and Data Sour ces

We used data from the Research Patient Data Repository
(RPDR) [6] linked to Medicarefee-for-service parts A (inpatient
coverage), B (outpatient coverage), and D (prescription benefits)
claims data for over 700,000 individuals from 2007 to 2017.
The RPDR includes longitudinad EHR data from 2 tertiary
hospitals, 3 community hospitals, and more than 35 primary
care centers in Greater Boston, Massachusetts. This data set
includes demographic information, inpatient and outpatient
diagnosesand procedures, medical ordersand drug prescriptions,
vital signs, laboratory and radiology test results, and free-text
notes and reports from inpatient and ambulatory encounters.
We linked the EHR with Medicare claims data to reduce
information leakage of the EHR due to care provided outside
of our EHR [7,8]. The linkage was done deterministically by
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the unique Medicare beneficiary number, date of birth, and sex,
with a success linkage rate of 98.7% [9]. Medicare is a US
federal health insurance program that currently covers
approximately 50 million Americans by providing medical and
prescription drug coverage to individual s aged 65 years or older
and to younger individuals with disabilities. The Medicare
claims database contains longitudinal, individual-level dataon
health care use, diagnoses, diagnostic tests, procedures, and
pharmacy-filled prescriptions.

Study Population

From the linked RPDR-claims data from 2007 to 2017, we
identified older adults aged 65 years or older with at least 1
diagnosis of dementia using validated algorithms with positive
predictive values of 78%-92% to define dementia[10]. Thefirst
date of dementia diagnosis during our study period was the
cohort entry (index) date. We further required the study cohort
to have at least 365 days of continuous enrollment in Medicare
parts A and B and at least 1 admission, progress, or discharge
notefrom an inpatient encounter or ambulatory visit within 365
days before the index date.

Labeled Data Set Development

Patient clinical noteswere split into sentences using the Medical
Text Extraction, Reasoning, and Mapping System NLP system
[11]. In our preliminary exploration, the information relevant
for ADL and iADL was noted to be sparse, resulting in ahighly
imbalanced data set with littleinput datafor model development.
To increase the prevalence of data containing information
relevant to ADL and iADL impairment in our model training
data set, we created a lexicon of ADL- and iADL-related key
terms curated with physician expert guidance. A total of 3
medical doctors (DHK, MM, and KJL) came up with theinitial
list of terms with automatically generated synonyms, followed
by list refinement based on clinical knowledge (see Table S1
in Multimedia Appendix 1 for afinal list of the terms). We
filtered and kept sentencesthat included at least 1 key term from
the final lexicon using afiltering tool coded in Python. Notes
were split into sentences but retained a context window of 250
characters before and after key terms. Each medical doctor was
paired with a research assistant to form a review team. The 3
review teams first conducted preliminary reviews on the same
set of notes, filtered by our key term lexicon. They discussed
sentences with different classifications regarding ADL and
iADL impairment and assessed interrater agreement (k was
85.2%, 89.8%, and 85.4% between the 3 teams after 5 rounds
of training sessions). Then the review teams manually labeled
10,000 randomly selected filtered sentences in 2743 clinical
notes from 441 patients for evidence of ADL or iADL
impairment. The data were randomly split into a 70% subset
(filtered training cohort) and a 30% subset (filtered validation
cohort). We used the training cohort to train and tune model
parameters by 5-fold cross-validation and used the validation
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cohort to test the performance. Models were further evaluated
using 1000 randomly selected, unfiltered sentences from an
independent set of 80 patients for assessing generalizahility.

Classifier Development

Weimplemented 5 commonly used statistical modelsin machine
learning literature: logistic regression, support vector machine
(SVM), least absol ute shrinkage and sel ection operator (LASSO)
regression [12], random forest [13], implemented using the
Python Scikit-learn module [14], and gradient boosting,
implemented using the Python XGBoost module[15]. Training
data for these 5 models were represented as unigrams
transformed using term frequency—inverse document frequency
[16]. We aso implemented a hierarchical attention-based deep
learning model consisting of a convolutional neural network
and long short-term memory network, developed in a previous
study [17]. Additionally, weimplemented amodel derived from
Bio+Clinical bidirectional encoder representations from
transformers (BERT), a contextualized word representation
model based on BioBERT, and trained further on Medica
Information Mart for Intensive Care (MIMIC) data[18-21]. We
performed 5-fold cross-validation on the training cohort to tune
the parameters for each model based on area under the receiver
operating characteristic curve (AUROC) and area under the
precision-recall curve (AUPRC) metrics. Tuned model
performance was then eval uated on the filtered validation cohort,
and generalizability was tested on the unfiltered validation
cohort (ie, the 1000 unfiltered sentence set). See Tables S2 and
S3 in Multimedia Appendix 1 for the final parameters of the
ADL and iADL impairment classifiers, respectively.

Ethical Considerations

The study was approved by the institutional review board of
Brigham and Women's Hospital, Boston, Massachusetts
(2018P002462). Personal health information was used as
minimally as possible within the needs of the study. Data were
not shared with any individuals not directly involved in the
study.
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Results

Study Sample

The filtered cohort was used to extract our data set of 10,000
filtered sentences; it comprises 441 people with a mean age of
82.7 (SD 7.9) years. A total of 64% (n=283) of the people were
female, 88% (n=389) were White, and 4% (n=19) were Black.
During the 365-day baseline period, the mean frailty score in
our cohort was 0.26 (SD 0.08) with the most commonly
observed comorbidities being urinary tract infections (n=192,
43.5%), history of falls (n=172, 39%), failure to thrive (n=89,
20.2%), incontinence (n=73, 16.5%), pressure ulcers (n=57,
12.9%), and dysphagia (n=50, 11.3%). Asfar as health care use
is concerned, people on average had 13 (SD 7.8) unique
medications along with amean of 11.5 (SD 8.8) outpatient visits
in the basdline period. Furthermore, the mean number of basdline
hospitalizations and emergency room visits were 1.3 (SD 1.7)
and 2.4 (SD 2.7), respectively. Our key-term filtered data set
contained 1628 (16.3%) sentences annotated as positive (ie,
containing relevant information) for ADL impairment (1128 in
the training subset and 500 in the internal evaluation subset)
and 323 (3.2%) sentences annotated as positive for iADL
impairment (234 in the training subset and 89 in the interna
evaluation subset). In contrast, the unfiltered data set was used
to extract the external validation cohort of 1000 unfiltered
sentences from 80 patients that contained 7 (0.7%) sentences
labeled positive for ADL impairment and 4 (0.4%) sentences
labeled positivefor iADL impairment. Compared to thefiltered
data set, the unfiltered data set has a comparable mean age and
race composition but agightly higher femal e percentage (56/80,
70% vs 283/441, 64.2%). The baseline comorbidity profile of
the 2 study cohorts was largely comparable, except that the
prevalence of aspiration pneumonia was higher in the filtered
than unfiltered set. The health care use was also noted to be
dlightly higher in the filtered than in the unfiltered set (Table
1).
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Table 1. Selected characteristics of the filtered and unfiltered study data set.

Covariate Filtered 10,000-sentence  Unfiltered 1000-sentence  Absolute standardized
sample (n=441) sample (n=80) difference
Age (years), mean (SD) 82.7(7.9) 82.8(7.5) 0.02
Age categories (years), n (%)
65-70 36(8.2) 5 (6) 0.07
71-75 51 (11.6) 9(11) 0.01
76-80 68 (15.4) 12 (15) 0.01
81-85 96 (21.8) 17 (21) 0.01
>85 190 (43.1) 37 (46) 0.06
Sex, n (%)
Female 283 (64.2) 56 (70) 0.12
Male 158 (35.9) 24 (30) 0.12
Race, n (%)
White 389 (88.2) 70 (88) 0.02
Black 19 (4.3) 4(5) 0.03
Other 33(7.5) 6(8) 0.00
Frailty score, mean (SD) 0.26 (0.1) 0.25(0.1) 0.06
Comorbidities, n (%)
Fals 172 (39.0) 30(398) 0.03
Pressure ul cer 57 (12.9) 11 (14) 0.02
Failure to thrive or body weight loss 89 (20.2) 15 (19) 0.04
Use of feeding tube 7(1.6) 23 0.06
Aspiration pneumonia 33(7.5) 1(1) 0.31
uTIa 192 (43.6) 34.(43) 0.02
Incontinence 73 (16.6) 14 (18) 0.03
Dysphagia (eating problems) 50 (11.3) 6 (8) 0.13
Medications, n (%)
1st line dementia medication use 49 (11.1) 7(9) 0.08
Memantine use 21 (4.8) 4(5) 0.01
Antipsychotic medication use 38(8.7) 8(10) 0.05
Health care use, mean (SD)
Hospitalizations, n 1.32(1.7) 1.25(2) 0.04
ERP visits, n 2.40 (2.7) 2.00(2) 0.16
Outpatient visits, n 11.54 (8.8) 10.15(9) 0.16
Medications, n 13.06 (7.8) 11.94 (8) 0.14
Nursing home stay of >100 days in baseline, n (%) 17 (3.9) 6(8) 0.16
Hospice care, n (%) 12 (2.7) 4(5) 0.12

8UTI: urinary tract infection.
bER: emergency room.

Perfor mance of the ADL Model

(ROC) and precision-recall curves for the filtered validation
cohort evaluation in Figures 1 and 2, respectively. While most

AUROC and AUPRC performance across all models for ADL - models scored high AUROC across data sets, there was more
impairment detection in thetraining set and both evaluation sets  notable variationin AUPRC scores, particularly in the unfiltered
are shown in Table 2 with receiver operating characteristic  validation set. LASSO performed best in training set
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cross-validation, with an AUROC of 0.958 and AUPRC of
0.865. Top predictors of the LASSO model include
“incontinence,” “tube” “incontinent,” “PEG (percutaneous
endoscopic gastrostomy),” “bathing,” “dressing,” “feeding,”
“total parenteral nutrition (TPN),” “assistance,” and “toileting.”
These featurestended to have high importance for the remaining
models, as well as “gastrostomy” and “body.” As shown in
Table 2, most ADL models performed similarly on the filtered
validation cohort, with the random forest model achieving
dightly better AUROC and AUPRC measures (0.971 and 0.887,
respectively) than the others. All models AUROC scores
improved for the unfiltered validation cohort, explained by the
notable imbalance of the data set—only 0.7% (7/1000) cases

Laurentiev et al

were positive for ADL impairment in the unfiltered validation
cohort versus 16.7% (500/3000) in thefiltered validation cohort.
Unfiltered validation AUROC was highest for the deep learning
model (0.991). The AUPRC scores of all models decreased for
the unfiltered validation cohort prediction, with the SVYM
model’s scorethe highest (0.822) and dropping theleast. Though
trained on more datathan the deep learning model, the data that
the Bio+Clinical BERT model is pretrained on is not specific
to the Mass General Brigham (MGB) EHR. Thisislikely why
Bio+Clinical BERT exhibited lower performance than the deep
learning model, which was trained entirely on our annotated
MGB data set.

Table 2. Activities of daily living classifier performance. Italic values represent the optimal performance in each data set.

Model AUROC? (95% Cl) AUPRCP (95% Cl)
Filtered cohort
Training set
Deep learning 0.952 (0.945-0.960) 0.864 (0.844-0.881)
Bio+Clinical BERTS 0.870 (0.842-0.897) 0.826 (0.789-0.862)
Logistic regression 0.955 (0.949-0.962) 0.855 (0.837-0.872)
LASSO? 0.958 (0.952-0.965) 0.865 (0.846-0.883)
Random forest 0.953 (0.946-0.960) 0.857 (0.838-0.875)
SYM® 0.954 (0.946-0.960) 0.854 (0.835-0.872)
XGBoost 0.955 (0.948-0.962) 0.848 (0.826-0.869)
Validation set
Deep learning 0.961 (0.951-0.971) 0.880 (0.852-0.906)

Bio+Clinical BERT
Logistic regression
LASSO
Random forest
SVM
XGBoost
Unfiltered validation cohort
Deep learning
Bio+Clinical BERT
Logistic regression
LASSO
Random forest
SVM
XGBoost

0.873 (0.852-0.891)
0.963 (0.954-0.971)
0.962 (0.954-0.970)
0.971 (0.964-0.977)
0.963 (0.954-0.971)
0.961 (0.951-0.969)

0.991 (0.986-0.994)
0.785 (0.582-0.999)
0.981 (0.971-0.990)
0.969 (0.954-0.983)
0.990 (0.984-0.995)
0.986 (0.975-0.994)
0.978 (0.959-0.992)

0.847 (0.823-0.869)
0.871 (0.841-0.896)
0.870 (0.841-0.896)
0.887 (0.859-0.913)
0.877 (0.849-0.902)
0.873 (0.846-0.898)

0.817 (0.746-0.882)
0.621 (0.227-0.901)
0.737 (0.644-0.817)
0.675 (0.573-0.769)
0.806 (0.723-0.880)
0.822 (0.748-0.887)
0.771 (0.680-0.846)

8AUROC: area under the receiver operating characteristic curve.

PAUPRC: area under the precision-recall curve.

®BERT: bidirectional encoder representations from transformers.
4L ASSO: least absolute shri nkage and selection operator.

€SVM: support vector machine.
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Figurel. Receiver operating characteristic curvesfor activity of daily living impairment prediction performance on thefiltered validation subset. AUC:
area under the curve; BERT: bidirectional encoder representations from transformers; LASSO: |east absolute shrinkage and selection operator; SVM:

support vector machine.
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Figure 2. Precision-recall curves for activity of daily living impairment prediction performance on the filtered validation subset. BERT: bidirectional
encoder representations from transformers; LASSO: |east absolute shrinkage and selection operator; SVM: support vector machine.
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Performance of theiADL M odel

Evaluation data sets were more imbalanced for the iADL
impairment classification task—the filtered validation cohort
had a 3.0% positive rate for iIADL impairment and just 0.4%in
the unfiltered validation cohort. This resulted in wide Cls for
reported performance. Across data sets, AUROC scores
remained high for al models except the deep learning and
Bio+Clinical BERT models, which may have been hindered
dueto thelow prevalence of positivetraining instances (n=234,
3.3% of the training set). Table 3 presents model performance
results for iIADL impairment detection in the training and 2
evaluation sets. Logistic regression and XGBoost performed
best in training set cross-validation AUROC (0.97), while SVM

https://www.jmir.org/2024/1/e47739
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produced the highest AUPRC (0.735). Top predictors of the
LASSO model include iADL-related terms such as “cooking,”
“shopping,” “management,” “laundry,” “finances,” “meals,’
“cleaning,” “food,” and “medication.” These features also tend
to have high importance for the remaining models, along with
“hushand,” “drives” and “bills” The XGBoost model’s
AUROC scores were best for both data sets (0.995 for filtered
validation and 0.991 for unfiltered validation), while the
Bio+Clinical BERT model had the highest AUPRC scores for
each validation data set (0.551 filtered and 0.568 unfiltered).
ROC curvesfor thefiltered validation cohort iADL classification
appear in Figure 3, and precision-recall curves are provided in
Figure 4.
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Table 3. Instrumental activities of daily living classifier performance. Italic values represent the optimal performance in each data set.

Model

AUROC? (95% Cl)

AUPRCP (95% Cl)

Filtered cohort

Training set

Deep learning
Bio+Clinical BERT®

Logistic regression

0.948 (0.931-0.964)
0.860 (0.797-0.918)

0.970 (0.958-0.980)

0.677 (0.617-0.736)
0.730 (0.625-0.826)

0.714 (0.656-0.766)

LASSOY 0.961 (0.945-0.975) 0.704 (0.644-0.758)

Random forest 0.966 (0.951-0.979) 0.722 (0.668-0.774)

sVyM¢€ 0.968 (0.955-0.980) 0.735 (0.679-0.786)

XGBoost 0.970 (0.956-0.981) 0.703 (0.644-0.765)
Validation set

Deep learning 0.806 (0.243-1.00) 0.551 (0.003-1.00)

Bio+Clinical BERT
Logistic regression

LASSO

0.830 (0.777-0.876)
0.952 (0.901-0.998)
0.978 (0.935-0.999)

0.758 (0.679-0.818)
0.396 (0.067-0.803)
0.414 (0.155-0.869)

Random forest 0.941 (0.863-0.998) 0.309 (0.062-0.744)
SVM 0.934 (0.792-0.998) 0.430 (0.125-0.831)
X GBoost 0.995 (0.988-0.999) 0.528 (0.255-0.925)

Unfiltered validation cohort

Deep learning

Bio+Clinical BERT

Logistic regression

0.794 (0.191-1.00)
0.750 (0.499-1.00)
0.960 (0.869-1.00)

0.568 (0.002-1.00)
0.584 (0.001-1.00)
0.538 (0.014-1.00)

LASSO 0.986 (0.972-0.999) 0.271 (0.042-0.833)
Random forest 0.945 (0.828-1.00) 0.521 (0.011-1.00)
SVM 0.959 (0.867-1.00) 0.456 (0.022-1.00)
XGBoost 0.991 (0.972-1.00) 0.552 (0.050-1.00)

8AUROC: area under the receiver operating characteristic curve.
BAUPRC: area under the precision-recall curve.

®BERT: bidirectional encoder representations from transformers.
4L ASSO: least absolute shri nkage and sel ection operator.
€SVM: support vector machine.

https://www.jmir.org/2024/1/e47739 JMed Internet Res 2024 | vol. 26 | e47739 | p. 7

(page number not for citation purposes)

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH

Laurentiev et al

Figure 3. Recelver operating characteristic curves for instrumental activity of daily living impairment prediction performance on the filtered validation
subset. AUC: area under the curve; BERT: bidirectional encoder representations from transformers;, LASSO: least absolute shrinkage and selection

operator; SVM: support vector machine.
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Figure 4. Precision-recall curves for instrumental activity of daily living impairment prediction performance on the filtered validation subset. BERT:
bidirectional encoder representations from transformers; LASSO: least absolute shrinkage and selection operator; SVM: support vector machine.
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Clinical Implications

Table $4 in Multimedia Appendix 1 provides examples
identified by our NLP classifier of various waysthat ADL and
iADL impairment can present in patient note text. The most
prevalent key term categories (Table S1in Multimedia A ppendix
1) across the unfiltered cohort data set appear in Tables S5 and
S6 in Multimedia Appendix 1 for ADL and iADL impairment,
respectively. As shown by these tables, common ADL- and
iADL-related terms appear in just a small fraction of patient
note sentences. Using NL P can demonstrably improvethe ability
tolocate evidence of diverse ADL andiADL impairmentswithin

https://www.jmir.org/2024/1/e47739
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patient notes. We performed akey term search on the unfiltered
cohort data set using our ADL and iADL lexicons to see how
well such an approach identified patient note sentences with
evidence of ADL and iADL impairment. Key term search
proved to be a sensitive approach—no fal se negatives occurred
for ADL impairment identification and 1 (0.1%) occurred for
iADL impairment identification. The false positive rate,
however, was greater (45/1000, 4.5% for ADL vs18/1000, 1.8%
foriADL) when compared with the highest performing machine
learning models (2/1000, 0.2% for ADL vs 1/1000, 0.1% for
iADL).
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Discussion

Principal Findings

Among people living with dementia in a cohort using US
multicenter EHRs linked with Medicare claims data, we
developed and validated NL P models to determine evidence of
ADL and iADL imparment. Although the proportion of
sentences in clinical notes that contained ADL and iADL
information was low, our best-performing models effectively
identified relevant sentences, with an AUROC of 0.990 (95%
Cl 0.984-0.995) for ADL (random forest) and 0.991 (95% CI
0.972-1.00) for iIADL (XGBoost).

Identifying people living with dementia who have difficulty
with basic ADLs and iADLs isimportant for clinical care and
population health management. The degree of ADL and iADL
impairment is associated with dementia severity and progression.
The iADLSs begin to decline at the mild cognitive impairment
stage [22]. Widely used dementia severity scales, such as the
Clinical Dementia Rating and Functional Assessment Staging
Tool, require assessment of iADLsand ADLs. Asthe ability to
perform iADLs and ADLs declines with the progression of
dementia [23)], early detection of iADL and ADL impairment
can lead to early rehabilitation to preserve their daily function.
In acute hospital care settings, assessment of iADL and ADL
function could hel p identify those at risk of loss of independence
and arrange care transition interventions [24]. Moreover, ADL
dependence is a risk factor for falls in community-dwelling
adults with dementia [25]. Similarly, iADL impairment is
predictive of 30-day readmission and can be helpful in
identifying high-risk patients for early interventions [26].

Despite the importance of ADL and iADL assessment,
documentation of this information is neither standardized nor
availablein most EHR and claim data. As aresult, measures of
ADL and iADL impairment are not included in prediction
models of readmission. Recently, an effort to use machine
learning methodsto extract ADLsand iADLsinformation from
EHR free-text notes or reports showed a potential to improve
risk prediction or clinical decision support systems. TheiADL
impairment identified using machine learning was predictive
of 30-day readmission [26]. Similarly, geriatric syndromes that
are not documented in structured EHR data can be further
identified in unstructured clinical notesin the EHR using NLP
algorithms [27]. It has also been shown that frailty described
in clinical notes was associated with greater health care use
[28].

Acknowledgments

Laurentiev et al

Comparison to Previous Work

Our work adds to previous research by showing the utility of
NLP and machine learning algorithms to identify ADL and
iADL information in unstructured EHR datawith high accuracy
for older adults with dementia. ADL and iADL impairment
information from clinical notes of people living with dementia
can help researchers identify medically stable and ambulatory
older adults with dementia and specific functional levels who
can be enrolled in clinical trials. In addition, information on
ADL and iADL function is an important confounder in
administrative claims-based studies of medical interventionsin
the fields of geriatrics, neurology, rehabilitation medicine, and
family medicine. Combining our NL P approach with other data
fromthe EHR could further improve the validity of EHR-based
analysis. The extent of confounding and further adjustment has
become possible through EHR-claims linkage in clinical
research networks[8,29].

Study Limitations

Our study has several limitations. Our mode! is based on aUS
metropolitan academic care delivery network. Because of the
subjectivity of self-reported information, variations in
documentation conventions, and different demographic or
cultural backgrounds of the study population, it isunclear if our
findings can be generalizable to other health care systems.
Additionally, our findings were based on a relatively small
cohort with 441 patients in the filtered set and 80 in the
unfiltered set, so validation in alarger cohort, preferably with
a different demographic profile, is needed to confirm
generalizability. Additionally, the measure and conceptualization
of iADLs can be complex dueto the differences between cultura
norms and gender roles. For example, women have greater
health-related iADL limitations than men [30]. Cross-national
variations in ADL and iADL imparment may reflect
item-response bias due to culture-based gender norms rather
than actual differencesin disability levels[31].

Conclusion

In conclusion, we have developed models to determine ADL
and iADL impairment among US Medicare beneficiaries using
NLP and EHR unstructured data. Because ADL and iADL are
typically not available as structured EHR data, our models can
enhanceresearchers’ ability to identify subgroupsamong people
living with dementia according to their ADL and iADL
dependency. Our models can improve patient phenotyping and
confounding adjustment in EHR data that are used in
comparative effectiveness and safety research.

This study was funded by the Nationa Institute on Aging (1RF1AG063381-01) and the Nationa Library of Medicine

(1R01LMO013204-01A1).

Data Availability

The data sets generated and analyzed during this study are not publicly available as they contain protected health information

from patient health records.

https://www.jmir.org/2024/1/e47739

JMed Internet Res 2024 | vol. 26 | e47739 | p. 9
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH Laurentiev et al

Authors Contributions

JL was responsible for methodol ogy, software, validation, formal analysis, investigation, data curation, writing the original draft,
reviewing, editing, and visualization. DHK was involved in conceptualization, methodol ogy, investigation, data curation, writing
the original draft, reviewing, editing, and supervision. MM contributed to formal analysis, data curation, writing, reviewing, and
editing. KYW was responsible for writing the original draft, reviewing, and editing. LGB, SBL, and CY were involved in data
curation and project administration. HZ conducted data curation, writing, reviewing, editing, and project administration. LZ was
responsible for conceptualization, methodology, investigation, resources, writing, reviewing, editing, and supervision. KJL was
involved in conceptualization, methodol ogy, investigation, resources, data curation, writing the original draft, reviewing, editing,
supervision, and funding acquisition.

Conflictsof I nterest

DHK has been supported by grants from the National Institute on Aging of the National Institutes of Health for unrelated work.
Hereceived apersonal feefrom AlosaHealth and VillageM D for unrelated work. The funder had no rolein the design, collection,
analysis, interpretation of the data, or the decision to submit the manuscript for publication.

Multimedia Appendix 1

ADL-andiADL-related key term categories, ADL model parameters, iADL model parameters, excerpts of NLP-identified patient
noteswith evidence of ADL/iADL impairment, prevalence of ADL term groups across positive-label ed cases of ADL impairment
in the unfiltered data set, and prevalence of iADL term groups across positive-labeled cases of iADL impairment in the unfiltered
data set.

[DOCX File, 26 KB-Multimedia Appendix 1]

References

1. 2023 Alzheimer's disease facts and figures. The Alzheimer’s Association. URL : https.//www.al z.org/media/Documents/
alzheimers-facts-and-figures.pdf [accessed 2024-01-11]

2. Edemekong PF, Bomgaars DL, Sukumaran S, Caroline C. Activities of Daily Living. Treasure Island, FL. StatPearls
Publishing; 2023.

3. Hung CH, Hung GU, Wei CY, Tzeng RC, Chiu PY. Function-based dementia severity assessment for vascular cognitive
impairment. JFormos Med Assoc. 2021;120(1 Pt 2):533-541. [FREE Full text] [doi: 10.1016/j.jfma.2020.07.001] [Medline:
32653387]

4.  Low DM, Rumker L, Talkar T, Torous J, Cecchi G, Ghosh SS. Natural language processing reveal s vulnerable mental
health support groups and heightened health anxiety on reddit during COVID-19: observational study. JMed Internet Res.
2020;22(10):€22635. [FREE Full text] [doi: 10.2196/22635] [Medline: 32936777]

5. SavovaGK, Danciu I, Alamudun F, Miller T, Lin C, Bitterman DS, et a. Use of natural language processing to extract
clinical cancer phenotypes from electronic medical records. Cancer Res. 2019;79(21):5463-5470. [FREE Full text] [doi:
10.1158/0008-5472.CAN-19-0579] [Medline: 31395609]

6. Nalichowski R, Keogh D, Chueh HC, Murphy SN. Calculating the benefits of aresearch patient data repository. AMIA
Annu Symp Proc. 2006;2006:1044. [FREE Full text] [Medline: 17238663]

7. LinKJ,GlynnRJ, Singer DE, Murphy SN, Lii J, Schneeweiss S. Out-of-system care and recording of patient characteristics
critical for comparative effectiveness research. Epidemiology. 2018;29(3):356-363. [FREE Full text] [doi:
10.1097/EDE.0000000000000794] [Medline: 29283893]

8.  LinKJ, Rosenthal GE, Murphy SN, Mandl KD, Jin'Y, Glynn RJ, et al. External validation of an algorithm to identify
patients with high data-completeness in electronic health records for comparative effectiveness research. Clin Epidemiol.
2020;12:133-141. [FREE Full text] [doi: 10.2147/CLEP.S232540] [Medline; 32099479]

9. LinKJ, Singer DE, Glynn RJ, Blackley S, Zhou L, Liu J, et a. Prediction score for anticoagulation control quality among
older adults. JAm Heart Assoc. 2017;6(10):€006814. [FREE Full text] [doi: 10.1161/JAHA.117.006814] [Medline:
28982676]

10. Wilkinson T, Ly A, Schnier C, Rannikmée K, Bush K, Brayne C, et al. Identifying dementia cases with routinely collected
health data: a systematic review. Alzheimers Dement. 2018;14(8):1038-1051. [FREE Full text] [doi:
10.1016/j.jalz.2018.02.016] [Medline: 29621480]

11. Zhoul, Plasek IM, Mahoney LM, Karipineni N, Chang F, Yan X, et al. Using Medical Text Extraction, Reasoning and
Mapping System (MTERMS) to process medication information in outpatient clinical notes. AMIA Annu Symp Proc.
2011;2011:1639-1648. [FREE Full text] [Medline: 22195230]

12. Tibshirani R. Regression shrinkage and selection viathe lasso. JR Stat Soc Ser B Methodol. 2018;58(1):267-288. [doi:
10.1111/j.2517-6161.1996.tb02080.x]

13. Breiman L. Random forests. Mach Learn. 2001;45(1):5-32. [FREE Full text]

14. PedregosaF, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, et a. Scikit-learn: machine learning in Python. J
Mach Learn Res. 2011;12(85):2825-2830. [FREE Full text]

https://www.jmir.org/2024/1/e47739 JMed Internet Res 2024 | vol. 26 | e47739 | p. 10
(page number not for citation purposes)


https://jmir.org/api/download?alt_name=jmir_v26i1e47739_app1.docx&filename=fa0d294e39f63770e9164fc96bcd5935.docx
https://jmir.org/api/download?alt_name=jmir_v26i1e47739_app1.docx&filename=fa0d294e39f63770e9164fc96bcd5935.docx
https://www.alz.org/media/Documents/alzheimers-facts-and-figures.pdf
https://www.alz.org/media/Documents/alzheimers-facts-and-figures.pdf
https://linkinghub.elsevier.com/retrieve/pii/S0929-6646(20)30290-4
http://dx.doi.org/10.1016/j.jfma.2020.07.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32653387&dopt=Abstract
https://www.jmir.org/2020/10/e22635/
http://dx.doi.org/10.2196/22635
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32936777&dopt=Abstract
https://europepmc.org/abstract/MED/31395609
http://dx.doi.org/10.1158/0008-5472.CAN-19-0579
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31395609&dopt=Abstract
https://europepmc.org/abstract/MED/17238663
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17238663&dopt=Abstract
https://europepmc.org/abstract/MED/29283893
http://dx.doi.org/10.1097/EDE.0000000000000794
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29283893&dopt=Abstract
https://europepmc.org/abstract/MED/32099479
http://dx.doi.org/10.2147/CLEP.S232540
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32099479&dopt=Abstract
https://www.ahajournals.org/doi/10.1161/JAHA.117.006814?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1161/JAHA.117.006814
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28982676&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1552-5260(18)30070-0
http://dx.doi.org/10.1016/j.jalz.2018.02.016
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29621480&dopt=Abstract
https://europepmc.org/abstract/MED/22195230
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22195230&dopt=Abstract
http://dx.doi.org/10.1111/j.2517-6161.1996.tb02080.x
https://link.springer.com/article/10.1023/A:1010933404324#citeas
https://www.jmlr.org/papers/volume12/pedregosa11a/pedregosa11a.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH Laurentiev et al

15.

16.

17.

18.

19.

20.

21

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

Chen T, Guestrin C. XGBoost: a scalable tree boosting system. In: Proceedings of the 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining. Presented at: 22nd ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining; August 13-17, 2016, 2016;785-794; San Francisco, CA. [doi:
10.1145/2939672.2939785]

Tf-idf weighting. The Stanford Natural Language Processing Group. URL: https://nlp.stanford.edu/I R-book/html/html edition/
tf-idf-weighting-1.html [accessed 2022-09-21]

Yang J, Wang L, Phadke NA, Wickner PG, Mancini CM, Blumenthal KG, et al. Development and validation of a deep
learning model for detection of allergic reactions using safety event reports across hospitals. JAMA Netw Open.
2020;3(11):e2022836. [FREE Full text] [doi: 10.1001/jamanetworkopen.2020.22836] [Medline: 33196805]

Alsentzer E, Murphy J, Boag W, Weng WH, Jindi D, Naumann T, et a. Publicly available clinical BERT embeddings.
ArXive. Preprint posted online on April 6, 2019 [FREE Full text] [doi: 10.18653/v1/w19-1909]

LeeJ, Yoon W, Kim S, Kim D, Kim S, So CH, et a. BioBERT: a pre-trained biomedical |anguage representation model
for biomedical text mining. Bioinformatics. 2020;36(4):1234-1240. [FREE Full text] [doi: 10.1093/bioinformatics/btz682]
[Medline: 31501885]

Johnson AEW, Pollard TJ, Shen L, Lehman LWH, Feng M, Ghassemi M, et al. MIMIC-l11, afreely accessible critical care
database. Sci Data. 2016;3:160035. [FREE Full text] [doi: 10.1038/sdata.2016.35] [Medline: 27219127]

Wolf T, Debut L, Sanh V, Chaumond J, Delangue C, Moi A, et a. HuggingFace's transformers: state-of-the-art natural
language processing. ArXive. Preprint posted online on October 9, 2019 [FREE Full text] [doi:

10.18653/v1/2020.emnl p-demos.6]

Jekel K, Damian M, Wattmo C, Hausner L, Bullock R, Connelly PJ, et al. Mild cognitive impairment and deficitsin
instrumental activities of daily living: a systematic review. Alzheimers Res Ther. 2015;7(1):17. [FREE Full text] [doi:
10.1186/s13195-015-0099-0] [Medline: 25815063]

Liu KPY, Chan CCH, Chu MML, Ng TYL, Chu LW, Hui FSL, et al. Activities of daily living performance in dementia.
Acta Neurol Scand. 2007;116(2):91-95. [doi: 10.1111/].1600-0404.2007.00800.x] [Medline: 17661793]

Zurlo A, Zuliani G. Management of care transition and hospital discharge. Aging Clin Exp Res. 2018;30(3):263-270. [doi:
10.1007/s40520-017-0885-6] [Medline: 29313293]

Salva A, Roqué M, Rojano X, Inzitari M, Andrieu S, Schiffrin EJ, et al. Fallsand risk factorsfor fallsin community-dwelling
adults with dementia (NutriAlz trial). Alzheimer Dis Assoc Disord. 2012;26(1):74-80. [doi:
10.1097/WAD.0b013e318215ca90] [Medline: 22354139]

Schiltz NK, Dolansky MA, Warner DF, Stange KC, Gravenstein S, Koroukian SM. Impact of instrumental activities of
daily living limitations on hospital readmission: an observational study using machine learning. J Gen Intern Med.
2020;35(10):2865-2872. [FREE Full text] [doi: 10.1007/s11606-020-05982-0] [Medline: 32728960]

Kharrazi H, Anzaldi LJ, Hernandez L, Davison A, Boyd CM, Leff B, et a. The value of unstructured electronic health
record datain geriatric syndrome case identification. J Am Geriatr Soc. 2018;66(8):1499-1507. [doi: 10.1111/jgs.15411]
[Medline: 29972595]

Anzaldi LJ, Davison A, Boyd CM, Leff B, Kharrazi H. Comparing clinician descriptions of frailty and geriatric syndromes
using electronic health records: a retrospective cohort study. BMC Geriatr. 2017;17(1):248. [FREE Full text] [doi:
10.1186/s12877-017-0645-7] [Medline: 29070036]

Lin KJ, Schneeweiss S. Considerations for the analysis of longitudinal electronic health records linked to claims data to
study the effectiveness and safety of drugs. Clin Pharmacol Ther. 2016;100(2):147-159. [doi: 10.1002/cpt.359] [Medline:
26916672]

Sheehan CM, Tucker-Drob EM. Gendered expectations distort male-femal e differences in instrumental activities of daily
living in later adulthood. J Gerontol B Psychol Sci Soc Sci. 2019;74(4):715-723. [FREE Full text] [doi:
10.1093/geronb/gbw209] [Medline: 28158847]

Jang SN, Kawachi |. Why do older Korean adults respond differently to activities of daily living and instrumental activities
of daily living? A differential item functioning analysis. Ann Geriatr Med Res. 2019;23(4):197-203. [FREE Full text] [doi:
10.4235/agmr.19.0047] [Medline: 32743312]

Abbreviations

ADL: activity of daily living

AUPRC: areaunder the precision-recall curve

AUROC: areaunder the receiver operating characteristic curve
BERT: bidirectional encoder representations from transformers
EHR: electronic health record

iADL: instrumenta activity of daily living

LASSO: least absolute shrinkage and selection operator

MGB: Mass General Brigham

MIMIC: Medical Information Mart for Intensive Care

https://www.jmir.org/2024/1/e47739 JMed Internet Res 2024 | vol. 26 | e47739 | p. 11

(page number not for citation purposes)


http://dx.doi.org/10.1145/2939672.2939785
https://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html
https://nlp.stanford.edu/IR-book/html/htmledition/tf-idf-weighting-1.html
https://europepmc.org/abstract/MED/33196805
http://dx.doi.org/10.1001/jamanetworkopen.2020.22836
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33196805&dopt=Abstract
https://arxiv.org/abs/1904.03323
http://dx.doi.org/10.18653/v1/w19-1909
https://europepmc.org/abstract/MED/31501885
http://dx.doi.org/10.1093/bioinformatics/btz682
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31501885&dopt=Abstract
https://doi.org/10.1038/sdata.2016.35
http://dx.doi.org/10.1038/sdata.2016.35
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27219127&dopt=Abstract
https://arxiv.org/abs/1910.03771
http://dx.doi.org/10.18653/v1/2020.emnlp-demos.6
https://alzres.biomedcentral.com/articles/10.1186/s13195-015-0099-0
http://dx.doi.org/10.1186/s13195-015-0099-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25815063&dopt=Abstract
http://dx.doi.org/10.1111/j.1600-0404.2007.00800.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17661793&dopt=Abstract
http://dx.doi.org/10.1007/s40520-017-0885-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29313293&dopt=Abstract
http://dx.doi.org/10.1097/WAD.0b013e318215ca90
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22354139&dopt=Abstract
https://europepmc.org/abstract/MED/32728960
http://dx.doi.org/10.1007/s11606-020-05982-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32728960&dopt=Abstract
http://dx.doi.org/10.1111/jgs.15411
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29972595&dopt=Abstract
https://bmcgeriatr.biomedcentral.com/articles/10.1186/s12877-017-0645-7
http://dx.doi.org/10.1186/s12877-017-0645-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29070036&dopt=Abstract
http://dx.doi.org/10.1002/cpt.359
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26916672&dopt=Abstract
https://europepmc.org/abstract/MED/28158847
http://dx.doi.org/10.1093/geronb/gbw209
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28158847&dopt=Abstract
https://europepmc.org/abstract/MED/32743312
http://dx.doi.org/10.4235/agmr.19.0047
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32743312&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH Laurentiev et al

NLP: natural language processing

ROC: receiver operating characteristic
RPDR: Research Patient Data Repository
SVM: support vector machine

Edited by T Leung; submitted 30.03.23; peer-reviewed by M Elbattah, H Shah, Y Zheng; commentsto author 17.06.23; revised version
received 30.06.23; accepted 31.10.23; published 13.02.24

Please cite as:

Laurentiev J, Kim DH, Mahesri M, Wang KY, Bessette LG, York C, Zakoul H, Lee SB, Zhou L, Lin KJ

Identifying Functional Statusmpairment in People Living Wth Dementia Through Natural Language Processing of Clinical Documents:
Cross-Sectional Sudy

J Med Internet Res 2024;26:e47739

URL: https.//www.jmir.org/2024/1/e47739

doi: 10.2196/47739

PMID: 38349732

©John Laurentiev, Dae Hyun Kim, Mufaddal Mahesri, Kuan-Yuan Wang, Lily G Bessette, Cassandra York, Heidi Zakoul, Su
Been Leeg, Li Zhou, Kueiyu Joshua Lin. Originally published in the Journal of Medical Internet Research (https://www.jmir.org),
13.02.2024. This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic
information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must
be included.

https://www.jmir.org/2024/1/e47739 JMed Internet Res 2024 | vol. 26 | e47739 | p. 12
(page number not for citation purposes)

RenderX


https://www.jmir.org/2024/1/e47739
http://dx.doi.org/10.2196/47739
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38349732&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

