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Abstract

Background: Machine learning predictive analytics (MLPA) is increasingly used in health care to reduce costs and improve
efficacy; it also has the potential to harm patients and trust in health care. Academic and regulatory leaders have proposed a
variety of principles and guidelines to address the challenges of evaluating the safety of machine learning–based software in the
health care context, but accepted practices do not yet exist. However, there appears to be a shift toward process-based regulatory
paradigms that rely heavily on self-regulation. At the same time, little research has examined the perspectives about the harms
of MLPA developers themselves, whose role will be essential in overcoming the “principles-to-practice” gap.

Objective: The objective of this study was to understand how MLPA developers of health care products perceived the potential
harms of those products and their responses to recognized harms.

Methods: We interviewed 40 individuals who were developing MLPA tools for health care at 15 US-based organizations,
including data scientists, software engineers, and those with mid- and high-level management roles. These 15 organizations were
selected to represent a range of organizational types and sizes from the 106 that we previously identified. We asked developers
about their perspectives on the potential harms of their work, factors that influence these harms, and their role in mitigation. We
used standard qualitative analysis of transcribed interviews to identify themes in the data.

Results: We found that MLPA developers recognized a range of potential harms of MLPA to individuals, social groups, and
the health care system, such as issues of privacy, bias, and system disruption. They also identified drivers of these harms related
to the characteristics of machine learning and specific to the health care and commercial contexts in which the products are
developed. MLPA developers also described strategies to respond to these drivers and potentially mitigate the harms. Opportunities
included balancing algorithm performance goals with potential harms, emphasizing iterative integration of health care expertise,
and fostering shared company values. However, their recognition of their own responsibility to address potential harms varied
widely.

Conclusions: Even though MLPA developers recognized that their products can harm patients, public, and even health systems,
robust procedures to assess the potential for harms and the need for mitigation do not exist. Our findings suggest that, to the extent
that new oversight paradigms rely on self-regulation, they will face serious challenges if harms are driven by features that
developers consider inescapable in health care and business environments. Furthermore, effective self-regulation will require
MLPA developers to accept responsibility for safety and efficacy and know how to act accordingly. Our results suggest that, at
the very least, substantial education will be necessary to fill the “principles-to-practice” gap.
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Introduction

Machine learning predictive analytics (MLPA) applications
have attracted significant investment over the past few years
and are increasingly used in the health care industry [1,2].
Distinct from machine learning (ML) used in medical devices
for diagnostic purposes, some of these tools specifically aim to
improve health care efficiency and curb burgeoning costs [3].
For example, an MLPA tool was recently developed using
electronic health record data from thousands of patients, with
the goal of improving quality and reducing the costs of intensive
care unit care [4]. Other examples include MLPA applications
developed for predicting physiological deterioration [5], hospital
readmissions [6], and disease forecasting [7]. MLPA
applications have the potential to improve individual patient
and population health and to reduce health care costs. However,
MLPA applications also have the potential to harm patients and
patient trust in health care through systematic error, violations
of privacy, lack of transparency, and exacerbation of health
disparities [8-12]. Commentary recognizes the potential benefit
of health care MLPA but demands that its deployment come
with guardrails to limit its risks [8-12]. In response, scholarly
efforts have focused on codes of ethics, factors supporting their
adherence [13,14], and on technical remedies [15,16], as well
as on the need to understand more about how ML developers
understand their work [17].

Demands to rein in or closely monitor systems relying on
algorithmically driven predictions cut across many fields
including finance, government, marketing, and medicine [18].
Concerns about MLPA for health care began to garner interest
within computer science in the mid-2010s [19,20] and captured
public attention a few years later with the publication of studies
demonstrating racial bias in algorithms used in criminal justice
systems, health care services, and credit agencies [10,21-23].
A steady stream of proposals to better manage artificial
intelligence (AI) tools for social benefit has continued since,
with a recent publication identifying 200 studies from the past
decade offering guidelines to oversee the technology’s
development [24]. The volume of publications evinces the
persistence of social concern about potential harms resulting
from the rapid spread of AI tools but also the challenge their
management poses. Heightened concerns are voiced about health
care MLPA over other fields because of its potential direct and
broad effect on human health and well-being [25].

A few features stand out in these discussions. First, an
algorithm’s mechanism or logic can be opaque. The process
that produces a particular result can be indiscernible even to the
person who developed the algorithm. Second, algorithms are
iterative, meaning they are designed to continually process data,
update parameters, and produce new results. Moreover, the
pipeline through which algorithms are produced entails many
steps and many types of expertise. The work often takes place
across several high-pressure settings. As an emergent, complex,
and rapidly evolving technology produced through a distributed,

multistep process, distinct for its opacity and its disposition to
continuously update, MLPA challenges basic oversight.

Academic and regulatory leaders have proposed a variety of
approaches to confronting these challenges within health care.
For example, the Food and Drug Administration (FDA) in the
United States has proposed moving away from its long-standing
product-based assessments and toward a new process-based
form of regulation when handling software-based medical
devices, or software as a medical device (SaMD) [26]. By
focusing on the process by which an ML health care tool is
created, rather than the product or tool itself, the FDA
circumvented at least some of the problems with overseeing
MLPA, such as the need to treat an updated algorithm as a new
product requiring review and approval. The approach, however,
addresses only some MLPA-related challenges, as only a
relatively small subset of MLPA tools qualify as SaMD and are
thus subject to FDA regulation [27,28]. Further, the FDA’s
process-based approach itself remains nascent, contentious [29],
incompletely authorized [30], and in need of additional piloting
[31]. Outside of the formal regulatory environment, additional
efforts to fashion guardrails for MLPA that facilitate the
technology’s safe deployment in health care include research
to devise technical fixes to improve and standardize methods
to detect sources of bias [32-34] and to promote “explainable
AI” that increases algorithmic transparency [15]. These are
promising but still imperfect solutions: observers report that
some of these proposals may be difficult to enact [16], and
others may not be “fully operable in practice” [35].

Exploring developer perspectives on their roles and
responsibilities for mitigating the potential harms of MLPA can
contribute to building a broad knowledge base on which to
construct practices supporting effective and responsible MLPA.
However, relatively little research has addressed this specific
question. To contribute to this effort, we conducted interviews
with MLPA developers designed to capture their perspectives
on the potential harms of their work, factors that influence these
harms, and their role in mitigation.

Methods

Recruitment
From July 2019 to July 2020, we recruited individuals who were
working for US-based organizations involved in developing
MLPA tools for use in health care settings. We selected
individual organizations based on our previously published
analysis of the landscape of predictive analytics in health care
[36], which included a range of organizational types and sizes.
The eligibility criteria for study participation was employment
at 1 of the US-based organizations identified as developing
MLPA tools for health care use. We identified the organizations
included in the landscape analysis by first assessing 4
databases—LexisNexis, PubMed, Web of Knowledge, and
Indeed.com—using search terms such as “hospitals,” “health
care organizations,” “machine learning,” and “predictive
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analytics”; using set inclusion and exclusion criteria to determine
relevant products; and then performing data extraction on the
organization’s product website content to classify them. The
sample consisted of computer software and IT companies,
including those specifically focused on health care, as well as
health insurers and hospital systems. In addition, we classified
organizations by size based on the number of employees
(small=1-50, medium=51-1000, and large=>1000), as specified
in the LinkedIn page for each organization. All organizations
that were identified by our initial landscape analysis of 4
databases (LexisNexis, PubMed, Web of Knowledge, and
Indeed.com) had LinkedIn pages. Organizations were classified
by type and size in order to provide a clear picture of the
organizations included in the sample. Of the 96 organizations
identified, we used quota sampling [37] to ensure the diversity
of perspectives, selecting 15 that were representative of the
range of organizations, both in terms of type and size. Since
this was a qualitative study, the goal was to capture the fullest
range possible of organizations according to qualitative
characteristics such as the type of organization (eg, software
company vs hospital), rather than to achieve quantitative
representation.

From these organizations, we initially identified potential
participants through LinkedIn, the most widely used professional
networking platform in the United States [38], reviewing search
results by organization for keywords such as data scientist,
software engineer, or manager. We contacted individuals to
participate through LinkedIn’s direct messaging feature. To
minimize bias in selection, individuals were chosen for contact
based on the order with which they appeared in each
organization’s employee search, filtering by relevant keywords
such as data scientist, software engineer, or manager. To identify
additional participants who might not be represented on
LinkedIn, we also used a snowball sampling approach. To
examine the MLPA development process from different
perspectives, we intentionally included participants representing
a variety of roles, including data scientists, software engineers,
project managers, and executive leaders, among others.

Data Collection
Each participant completed a 1-hour semistructured interview
through videoconference. The average recorded interview time
duration was 49 minutes. We iteratively developed the interview

guide through pilot interviews with current MLPA developers.
The interview guide (Multimedia Appendix 1) included
questions on the participants’background and training, company
and MLPA product goals in health care, facilitators and barriers
to product development, and potential benefits and harms of
these products.

Ethical Considerations
Our study was approved by the institutional review board of
Stanford University (protocol 48902, FWA00000935).
Participants were informed that they could opt out at any time
during the interview process. The interview data were
deidentified. All participants received an electronic gift card of
US $100 for participation.

Data Analysis
Interviews were audio recorded, transcribed verbatim, and
deidentified. We analyzed the data using the mixed methods
analytic software Dedoose (version 8.3; SocioCultural Research
Consultants) [39]. All team members reviewed subsets of the
interview transcripts and then identified and discussed the most
prevalent themes seen across interviews with the whole team.
Based on those discussions, a list of concepts was generated as
an initial codebook. The team then iteratively refined the
codebook through multiple rounds of provisional coding. Once
the codebook was finalized, at least 2 team members
independently coded each interview, resolving any coding
differences through team consensus. To further examine
participant perceptions of the potential harms of MLPA in health
care and their attitudes toward handling those harms, we then
reviewed all data coded to ideas associated with mitigating
harms across all participants to identify consistency and
variability in narratives based on individual and organizational
characteristics.

Results

Participant Characteristics
We selected 15 organizations from 96 originally identified, on
the basis of organizational characteristics. We made this
selection in a way to ensure that all of the organizational
characteristics—company sizes, types, and product types—were
represented in similar proportions to the larger sample (Table
1).
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Table 1. Organizational characteristics.

Organizations (n=15), n (%)Organization characteristics

Size

6 (40)Small (1-50 employees)

3 (20)Medium (51-1000 employees)

6 (40)Large (>1000 employees)

Organization type

10 (67)Computer software or IT—health care

2 (13)Computer software or IT—general

2 (13)Health insurer

1 (7)Provider (hospital or health system)

Product types

11 (73)Disease onset and progression

7 (47)Treatment

9 (60)Cost and utilization

4 (27)Decompensation and adverse events

5 (33)Admissions and readmissions

Of the 76 prospective participants contacted, 40 (53%) agreed
to participate. The majority (29/40, 72%) of participants worked
at health care–oriented computer software and IT companies.
Almost two-thirds (25/40, 62%) of participants held roles that
involved both working directly with data in MLPA development

and other functions, such as leadership. A total of 40% (16/40)
participants occupied high-level management roles. A total of
35% (14/40) held health-related advanced degrees. Participant
and company characteristics are provided in Table 2, and
individual-level data are provided in Multimedia Appendix 2.
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Table 2. Participants’ professional and academic characteristics.

Participants (n=40), n (%)Participant characteristics

Management levelsa

15 (38)None

9 (22)Midlevel

16 (40)High level

Data interaction levelsb

15 (38)Data only

25 (62)Data+

Academic backgrounds

11 (28)Bachelor’s degree

5 (12)Health-related master’s degree

6 (15)Non–health-related master’s degree

5 (12)Health-related PhDc

9 (22)Non–health-related PhD

4 (10)Medical degree

Type of organization

29 (72)Computer software and IT—health care

3 (8)Computer software and IT—general

3 (8)Health insurer

5 (12)Hospital

Number of employees at organization

19 (48)1-50

5 (12)51-1000

16 (40)>1000

aNone refers to participants without managerial duties; mid-level refers to participants with some managerial duties; and high-level refers to participants
with extensive managerial duties.
bData only refers to participants who handle and work directly with the data in their daily work; Data+ refers to participants who not only work with
data but also perform other functions within their organization.
cPhD: Doctor of Philosophy.

Developer Perspectives: Potential Harms, Drivers of
Harms, and Responses

Overview
In response to interview questions about the process and
challenges of producing health care MLPA, developers named
a range of potential harms associated with the technology. They
also speculated about factors that might exacerbate or drive
MLPA-associated harms, as well as about opportunities to
respond to these drivers and perceived limitations of their own
responsibilities to do so. Although developers varied in the
extent to which they were able to articulate harms, drivers, and
responses, we were unable to identify individual or
organizational characteristics that appeared to be associated
with a greater appreciation of these issues overall. Below we
first present an analysis of developers’comments about potential
harms, followed by an analysis of drivers of harms, and then

an analysis of comments about possible responses to drivers of
potential harms. We end with a description of developer
perspectives on responsibility for responding to these potential
harms. Figure 1 provides a framework illustrating the domains
developers identified related to drivers of harms, potential
developer responses, as well as potential harms as articulated
by participants. Those developer responses that represent
opportunities to mitigate against potential harms are indicated
by the upward arrow, while those that represent limitations that
may facilitate (or fail to prevent) drivers leading to harms are
illustrated by the downward arrow. The boxes surrounding the
categories of “Drivers of Harms” and “Potential Harms of
MLPA in Healthcare” indicate that the relationships depicted
are between each of these domains as a whole and do not suggest
one-to-one relationships between individual drivers and harms.
While certain drivers may indeed be directly related to certain
developer responses and potential harms, our interviews were
not designed to ascertain this level of mapping of relationships.
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Figure 1. Developer perspectives on harms, drivers, and responses. MLPA: machine learning predictive analytics.

Potential Harms of MLPA in Health Care
Participants identified 3 categories of potential harms from the
use of MLPA in health care, including harms to individuals,
vulnerable sociopolitical groups, and the health care system
more broadly. Multimedia Appendix 3 provides the longer
passages from which quotes cited here are excerpted.

Developers identified 2 types of harms to individuals: privacy
violations and what we have labeled “misdirection of health
care.” The latter refers to instances when MLPA tools might
misdirect health care resources or interventions either away
from those who needed more care or toward those who did not.
As participants P02 and P24 explained, a patient could
potentially not receive treatment if a model inappropriately
identified them as low risk based on how developers designed
the tool. Developers’ concerns regarding violation of privacy
focused on the sharing of sensitive health information not
germane to a developer’s task (participant P30).

The primary harm to groups mentioned by developers was the
possibility of systematic bias in an algorithm’s outcomes leading
to medically unjustified differences in treatments among certain
sociopolitical groups. Developers such as participant P06
explained this potential harm by referencing a recent,
high-profile study that demonstrated systematic bias in a widely
used MLPA tool that resulted in the allocation of health care
resources away from African American patients [10].
Developers also expressed concern that optimizing specifically
for health care costs in MLPA-based models could lead to biased
algorithms and subsequent harm to already vulnerable
sociopolitical groups (participant P17).

Developers identified 2 main potential harms to the health care
system: system disruption and wasted resources. Forms of
potential health care system disruption included atrophy of

physicians’ skills and alarm fatigue among health care providers
(eg, participants P19 and P08), as well as the potential for
unmonitored MLPA to cause system disruption by contradicting
existing health care and public health praxis (eg, participant
P22). Developers raised concerns about wasted resources due
to the magnitude of time and money being directed toward the
development of MLPA tools for health care. They voiced
concern that emphasis on MLPA tools, many of which
ultimately may not prove to be useful, could drive resources
away from other potential interventions for improving health
care (eg, participants P16 and P22).

Drivers of Potential Harms of MLPA in Health Care

Overview
We defined drivers of harms as conditions or factors that
participants identified as contributing to the likelihood or
magnitude of potential harms associated with MLPA. Drivers
fell into three broad categories: (1) characteristics that
developers consider inherent in MLPA; (2) characteristics of
the health care environment in which developers were working;
and (3) factors generated by the intersection of health care and
the high-tech industry. Multimedia Appendix 4 provides the
longer passages from which quotes cited here are excerpted.

Factors Developers Characterized as Inherent in MLPA
Technology
Drivers that participants characterized as inherent in MLPA
technology, or as inevitable consequences of its creation and
operation, included opacity, limited generalizability, and data
volume. Opacity referred to the limited extent to which
observers can understand how an MLPA tool generates its
predictions. For example, participant P18 commented that “the
scariest thing about machine learning in general, is if you have
a model that’s not really explainable and it’s pretty predictive
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and you don’t know why it’s predictive.” Participants also
highlighted that racial bias could operate in an MLPA tool,
hidden from view, due to opacity (participant P35).

Statements also highlighted possible harms resulting from
unrecognized limits to generalizability; for example, developers
noted that failing to account for the distinctiveness of
populations or settings in which algorithms were trained or
tested could result in MLPA that might not readily translate to
heterogenous, real-world patient populations or settings
(participants P19 and P08).

Participant concerns regarding data volume focused on MLPA’s
requirement for vast amounts of data. Powerful as large data
sets might be, participant P03 explained, large amounts of data
do not necessarily mean better results, as much as an opportunity
to make bigger mistakes. Furthermore, preoccupation with the
volume of data that MLPA is capable of analyzing may lead
developers, and particularly those with backgrounds outside of
health care, to value volume over quality, based on the
assumption that “the more data the better” (participant P20).

Health Care Environment
Participants also identified drivers of harms related to the
characteristics of the health care environment in which MLPA
was being developed, including the structure of health care data,
the sensitive nature of these data, and the complexity of health
care delivery.

Features related to the structure of health care data included the
multiple formats in which data are entered into electronic health
records (participant P42); data storage in multiple, stand-alone
sources, such as those for prescriptions or lab results; and the
lack of standardization governing what information is submitted
or available (participant P24). As participant P42 highlighted,
the complex structure of health care data made it harder for
developers to recognize possible problems with their algorithms
and, as a result, “you don’t realize that you’ve just overfitted a
model to a big pile of garbage.”

Participants also recognized the sensitive nature of the health
care data needed to train MLPA models as a driver of harm
because these data demanded careful handling (participant P05).
Participant P18 noted as well that the volume of data demanded
by MLPA increased the probability that a person could be
reidentified, even from anonymized data.

Developers also recognized that the complexity of health care
delivery more broadly hampered their ability to recognize
important nuances in data sets, leading to wasted efforts or
errors in prediction (participant P33). Participant P05 explained
that, when attempting to understand complex treatment
regimens, for example, developers could quickly get themselves
“into very murky waters.”

Intersection of Health Care and the High-Tech Industry
Developers identified drivers of potential harms specific to the
intersection of the powerful high-tech industry that drives MLPA
development and the equally powerful but substantively different
health care industry, including, for example, a disparate sense
of responsibility for addressing risk in health care versus the

high-tech industry and, in the latter, a greater acceptance of
overly optimistic expectations, or “hype.”

Comments about the differences in perceived responsibility
between high tech and health care contrasted high tech’s
embrace of “failing forward,” a popular premise in high tech
that characterizes mistakes as a natural and financially expedient
part of innovation [40] with medicine’s commitment to prioritize
caution and patient safety, while pursuing its goals of relieving
pain and promoting health. As participant P03 noted, there is a
“tolerance to failure” in tech, which is “antithetical to medicine.”
They note that, in medicine, “you’re not allowed to fail with
people.” Participants also suggested that the settings in which
MLPA originally evolved, such as marketing and finance, might
contribute to the disparate sense of responsibility for addressing
risk because in those settings developers’ work was unrelated
to worries about possible life-and-death consequences of design
decisions (participant P20). Participant P02 reported, for
example, that working on algorithms for health care “can be
really scary” because it’s possible “someone loses their life,”
not just that their “Uber didn’t show up.”

Participants pointed to the “hype” surrounding health care
MLPA as a driver of potential harms, including claims that
current health care MLPA was further advanced than it is or
suggestions that its integration into health care is inevitable.
Developers described this hype as perpetuating an overly
optimist perception of the readiness of health care MLPA for
implementation (participants P16 and P35).

Developer Responses to Drivers of Potential Harms of
MLPA in Health Care

Overview
Developers described ways to respond to or constrain drivers
of potential harms of MLPA, including both opportunities for
individuals and organizations to integrate responses into the
development process, as well as perceived limitations on
developers’ responsibilities to respond to drivers of harms.
Opportunities included balancing algorithm performance goals
with potential harms; emphasizing the ongoing, iterative
integration of health care expertise in the development process;
and fostering shared company values. Perceived limitations of
developer responsibilities included statements in which
developers indicated that the potential benefits of MLPA in
health care justified the risk of potential harms of their products;
examples of respondents shifting the responsibility for mitigating
harms to the end users of this technology and participants’
suggestions that it was the role of regulation specifically to
address such risks, even when their knowledge of the relevant
policies was limited. Multimedia Appendix 5 provides the longer
passages from which quotes cited here are excerpted.

Developer Opportunities to Respond to Drivers of Harms
In their discussion of response to drivers, developers identified
a number of concrete opportunities within the development
process. Regarding balancing performance and risk of harms,
participant P16 explained, for example, that their team tried to
make their work “very transparent” even though this might
require “sacrificing performance” as a singular goal. In doing
so, developers could create something that colleagues could

J Med Internet Res 2023 | vol. 25 | e47609 | p. 7https://www.jmir.org/2023/1/e47609
(page number not for citation purposes)

Nichol et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


examine, which was worthwhile because it allowed “others to
be able to look at this thing,” which facilitated a “kind of quality
check” by outsiders. Participant P24 explicitly recognized the
developer’s role in fostering design decisions that prioritized
minimizing potential downstream harms to patients.

In describing the ongoing or iterative integration of expertise
as a response to potential drivers of harms, developers echoed
the importance of interdisciplinary teams to ensure the presence
of clinical expertise throughout MLPA development. An
iterative process that engaged interdisciplinary colleagues also
allowed developers to ensure that “we’re actually making the
predictions...the impact we want to be making,” (participant
P14) while at the same time allowing them to “see how the tool
interacts with the clinician” (participant P09).

Participants also cited the contribution that shared values among
colleagues or at an organizational level could make by creating
a context favorable to responding to potential harms and drivers
of harms (participant P01). For example, participant P25
described how a “self-aware group of people that are
comfortable with humility and vulnerability” could think
“through the unintended consequences of a model” by posing
questions such as, “how would I feel if I were someone predicted
in this model...what would I want to be done with that
information?”

Developer Limitations in Responding to Drivers of
Harms
While some developers were attuned to opportunities to integrate
responses to drivers in their everyday work, others focused
instead (or in addition) on the limitations of developers’ roles
of responsibilities to do so. One way in which participants
emphasized the limitations of their role was by suggesting that
the benefits of their work could justify the risks of harm. For
example, while participant P15 recognized “all sorts of really
terrible uses of machine learning,” they then followed this
statement by balancing this concern with the desire to see
“machine learning helping medicine.” Participant P20 provided
a more detailed account of perceived benefits, arguing that
although there may be potential harms to patients, ultimately
their work is “all about being able to make sure that as many
as people possible have health care benefits.”

In addition to positioning potential benefits as a justification
for potential harms of MLPA, developers’ statements regarding
the limitations of their own responsibilities pointed to the roles
of others—and particularly the end users—in preventing (or
perpetuating) these harms (eg, participant P31). In particular,
developers emphasized the role of the clinician as a safeguard
against potential harms to individual patients (eg, participants
P09 and P40) and suggested it would be the clinician’s
responsibility to understand the details of any algorithms used
in order to apply results appropriately (participant P14).

Finally, some developers also recognized a potential role for
regulation as a tool for responding to drivers of
MLPA-associated harms, including by protecting patient privacy
(participant P38), and as a mechanism for increasing public
trust in the technology and thus advancing its acceptance
(participant P13). However, overall, developers did not evidence

a high level of awareness of laws and regulations pertaining to
MLPA applications in health care (participants P37 and P07)
and expressed skepticism regarding the effectiveness of
regulation due to the iterative nature of their products
(participant P16).

Discussion

Principal Findings
Our findings suggest that, as a group, MLPA developers working
in varied roles and organizational settings are able to identify
a number of potential harms of MLPA in health care previously
noted in the literature, including risks to privacy and bias, among
other concerns [41-44]. Some developers also illustrated a more
nuanced understanding of these issues through their ability to
identify drivers of potential harms. Specifically, developers
recognized ways in which the application of MLPA in the health
care setting raised the additional potential for harm, both because
of the sensitivity and complexity of health care data and
delivery, and because of the increased stakes of predictions
made by MLPA models. Moreover, as MLPA operates at the
intersection of health care and the high-tech industry, “hype”
was identified as a driver of potential harms, which
commentators have tied to the pressure associated with the
commercialization and translation of other types of biomedical
products [45]. Of particular note, participants recognized not
only potential harms affecting individual patients, but also those
that would impact clinicians and the broader health care system.
This suggests that at least some developers’ ability to identify
ethical issues was not limited to the individual-level impacts
that are the focus of much of the literature [44]. Further,
developers cited responses to potential harms directly at their,
or their organization’s, disposal, including efforts to improve
the transparency of algorithms and the benefit of shared values
across organizational levels, a finding that confirms scholarly
attention to organizational context [46,47].

MLPA guardrails will remain partial to the extent that their
routine implementation will rely on developers and others to
use, assess, and fine-tune, an awareness that motivates some
advocates to endorse other MLPA oversight strategies. These
include strategies to influence conduct that could complement
technical solutions, which are possibly more readily available,
and are directed toward individuals who create MLPA, the ML
developers. For example, computing organizations, such as GO
FAIR (supporting Findable, Accessible, Interoperable, and
Reusable data), FairML, Open AI, and the Partnership on AI,
articulate and disseminate proposals for an ethically and socially
aware worldview for developers [15,48,49]. Along similar lines,
organizations such as the Association for Computing Machinery
and Organization for Economic Cooperation and Development
have developed codes of ethics to “inspire and guide the ethical
conduct” among computing professionals [50-54].

The extent that such developer-focused MLPA efforts might
impact conduct in ways that reduce concerns about potential
MLPA harms, however, remains unclear. Effects of
organizations such as GO FAIR or FairML are difficult to
evaluate and, in any event, are likely to remain limited to
developers aware of these programs, a small group relative to

J Med Internet Res 2023 | vol. 25 | e47609 | p. 8https://www.jmir.org/2023/1/e47609
(page number not for citation purposes)

Nichol et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the large numbers of people involved in ML development. The
effects of codes of ethics on conduct are less difficult to assess,
but the results are not encouraging [55]. Of the recent studies
conducted about codes of ethics in computer science and
engineering, the positive effects of the ethics codes on conduct
are rare [13,17,24,56]. Research examining the Association for
Computing Machinery’s code reported that having participants
consider the code when making design decisions had “no
observed effect” when compared with a control group [13].

In light of the broad interest in ethics codes to help manage
conduct [55,57], it is important to consider possible reasons for
their limited success. Some research has framed the question
as individually based, for example, asking developers to apply
a code’s principles to particular problems [13,55]. Other research
recently has taken issue with this framing and has turned
attention instead to the role that organizations play in
communicating and supporting the principles that codes endorse.
Heger et al [14], identify a principles-to-practice-gap in the
integration of principles into daily work decisions and conclude
that to bridge the gap, organizations must develop policies and
activities that align ethics-related activities across 4 levels within
an organization: individuals, teams, organizational incentives,
and mission statements. Additional studies push for more
attention to organizational context [46,47], while the study by
de Ágreda [58], which compared acceptance of ethical codes
designed to govern development of AI technologies for use in
military versus nonmilitary settings, concluded that an important
characteristic for success of transferability of codes across
settings is the way individuals understand the work an
algorithm-driven tool is meant to accomplish.

This idea is echoed in other studies cited here and suggests that
future research might benefit the field by focusing on ML
developers [17,24,56,59]. Unlike prior interest in individuals,
directed toward assessing their knowledge of an ethics code’s
content [13], these proposals draw attention to the possible
benefit of examining developers’understanding of the relevance
of ethics to their daily work. For example, a recent bibliometric
review of research in codes of ethics, encompassing over 100
studies, drew attention to 1 set of studies as demonstrating that
ethical breaches might persist in the workplace because
employees simply do not connect the code with their work [56].
Similarly, a critical analysis of the current state of AI ethics
literature concludes that problems might persist in this domain
because the workers themselves are unclear about potential
problems their work creates [17]. Possibly lending support to
this theory, Mittelstadt [25] points out that unlike medicine, in
which practitioners are trained to be highly concerned with
protecting patients’ interests, AI development prioritizes
commercial success, resulting possibly in deflecting attention
away from problems associated with implementing AI tools.

Research that examines ideas about responsibility in AI also
underscores interest in examining ML developers’understanding
and attitudes. The few relevant empirical studies to date suggest
that developers may be unaware of the harms their work might
generate [17] and that developers largely view their
responsibility in responding to these potential harms as limited
to solving technical problems [60]. Reasonably, much of this
scholarship takes the concept of “responsible AI” as its starting

point [47,61,62]. Some, however, fail to distinguish
responsibility in AI from the formal concept, “responsible AI.”
The point here is not that “responsible AI” is not responsible.
Rather the point is that the meaning and practices constituting
responsibility in AI can extend beyond the highly formalized
concept of “responsible AI.”

Understanding this, for example, allows Widder and Nafus [62]
to problematize “responsible AI” and to investigate whether
and under what conditions the framework solves, or fails to
solve, and the problems it is meant to address. This greater
latitude directs attention away from higher-order concepts, such
as ethics codes or principles, if only temporarily, and toward
investigating foundational issues that influence the effectiveness
of concepts such as “responsible AI,” for example, how
developers understand their work or its potential for harm. Our
research findings provide valuable empirical insights to inform
our understanding of the persistent principles-to-practice gap,
in particular regarding developers’ lack of clarity concerning
responsibility for handling various types of issues, a result that
confirms the findings of Widder and Nafus [62] about the
weaknesses of formal paradigms, such as “responsible AI,” to
effect change.

The range of harms, drivers, and potential responses to these
drivers identified by developers in our study suggest the basis
for a set of domains and preliminary conceptual framework for
a broader evaluation of developer understanding of the complex,
multidimensional impacts of implementation of MLPA in health
care. The extent to which the depth of developer knowledge
and recognition of these issues varied within our sample suggests
that the need for interventions to systematically educate
developers about potential harms and the role of development
teams in mitigating harms at all stages of the design process,
remains necessary. Systematic measures to evaluate developer
understanding of these issues will be essential for evaluating
any such intervention strategies designed to bridge the
principles-to-practice gap. Future research also may build on
our findings to further investigate individual and organizational
correlates for greater understanding of these multidimensional
challenges among developers.

Perhaps most importantly, our findings suggest that assessment
of developer knowledge and understanding of the potential
harms of MLPA in health care and their drivers should also
include an assessment of individuals’ perceptions of their own
roles and responsibilities in responding to these drivers and
mitigating against potential harms of MLPA in health care.
Tackling the principles-to-practice gap ultimately will require
not only systematic developer education, but also a nuanced
empirical understanding of the concrete steps developers can
take together with a normative understanding of their ethical
obligations, to integrate these considerations in their daily work.

Limitations
This study represents a qualitative analysis of the perspectives
of MLPA developers regarding potential harms and regulation
of their products and, thus, was not designed to address
questions of frequency or to be broadly generalizable. While in
the aggregate, participants recognized a range of harms and
aspects of regulation that could address these harms, our findings
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regarding harms, drivers, or responses to drivers were not
reflected in statements by every respondent. Although we were
not able to identify any individual or organizational
characteristics associated with a greater understanding of the
issues articulated above, it is possible that our sample was too
small to identify respondent characteristics associated with
particular types of responses or perspectives. Examination of
the role of such characteristics on attitudes toward accountability
and responsibility will require further research. Furthermore,
MLPA developers not included on LinkedIn would only be
reached through snowball sampling, and our sample was drawn
primarily from private sector organizations, where MLPA
currently implemented in health care in the United States is
largely being developed [36], so we do not know whether our
findings are generalizable to MLPA developers in other settings.

Conclusions
Our findings suggest that developers within the setting of
commercial development of health care MLPA in the United
States recognize a range of potential harms of MLPA to
individuals, groups, and health systems. They also can articulate
various drivers of these harms located in the characteristics of
MLPA itself, those of the health care and commercial
environments in which they are implemented, as well as drivers
stemming specifically from the intersection of these domains.
While some developers also indicated recognition of their
responsibility to respond to some harms, others displayed more
limited views. While broad education of MLPA developers
about the potential harms of their products may be necessary,
it will not be sufficient if developers do not recognize or accept
a role in mitigating those harms. Furthermore, measures to
address the challenges posed specifically by the health care and
business contexts of MLPA development may be necessary to
minimize harms.

Acknowledgments
This work was supported by grants from The Greenwall Foundation and the National Institutes of Health (R01HG010476). CAF
was supported on a training grant from the National Institutes of Health (T32 HG008953).

Data Availability
The deidentified data sets analyzed during this study are available from the corresponding author on reasonable request.

Authors' Contributions
MKC and PLS contributed to the conception and design of the study. AAN, MCH, and MKC completed the data collection. All
authors contributed to the data analysis. All authors contributed to drafts and approved the final study.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Interview guide.
[DOCX File , 19 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Individual participants’academic backgrounds, data interaction levels, and management levels, organized numerically by participant
ID (n=40; data for participants P04 and P27 were incomplete and so were excluded from analysis).
[DOCX File , 18 KB-Multimedia Appendix 2]

Multimedia Appendix 3
Potential harms of machine learning predictive analytics (MLPA) in health care.
[DOCX File , 17 KB-Multimedia Appendix 3]

Multimedia Appendix 4
Drivers of potential harms of machine learning predictive analytics (MLPA) in health care.
[DOCX File , 20 KB-Multimedia Appendix 4]

Multimedia Appendix 5
Developer responses to drivers of potential harms.
[DOCX File , 19 KB-Multimedia Appendix 5]

J Med Internet Res 2023 | vol. 25 | e47609 | p. 10https://www.jmir.org/2023/1/e47609
(page number not for citation purposes)

Nichol et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app1.docx&filename=a3c1330ea17f07d7d58d68fa0dd2894d.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app1.docx&filename=a3c1330ea17f07d7d58d68fa0dd2894d.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app2.docx&filename=7fe0211cdc782d705ced645768945913.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app2.docx&filename=7fe0211cdc782d705ced645768945913.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app3.docx&filename=9e077f666254309a26710e21d1e680d6.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app3.docx&filename=9e077f666254309a26710e21d1e680d6.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app4.docx&filename=ff5b908c18b330a872891fc643d92306.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app4.docx&filename=ff5b908c18b330a872891fc643d92306.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app5.docx&filename=417deb4b57291d70fa1f66a664a247b6.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e47609_app5.docx&filename=417deb4b57291d70fa1f66a664a247b6.docx
http://www.w3.org/Style/XSL
http://www.renderx.com/


References

1. Artificial intelligence: the next digital frontier? McKinsey Global Institute. 2017. URL: https://tinyurl.com/2czhnxfv
[accessed 2023-10-31]

2. The state of data sharing at the U.S. department of health and human services. Department of Health and Human Services.
2018. URL: https://www.hhs.gov/sites/default/files/HHS_StateofDataSharing_0915.pdf [accessed 2023-10-31]

3. National health expenditure projections 2018-2027. Centers for Medicare and Medicaid Services. 2018. URL: https://www.
cms.gov/Research-Statistics-Data-and-Systems/Statistics-Trends-and-Reports/NationalHealthExpendData/Downloads/
ForecastSummary.pdf [accessed 2023-10-31]

4. Miliard M. Geisinger, IBM develop new predictive algorithm to detect sepsis risk. Healthcare IT News. 2019. URL: https:/
/tinyurl.com/ykhky9vd [accessed 2023-10-31]

5. Gao Y, Cai G, Fang W, Li HY, Wang SY, Chen L, et al. Machine learning based early warning system enables accurate
mortality risk prediction for COVID-19. Nat Commun 2020;11(1):5033 [FREE Full text] [doi: 10.1038/s41467-020-18684-2]
[Medline: 33024092]

6. Min X, Yu B, Wang F. Predictive modeling of the hospital readmission risk from patients' claims data using machine
learning: a case study on COPD. Sci Rep 2019;9(1):2362 [FREE Full text] [doi: 10.1038/s41598-019-39071-y] [Medline:
30787351]

7. Fisher CK, Smith AM, Walsh JR, Coalition Against Major Diseases; Abbott, Alliance for Aging Research; Alzheimer’s
Association. Machine learning for comprehensive forecasting of Alzheimer's disease progression. Sci Rep 2019;9(1):13622
[FREE Full text] [doi: 10.1038/s41598-019-49656-2] [Medline: 31541187]

8. Amann J, Blasimme A, Vayena E, Frey D, Madai VI, Precise4Q consortium. Explainability for artificial intelligence in
healthcare: a multidisciplinary perspective. BMC Med Inform Decis Mak 2020;20(1):310 [FREE Full text] [doi:
10.1186/s12911-020-01332-6] [Medline: 33256715]

9. Char DS, Shah NH, Magnus D. Implementing machine learning in health care—addressing ethical challenges. N Engl J
Med 2018;378(11):981-983 [FREE Full text] [doi: 10.1056/NEJMp1714229] [Medline: 29539284]

10. Obermeyer Z, Powers B, Vogeli C, Mullainathan S. Dissecting racial bias in an algorithm used to manage the health of
populations. Science 2019;366(6464):447-453 [FREE Full text] [doi: 10.1126/science.aax2342] [Medline: 31649194]

11. Copeland R, Needleman SE. Google's 'project nightingale' triggers federal inquiry. Wall Str J 2019 [FREE Full text]
12. Vayena E, Blasimme A, Cohen IG. Machine learning in medicine: addressing ethical challenges. PLoS Med

2018;15(11):e1002689 [FREE Full text] [doi: 10.1371/journal.pmed.1002689] [Medline: 30399149]
13. McNamara A, Smith J, Murphy-Hill E. Does ACM’s code of ethics change ethical decision making in software development?

New York, NY, United States: Association for Computing Machinery; 2018 Presented at: ESEC/FSE 2018: Proceedings
of the 2018 26th ACM Joint Meeting on European Software Engineering Conference and Symposium on the Foundations
of Software Engineering; November 4-9, 2018; Lake Buena Vista FL USA p. 729-733 URL: https://dl.acm.org/doi/10.1145/
3236024.3264833 [doi: 10.1145/3236024.3264833]

14. Heger A, Passi S, Vorvoreanu M. All the tools, none of the motivation: organizational culture and barriers to responsible
AI work. Cultures in AI. 2020. URL: https://ai-cultures.github.io/papers/all_the_tools_none_of_the_moti.pdf [accessed
2023-10-31]

15. Rudin C. Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead.
Nat Mach Intell 2019;1(5):206-215 [FREE Full text] [doi: 10.1038/s42256-019-0048-x] [Medline: 35603010]

16. Zhang AX, Muller M, Wang D. How do data science workers collaborate? roles, workflows, and tools. Proc ACM
Human-Computer Interact 2020;4(CSCW1):1-23 [doi: 10.1145/3392826]

17. Vakkuri V, Kemell KK, Jantunen M, Abrahamsson P. This is just a prototype": how ethics are ignored in software startup-like
environments. In: Stray V, Hoda R, Paasivaara M, Kruchten P, editors. Agile Processes in Software Engineering and
Extreme Programming. Berlin, Heidelberg, Dordrecht, and New York City: Springer; 2020:195-210

18. Rainie L, Anderson J, Vogels EA. Experts doubt ethical AI design will be broadly adopted as the norm within the next
decade. Pew Research Center. 2021. URL: https://www.pewresearch.org/internet/2021/06/16/
experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/ [accessed 2023-01-02]

19. Kamishima T, Akaho S, Asoh H, Sakuma J. Machine learning and knowledge discovery in databases. In: Fairness-Aware
Classifier with Prejudice Remover Regularizer. Turin, Italy: Joint European Conference on Machine Learning and Knowledge
Discovery in Databases; 2012:35-50

20. Barocas S, Rosenblat A, Boyd D, Gangadharan P, Yu C. Data & Civil Rights Conference. 2014 Oct 30. URL: https://www.
datacivilrights.org/pubs/2014-1030/Technology.pdf [accessed 2022-12-28]

21. Obermeyer Z, Lee TH. Lost in thought—the limits of the human mind and the future of medicine. N Engl J Med
2017;377(13):1209-1211 [FREE Full text] [doi: 10.1056/NEJMp1705348] [Medline: 28953443]

22. Waddell K. How algorithms can bring down minorities' credit scores. The Atlantic. 2016. URL: https://www.theatlantic.com/
technology/archive/2016/12/how-algorithms-can-bring-down-minorities-credit-scores/509333/ [accessed 2022-12-28]

J Med Internet Res 2023 | vol. 25 | e47609 | p. 11https://www.jmir.org/2023/1/e47609
(page number not for citation purposes)

Nichol et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.mckinsey.com/~/media/mckinsey/industries/advanced%20electronics/our%20insights/how%20artificial%20intelligence%20can%20deliver%20real%20value%20to%20companies/mgi-artificial-intelligence-discussion-paper.ashx
https://www.hhs.gov/sites/default/files/HHS_StateofDataSharing_0915.pdf
https://www.cms.gov/Research-Statistics-Data-and-Systems/Statistics-Trends-and-Reports/NationalHealthExpendData/Downloads/ForecastSummary.pdf
https://www.cms.gov/Research-Statistics-Data-and-Systems/Statistics-Trends-and-Reports/NationalHealthExpendData/Downloads/ForecastSummary.pdf
https://www.cms.gov/Research-Statistics-Data-and-Systems/Statistics-Trends-and-Reports/NationalHealthExpendData/Downloads/ForecastSummary.pdf
https://www.healthcareitnews.com/news/geisinger-ibm-develop-new-ai-predictive-algorithm-detect-sepsis-risk#:~:text=The%20new%20algorithm%20created%20with,factors%20linked%20to%20sepsis%20deaths
https://www.healthcareitnews.com/news/geisinger-ibm-develop-new-ai-predictive-algorithm-detect-sepsis-risk#:~:text=The%20new%20algorithm%20created%20with,factors%20linked%20to%20sepsis%20deaths
https://www.nature.com/articles/s41467-020-18684-2
http://dx.doi.org/10.1038/s41467-020-18684-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33024092&dopt=Abstract
https://www.nature.com/articles/s41598-019-39071-y
http://dx.doi.org/10.1038/s41598-019-39071-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30787351&dopt=Abstract
https://www.nature.com/articles/s41598-019-49656-2
http://dx.doi.org/10.1038/s41598-019-49656-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31541187&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-020-01332-6
http://dx.doi.org/10.1186/s12911-020-01332-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33256715&dopt=Abstract
https://europepmc.org/abstract/MED/29539284
http://dx.doi.org/10.1056/NEJMp1714229
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29539284&dopt=Abstract
https://www.science.org/doi/10.1126/science.aax2342
http://dx.doi.org/10.1126/science.aax2342
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31649194&dopt=Abstract
https://www.wsj.com/articles/behind-googles-project-nightingale-a-health-data-gold-mine-of-50-million-patients-11573571867
https://journals.plos.org/plosmedicine/article?id=10.1371/journal.pmed.1002689
http://dx.doi.org/10.1371/journal.pmed.1002689
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30399149&dopt=Abstract
https://dl.acm.org/doi/10.1145/3236024.3264833
https://dl.acm.org/doi/10.1145/3236024.3264833
http://dx.doi.org/10.1145/3236024.3264833
https://ai-cultures.github.io/papers/all_the_tools_none_of_the_moti.pdf
https://europepmc.org/abstract/MED/35603010
http://dx.doi.org/10.1038/s42256-019-0048-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35603010&dopt=Abstract
http://dx.doi.org/10.1145/3392826
https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/
https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/
https://www.datacivilrights.org/pubs/2014-1030/Technology.pdf
https://www.datacivilrights.org/pubs/2014-1030/Technology.pdf
https://europepmc.org/abstract/MED/28953443
http://dx.doi.org/10.1056/NEJMp1705348
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28953443&dopt=Abstract
https://www.theatlantic.com/technology/archive/2016/12/how-algorithms-can-bring-down-minorities-credit-scores/509333/
https://www.theatlantic.com/technology/archive/2016/12/how-algorithms-can-bring-down-minorities-credit-scores/509333/
http://www.w3.org/Style/XSL
http://www.renderx.com/


23. Angwin J, Larson J, Mattu S, Kirchner L. Machine bias—there's software used across the country to predict future criminals.
And it's biased against blacks. ProPublica. 2016. URL: https://www.propublica.org/article/
machine-bias-risk-assessments-in-criminal-sentencing [accessed 2022-12-30]

24. Corrêa NK, Galvão C, Santos JW, Del Pino C, Pinto EP, Barbosa C, et al. Worldwide AI ethics: a review of 200 guidelines
and recommendations for AI governance. Patterns 2023;4(10):100857 [FREE Full text] [doi: 10.2139/ssrn.4381684]

25. Mittelstadt B. Principles alone cannot guarantee ethical AI. Nat Mach Intell 2019;1(11):501-507 [doi:
10.1038/s42256-019-0114-4]

26. Software as a medical device (SaMD). Food and Drug Administration. 2018. URL: https://www.fda.gov/medical-devices/
digital-health-center-excellence/software-medical-device-samd [accessed 2022-12-30]

27. Net Health's Tissue Analytics for wound care granted breakthrough device status by FDA. Net Health Systems Inc. 2022.
URL: https://www.prnewswire.com/news-releases/
net-healths-tissue-analytics-for-wound-care-granted-breakthrough-device-status-by-fda-301560059.html [accessed
2022-12-28]

28. CLEW receives FDA emergency use authorization (EUA) for its predictive analytics platform in support of COVID-19
patients. CLEW. 2020. URL: https://tinyurl.com/4fj3r8r7 [accessed 2022-12-28]

29. Kagan D, Hills B, Tobey D, Hua J. Your clinical decision support software may now be regulated by FDA as a medical
device. DLA Piper. 2022. URL: https://tinyurl.com/3tzw2jkk [accessed 2022-12-28]

30. Al-Faruque F. FDA acknowledges shortcomings of Pre-Cert pilot in report. RAPS. 2022. URL: https://www.raps.org/
news-and-articles/news-articles/2022/10/fda-acknowledges-shortcomings-of-pre-cert-pilot-in [accessed 2022-12-28]

31. The software Precertification (Pre-Cert) pilot program: tailored total product lifecycle approaches and key findings. Food
and Drug Administration. 2022. URL: https://www.fda.gov/medical-devices/digital-health-center-excellence/
digital-health-software-precertification-pre-cert-pilot-program [accessed 2022-12-30]

32. Price WNI, Rai AK. Clearing opacity through machine learning. Iowa L Rev 2021;106(2):775-812 [doi:
10.2139/ssrn.3536983]

33. Krafft TD, Zweig KA, König PD. How to regulate algorithmic decision-making: a framework of regulatory requirements
for different applications. Regul Gov 2020;16(1):119-136 [FREE Full text] [doi: 10.1111/rego.12369]

34. Zhang H, Davidson I. Towards fair deep anomaly detection. New York, NY, United States: Association for Computing
Machinery; 2021 Presented at: FAccT '21: Proceedings of the 2021 ACM Conference on Fairness, Accountability, and
Transparency; March 3-10, 2021; Virtual Event Canada p. 138-148 URL: https://dl.acm.org/doi/10.1145/3442188.3445878
[doi: 10.1145/3442188.3445878]

35. Springer A, Garcia-Gathright J, Cramer H. Assessing and addressing algorithmic bias—but before we get there. arXiv.
Preprint posted online on Sep 10, 2018 Available from: www.aaai.org [accessed Dec 28, 2022] [FREE Full text]

36. Nichol AA, Batten JN, Halley MC, Axelrod JK, Sankar PL, Cho MK. A typology of existing machine learning-based
predictive analytic tools focused on reducing costs and improving quality in health care: systematic search and content
analysis. J Med Internet Res 2021;23(6):e26391 [FREE Full text] [doi: 10.2196/26391] [Medline: 34156338]

37. Bernard HR. Social Research Methods: Qualitative and Quantitative Approaches, Second Edition. Newbury Park
neighborhood of Thousand Oaks, California: SAGE Publishing; 2013.

38. Marshal N. LinkedIn: are you taking advantage of the world's largest professional network? Forbes. 2022. URL: https:/
/tinyurl.com/yf6zzd9w [accessed 2022-12-28]

39. Dedoose version 8.3. web application for managing, analyzing, and presenting qualitative and mixed method research data.
Dedoose. 2019. URL: https://www.dedoose.com/ [accessed 2023-10-31]

40. Lynch MPJ, Kamovich U, Andersson G, Steinert M. The language of successful entrepreneurs: an empirical starting point
for the entrepreneurial mindset. Proc Eur Conf Innov Entrep ECIE 2017:384-391 [FREE Full text]

41. Bates DW, Saria S, Ohno-Machado L, Shah A, Escobar G. Big data in health care: using analytics to identify and manage
high-risk and high-cost patients. Health Aff (Millwood) 2014;33(7):1123-1131 [doi: 10.1377/hlthaff.2014.0041] [Medline:
25006137]

42. Cohen IG, Amarasingham R, Shah A, Xie B, Lo B. The legal and ethical concerns that arise from using complex predictive
analytics in health care. Health Aff (Millwood) 2014;33(7):1139-1147 [doi: 10.1377/hlthaff.2014.0048] [Medline: 25006139]

43. Amarasingham R, Audet AMJ, Bates DW, Cohen IG, Entwistle M, Escobar GJ, et al. Consensus statement on electronic
health predictive analytics: a guiding framework to address challenges. EGEMS (Wash DC) 2016;4(1):1163 [FREE Full
text] [doi: 10.13063/2327-9214.1163] [Medline: 27141516]

44. Morley J, Machado CCV, Burr C, Cowls J, Joshi I, Taddeo M, et al. The ethics of AI in health care: a mapping review.
Soc Sci Med 2020;260:113172 [FREE Full text] [doi: 10.1016/j.socscimed.2020.113172] [Medline: 32702587]

45. Caulfield T, Condit C. Science and the sources of hype. Public Health Genomics 2012;15(3-4):209-217 [doi:
10.1159/000336533] [Medline: 22488464]

46. Madaio MA, Stark L, Wortman JWW, Wallach H. Co-designing checklists to understand organizational challenges and
opportunities around fairness in AI. New York, NY, United States: Association for Computing Machinery; 2020 Presented
at: CHI '20: Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems; April 25-30, 2020; Honolulu
HI USA p. 1-14 URL: https://dl.acm.org/doi/10.1145/3313831.3376445 [doi: 10.1145/3313831.3376445]

J Med Internet Res 2023 | vol. 25 | e47609 | p. 12https://www.jmir.org/2023/1/e47609
(page number not for citation purposes)

Nichol et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://arxiv.org/abs/2206.11922
http://dx.doi.org/10.2139/ssrn.4381684
http://dx.doi.org/10.1038/s42256-019-0114-4
https://www.fda.gov/medical-devices/digital-health-center-excellence/software-medical-device-samd
https://www.fda.gov/medical-devices/digital-health-center-excellence/software-medical-device-samd
https://www.prnewswire.com/news-releases/net-healths-tissue-analytics-for-wound-care-granted-breakthrough-device-status-by-fda-301560059.html
https://www.prnewswire.com/news-releases/net-healths-tissue-analytics-for-wound-care-granted-breakthrough-device-status-by-fda-301560059.html
https://clewmed.com/clew-receives-fda-emergency-use-authorization-eua-for-its-predictive-analytics-platform-in-support-of-covid-19-patients/
https://www.dlapiper.com/en-us/insights/publications/2022/09/your-clinical-decision-support-software-may-now-be-regulated-by-fda-as-a-medical-device
https://www.raps.org/news-and-articles/news-articles/2022/10/fda-acknowledges-shortcomings-of-pre-cert-pilot-in
https://www.raps.org/news-and-articles/news-articles/2022/10/fda-acknowledges-shortcomings-of-pre-cert-pilot-in
https://www.fda.gov/medical-devices/digital-health-center-excellence/digital-health-software-precertification-pre-cert-pilot-program
https://www.fda.gov/medical-devices/digital-health-center-excellence/digital-health-software-precertification-pre-cert-pilot-program
http://dx.doi.org/10.2139/ssrn.3536983
https://onlinelibrary.wiley.com/doi/10.1111/rego.12369
http://dx.doi.org/10.1111/rego.12369
https://dl.acm.org/doi/10.1145/3442188.3445878
http://dx.doi.org/10.1145/3442188.3445878
https://arxiv.org/abs/1809.03332
https://www.jmir.org/2021/6/e26391
http://dx.doi.org/10.2196/26391
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34156338&dopt=Abstract
https://www.forbes.com/sites/forbesagencycouncil/2022/06/10/linkedin-are-you-taking-advantage-of-the-worlds-largest-professional-network/?sh=18dc40df750e
https://www.forbes.com/sites/forbesagencycouncil/2022/06/10/linkedin-are-you-taking-advantage-of-the-worlds-largest-professional-network/?sh=18dc40df750e
https://www.dedoose.com/
https://ntnuopen.ntnu.no/ntnu-xmlui/handle/11250/2479769
http://dx.doi.org/10.1377/hlthaff.2014.0041
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25006137&dopt=Abstract
http://dx.doi.org/10.1377/hlthaff.2014.0048
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25006139&dopt=Abstract
https://europepmc.org/abstract/MED/27141516
https://europepmc.org/abstract/MED/27141516
http://dx.doi.org/10.13063/2327-9214.1163
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27141516&dopt=Abstract
https://www.sciencedirect.com/science/article/abs/pii/S0277953620303919?via%3Dihub
http://dx.doi.org/10.1016/j.socscimed.2020.113172
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32702587&dopt=Abstract
http://dx.doi.org/10.1159/000336533
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22488464&dopt=Abstract
https://dl.acm.org/doi/10.1145/3313831.3376445
http://dx.doi.org/10.1145/3313831.3376445
http://www.w3.org/Style/XSL
http://www.renderx.com/


47. Rakova B, Yang J, Cramer H, Chowdhury R. Where responsible AI meets reality. Proc ACM Hum-Comput Interact
2021;5(CSCW1):1-23 [doi: 10.1145/3449081]

48. Wilkinson MD, Dumontier M, Aalbersberg IJJ, Appleton G, Axton M, Baak A, et al. The FAIR guiding principles for
scientific data management and stewardship. Sci Data 2016;3:160018 [FREE Full text] [doi: 10.1038/sdata.2016.18]
[Medline: 26978244]

49. Ziosi M. The ethics of AI and ML ethical codes. AI for People.: Medium; 2019. URL: https://medium.com/ai-for-people/
the-ethics-of-ai-and-ml-ethical-codes-138324d164f2 [accessed 2022-12-28]

50. Abrassart C, Bengio Y, Chicoisine G, de Marcellis-Warin N, Dilhac MA, Gambs S, et al. Montréal Declaration Responsible
AI. Montréal declaration for a responsible development of artificial intelligence. Montreal; 2018. URL: https://monoskop.
org/images/d/d2/Montreal_Declaration_for_a_Responsible_Development_of_Artificial_Intelligence_2018.pdf [accessed
2023-10-31]

51. Boddington P. Towards a Code of Ethics for Artificial Intelligence. Berlin, Heidelberg, Dordrecht, and New York City:
Springer; 2017.

52. ACM code of ethics and professional conduct. ACM. 2018. URL: https://www.acm.org/code-of-ethics [accessed 2022-12-28]
53. OECD AI principles overview. OECD.AI. 2019. URL: https://oecd.ai/en/ai-principles [accessed 2022-12-30]
54. Jobin A, Ienca M, Vayena E. The global landscape of AI ethics guidelines. Nat Mach Intell 2019;1(9):389-399 [doi:

10.1038/s42256-019-0088-2]
55. Giorgini V, Mecca JT, Gibson C, Medeiros K, Mumford MD, Connelly S, et al. Researcher perceptions of ethical guidelines

and codes of conduct. Account Res 2015;22(3):123-138 [FREE Full text] [doi: 10.1080/08989621.2014.955607] [Medline:
25635845]

56. Delgado‐Alemany R, Blanco‐González A, Díez‐Martín F. Exploring the intellectual structure of research in codes of
ethics: a bibliometric analysis. Business Ethics Env & Resp 2021;31(2):508-523 [doi: 10.1111/beer.12400]

57. Hagendorff T. The ethics of AI ethics: an evaluation of guidelines. Minds Mach 2020;30(1):99-120 [FREE Full text] [doi:
10.1007/s11023-020-09517-8]

58. de Ágreda ÁG. Ethics of autonomous weapons systems and its applicability to any AI systems. Telecomm Policy
2020;44(6):101953 [doi: 10.1016/j.telpol.2020.101953]

59. Boyd KL. Designing up with value-sensitive design: building a field guide for ethical ML development. New York, NY,
United States: Association for Computing Machinery; 2022 Presented at: FAccT '22: Proceedings of the 2022 ACM
Conference on Fairness, Accountability, and Transparency; June 21-24, 2022; Seoul Republic of Korea p. 2069-2082 URL:
https://dl.acm.org/doi/10.1145/3531146.3534626 [doi: 10.1145/3531146.3534626]

60. Fu S, Cuchin S, Howell K, Ramachandran S. Algorithm bias: computer science student perceptions survey. 2020 Presented
at: Proceedings of the 2020 ASEE PSW Section Conference; April 30-October 10, 2020; Davis, California URL: https:/
/peer.asee.org/collections/proceedings-of-the-2020-asee-psw-section-conference-canceled

61. Orr W, Davis JL. Attributions of ethical responsibility by artificial intelligence practitioners. Inf Commun Soc
2020;23(5):719-735 [doi: 10.1080/1369118x.2020.1713842]

62. Widder DG, Nafus D. Dislocated accountabilities in the AI supply chain: modularity and developers' notions of responsibility.
Big Data 2023;10(1) [FREE Full text] [doi: 10.1177/20539517231177620]

Abbreviations
AI: artificial intelligence
FDA: Food and Drug Administration
ML: machine learning
MLPA: machine learning predictive analytics
SaMD: software as a medical device

Edited by T de Azevedo Cardoso; submitted 27.03.23; peer-reviewed by Y Yu, A Blasimme, C Marten; comments to author 17.06.23;
revised version received 24.06.23; accepted 30.09.23; published 16.11.23

Please cite as:
Nichol AA, Sankar PL, Halley MC, Federico CA, Cho MK
Developer Perspectives on Potential Harms of Machine Learning Predictive Analytics in Health Care: Qualitative Analysis
J Med Internet Res 2023;25:e47609
URL: https://www.jmir.org/2023/1/e47609
doi: 10.2196/47609
PMID:

J Med Internet Res 2023 | vol. 25 | e47609 | p. 13https://www.jmir.org/2023/1/e47609
(page number not for citation purposes)

Nichol et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1145/3449081
https://www.nature.com/articles/sdata201618
http://dx.doi.org/10.1038/sdata.2016.18
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26978244&dopt=Abstract
https://medium.com/ai-for-people/the-ethics-of-ai-and-ml-ethical-codes-138324d164f2
https://medium.com/ai-for-people/the-ethics-of-ai-and-ml-ethical-codes-138324d164f2
https://monoskop.org/images/d/d2/Montreal_Declaration_for_a_Responsible_Development_of_Artificial_Intelligence_2018.pdf
https://monoskop.org/images/d/d2/Montreal_Declaration_for_a_Responsible_Development_of_Artificial_Intelligence_2018.pdf
https://www.acm.org/code-of-ethics
https://oecd.ai/en/ai-principles
http://dx.doi.org/10.1038/s42256-019-0088-2
https://europepmc.org/abstract/MED/25635845
http://dx.doi.org/10.1080/08989621.2014.955607
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25635845&dopt=Abstract
http://dx.doi.org/10.1111/beer.12400
https://link.springer.com/article/10.1007/s11023-020-09517-8
http://dx.doi.org/10.1007/s11023-020-09517-8
http://dx.doi.org/10.1016/j.telpol.2020.101953
https://dl.acm.org/doi/10.1145/3531146.3534626
http://dx.doi.org/10.1145/3531146.3534626
https://peer.asee.org/collections/proceedings-of-the-2020-asee-psw-section-conference-canceled
https://peer.asee.org/collections/proceedings-of-the-2020-asee-psw-section-conference-canceled
http://dx.doi.org/10.1080/1369118x.2020.1713842
https://arxiv.org/abs/2209.09780
http://dx.doi.org/10.1177/20539517231177620
https://www.jmir.org/2023/1/e47609
http://dx.doi.org/10.2196/47609
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


©Ariadne A Nichol, Pamela L Sankar, Meghan C Halley, Carole A Federico, Mildred K Cho. Originally published in the Journal
of Medical Internet Research (https://www.jmir.org), 16.11.2023. This is an open-access article distributed under the terms of
the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet
Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/,
as well as this copyright and license information must be included.

J Med Internet Res 2023 | vol. 25 | e47609 | p. 14https://www.jmir.org/2023/1/e47609
(page number not for citation purposes)

Nichol et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/

