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Abstract

Background: Health-related misinformation on social media is a key challenge to effective and timely public health responses.
Existing mitigation measures include flagging misinformation or providing links to correct information, but they have not yet
targeted social processes. Current approaches focus on increasing scrutiny, providing corrections to misinformation (debunking),
or alerting users prospectively about future misinformation (prebunking and inoculation). Here, we provide a test of a complementary
strategy that focuses on the social processes inherent in social media use, in particular, social reinforcement, social identity, and
injunctive norms.

Objective: This study aimed to examine whether providing balanced social reference cues (ie, cues that provide information
on users sharing and, more importantly, not sharing specific content) in addition to flagging COVID-19–related misinformation
leads to reductions in sharing behavior and improvement in overall sharing quality.

Methods: A total of 3 field experiments were conducted on Twitter’s native social media feed (via a newly developed browser
extension). Participants’ feed was augmented to include misleading and control information, resulting in 4 groups: no-information
control, Twitter’s own misinformation warning (misinformation flag), social cue only, and combined misinformation flag and
social cue. We tracked the content shared or liked by participants. Participants were provided with social information by referencing
either their personal network on Twitter or all Twitter users.

Results: A total of 1424 Twitter users participated in 3 studies (n=824, n=322, and n=278). Across all 3 studies, we found that
social cues that reference users’ personal network combined with a misinformation flag reduced the sharing of misleading but
not control information and improved overall sharing quality. We show that this improvement could be driven by a change in
injunctive social norms (study 2) but not social identity (study 3).

Conclusions: Social reference cues combined with misinformation flags can significantly and meaningfully reduce the amount
of COVID-19–related misinformation shared and improve overall sharing quality. They are a feasible and scalable way to
effectively curb the sharing of COVID-19–related misinformation on social media.

(J Med Internet Res 2023;25:e45583) doi: 10.2196/45583
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Introduction

Background
Misleading or false health-related information on social media
poses a substantial challenge for both public institutions and
individuals alike [1]. During the COVID-19 pandemic, the
proliferation of misinformation hindered efforts to control the
spread of the virus. It has undermined the adoption of
nonpharmaceutical interventions such as masking and social
distancing, and it has created fear and uncertainty around
vaccination [2]. In fact, >17,000 unique instances of
COVID-19–related misinformation have been reported by the
fact-checking collective Poynter [3]. This misinformation is
often shared repeatedly, creating a multitude of misleading
social media posts that spread faster and wider than accurate
content [4,5]. Ironically, the architecture and algorithms of social
media platforms themselves facilitate the sharing of
misinformation [6], and the platforms’ own countermeasures,
such as warning labels and fact-checking, have proven
ineffective at a large scale [7]. Consequently, there is an urgent
need to devise effective strategies to curb the dissemination of
misleading content on social media platforms [1].

To date, most research efforts to combat the spread of
misinformation have focused primarily on information
processing. The underlying assumption is that social media
users operate in an information-rich and attention-demanding
environment with limited time, often lacking the cognitive
resources or knowledge to assess the accuracy of the information
they encounter [8]. This assumption has been supported by
several key studies showing that when users gain knowledge
or their attention is drawn to the accuracy of a post, they are
less likely to share false information [8,9]. Unfortunately, most
interventions based on these findings have proven difficult to
implement and scale and, more importantly, have failed to
account for the social dynamics of social media environments
that promote user engagement and sharing through social cues
such as “likes” and “shares” [10,11]. These social environments
and cues may, in fact, have a stronger influence on users’
behavior than the actual content of the posts [12,13], especially
when cognitive resources are limited or traditional credibility
cues are absent [14,15].

Every piece of information shared on social media also carries
social cues shaping users’ perceptions, attitudes, and behaviors
[16]. This social information operates on 3 levels. First, as most
social media platforms only provide very few cues to judge
information credibility (eg, source expertise or trustworthiness),
users have been shown to rely on engagement metrics instead
when forming or maintaining beliefs and deciding what to share
themselves [15,17]. Second, others endorsing content by liking
or sharing provides users with normative information: the
quality, frequency, and amount of behavior provide descriptive
normative information, whereas perceptions of whether others
would approve or disapprove of behavior constitute injunctive
social norms [18,19]. Injunctive norms, in turn, affect user

behavior [20]; their reporting of potentially false information
[21]; and their intention to share content [22]. Third, composing
and sharing messages on social media are also used to signal
identity [23], that is, users may choose to express views to
facilitate association with others who might share similar views
and values. Social identity theory [24] describes these processes
as related to in-group identification (the degree to which a
person identifies with a particular social group) and intergroup
bias (whether they favor this in-group over other outgroups).
Sharing content on social media on particular topics can serve
the function of increasing identification with a particular group
and increase the difference to, for example, political outgroups
[25]. Recent research on tweets by Democratic and Republican
politicians on preventative measures (eg, mask wearing)
supports these assumptions. Specifically, the study finds that
party loyalty was associated with lesser mask promotion by
Republicans, and stronger mask promotion by Democrats,
respectively [26].

Despite all these implications, platforms provide social cues as
very 1-sided endorsements to strengthen user engagement,
resulting in an underrepresentation of dissenting views. This
imbalance deprives the users of critical normative information
and can influence their perceptions, decision-making, and the
algorithms that determine the content displayed in users’ feeds.
Targeting social processes could thus be an important additional
building block to design interventions and environments that
effectively reduce the sharing of misinformation on social media
and empower its users, especially when cognitive and attentional
resources are scarce [14] or when other common cues of
information credibility are lacking [15].

This Research
In this study, we examined the effects of social cues that provide
users with more balanced information on what others in their
personal network and on Twitter in general share and, most
importantly, do not share. We combined these social cues with
1 of the existing countermeasures of Twitter, namely,
misinformation labels (Figure 1). In 2 subsequent studies, we
examined the contribution of 2 different social reference groups,
namely, the personal network of the participants and all Twitter
users, and of 2 hypothesized mechanisms behind social cues,
namely, changes in social norms and social identity. Using a
newly developed open-source experimental paradigm to
augment  Twi t te r  users ’ persona l  feed
(dan91/tweet-recommender), we provide evidence that it is
possible to implement more balanced social reference
information within the general user interface of social media
platforms. More importantly, such social reference cues, together
with the standard platform misinformation flags, can lead to
reduced sharing of misinformation and improved overall sharing
quality. Importantly, we experimentally examined these
interventions within the natural environment of a widely used
social network platform (Twitter), thereby increasing the
external validity of any potential effects and supporting its
potential scalability.

J Med Internet Res 2023 | vol. 25 | e45583 | p. 2https://www.jmir.org/2023/1/e45583
(page number not for citation purposes)

Jones et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Examples of (A) Twitter’s default misinformation label in 2020 and (B) misinformation label together with our social reference cue (personal
network).

Specifically, we tested the following hypotheses (hypotheses
1A-2A were tested in study 1, and hypotheses 2A-3C were
tested in studies 2 and 3):

Hypothesis 1A: Participants across all intervention groups share
less tweets containing health-related misinformation than
participants in the control group.

Hypothesis 1B: Participants across all intervention groups do
not share less tweets containing health-related control
information than participants in the control group.

Hypothesis 1C: Participants across all intervention groups show
better discernment (smaller difference between misinformation
and control information) than participants in the control group.
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Hypothesis 2A: Participants who see a balanced social cue share
less tweets containing health-related misinformation than
participants in the control group.

Hypothesis 2B: Participants who see a balanced social cue do
not share less tweets containing health-related control than
participants in the control group.

Hypothesis 2C: Participants who see a balanced social cue show
a smaller ratio of shared misinformation and control tweets than
participants in the control group (indicating improved
discernment).

Hypothesis 3A: Participants in the social reference cues group
and those in the combined group report less approval of sharing
misleading information than participants in the control group
(injunctive norms).

Hypothesis 3B: Participants in the social reference cues group
and those in the combined group perceive that others share less
misleading information than participants in the control group
(descriptive norms).

Hypothesis 3C: Participants in the social reference cues group
and those in the combined group report stronger intergroup bias
than participants in the control group.

Methods

Overview
In 3 intervention studies, we tested whether balanced social
cues can (1) reduce users’ sharing of misleading content, (2)
reduce their sharing of control stimuli, (3) improve their overall
discernment (difference between shared misinformation and
control information); (4) whether there are differences between
different social reference groups (personal networks vs entirety
of Twitter users); and (5) which social processes might drive
these processes. As we aimed to compare our social cues
intervention with Twitter’s existing countermeasure, namely,
their misinformation label, but also examine potential synergetic
effects, we randomly assigned participants to 1 of 4 experimental
groups. Thus, participants either saw (1) only balanced social
cues; (2) only Twitter’s misinformation flag; or (3) both cues
and flag when liking, retweeting, or replying to a tweet. The
participants in the fourth group were displayed no intervention
(control). In 2 subsequent studies, we examined different social
reference groups (users’ personal networks or the entirety of
Twitter users) for social cues and the contribution of 2
hypothesized mechanisms behind the social cues, namely,
changes in social norms and social identity. In total, we
conducted 3 separate experimental studies that shared the same
overall paradigm and similar procedures. We created an
open-source browser extension to access and augment Twitter
users’ social media feed with Twitter’s standard misinformation
flags, balanced social cues, or both (Figure 1).

Sample Size
We conducted an a priori power analysis to determine the
sample size. For study 1, the sample size to be able to detect
small differences in the expected rate of events (between 2
negative binomial rates; eg, μ1=2 and μ2=3) with a power of

0.90 and an α level of .05, a total sample size of n=800 was
deemed sufficient (n=200 per group). For studies 2 and 3, based
on simulation studies, we targeted a minimum sample size of
n=260 to detect a growth condition between the last and the
first measurements of Cohen d=0.20 with 3 repeated
measurements, an α level of .05, and a power of 0.90 [27]. This
minimum sample size for the growth condition exceeds the
required sample size to detect medium-sized intercept and slope
differences between groups with a power of 0.90 and an α level
of .05 [28].

Ethics Approval
This study was approved by the University of St. Gallen Ethics
Board (HSG-EC-20210816A).

Informed Consent and Participation
The participants provided informed consent before data
collection. As we initially deceived the participants about the
study aims, they were debriefed about the true aims after data
collection. All data were collected using the web-based
crowdsourcing platform Prolific and the German survey platform
SoSci Survey. Respondents were paid a fee deemed appropriate
by Prolific, equivalent to £7.50 (US $ 9.93) per hour.

Study 1: Intervention

Participants
The crowdsourcing platform Prolific Academic was used to
recruit participants. We invited 900 English-speaking
participants with a minimum age of 18 years and >100 posts
submitted on Twitter in the last 12 months. We collected all the
data for study 1 on September 3, 2021. As several participants
dropped out before installing the browser extension, our final
sample consisted of 824 individuals aged between 18 and 65
years (mean 26.24, SD 8.59 years). Participants were either
unemployed (and job seeking; 240/824, 29.1%), in full-time
employment (233/824, 28.3%), or in part-time employment
(121/824, 14.7%). A total of 51.3% (423/824) of the participants
had at least an undergraduate degree, whereas only 1.1% (9/824)
of the participants reported having no formal education. Most
participants reported the following countries as their current
place of residence: the United Kingdom (132/824, 16%), South
Africa (123/824, 14.9%), Portugal (122/824, 14.8%), and the
United States (101/824, 12.3%). We did not exclude participants
who provided full consent.

Procedure
To avoid expectation effects, the participants were briefed to
test a tweet recommendation system. After providing consent,
they then answered all prestudy questionnaires and were
randomly assigned to one of four conditions: (1) social reference
cues, (2) standard social media (Twitter) misinformation flag,
(3) combined (misinformation flag and social reference cues),
and (4) control (no flag or cues).

After being redirected to Twitter, the participants were instructed
to browse and interact with their personal Twitter feed as usual
for 30 minutes. During this period, participants in all groups
had approximately 50% of their Twitter feed replaced with
misinformation randomly drawn from a pool of 40 verified
misinformation tweets and 10 control tweets. All other content
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of the participants’“real” feed remained unchanged. This means
that participants who read more tweets overall were exposed to
more misinformation and intervention content, but the
proportion of misinformation and intervention content was
identical across participants. If participants had been exposed
to all misinformation items from the pool in the 30 minutes, the
same set of items would be shown again in a randomized order.
This methodology is consistent with that of previous studies
[29]. After 30 minutes, the participants were redirected to
Prolific and debriefed about the actual study aims, and they
provided consent again. To ensure that misperceptions did not
spread among participants after being exposed to misinformation
(eg, attaining an antivaccination attitude), we provided them
with screenshots of all tweets containing misinformation at the
end of the study. In addition, a list of all false claims with
corresponding corrections from the fact-checking websites was
presented. When participants decided to share or like the
misinformation tweets generated by our system, these
interactions were intercepted to ensure that they were not visible
on their Twitter profiles.

Material

Measures

We obtained demographic data (eg, age, first language, and
employment status) from Prolific. Participants also completed
prestudy self-report measures on education and on different
potential mediators of the relationship between intervention and
sharing behavior. We assessed digital health literacy with 4
items asking about their subjective ability to browse, search,
and find as well as assess the quality and trustworthiness of
digital health–related content (the codebook documenting all
measures included in this study can be found in the Multimedia
Appendix 1). To comprehensively assess digitally skilled
participants’ abilities to find and process health-related
information and reduce participant burden, we created a 4-item
short scale in accordance with ability-oriented conceptions of
digital literacy [30] and the European Health Literacy Survey
Questionnaire 16 [31] (example item: “How confident are you
evaluating the quality and trustworthiness of digital
health-related content?”; for all items, see the codebook on the
Open Science Framework). Participants were asked to answer
each question on a 7-point scale (anchored: “not at all confident”
to “very confident”). The short scale exhibited good reliability,
with ωu=0.82 representing the proportion of total score variance
because of a common single factor (Cronbach α=.80).

In addition, we asked participants to rate their political
orientation on a continuum (ranging from 1 “left” to 10 “right”):
“Many people use the terms ‘left’ and ‘right’ when they want
to describe different political views. Thinking of your own
political views, where would you place these on this scale?”
The distribution of the participants’answers was skewed toward
politically more left-leaning views (mean 3.49, SD 2.33).

Primary Outcomes

The primary outcomes likes and retweets of misinformation and
control tweets were collected through the browser extension.
Note that the actual liking, sharing, or retweeting was intercepted
through the browser extension.

Secondary Outcome

We operationalized discernment as the number of shared control
tweets subtracted from the number of shared misinformation
tweets.

Experimental Procedures

We developed a study-specific Chrome browser extension to
augment participants’ actual Twitter feed. This browser
extension enabled us to add manipulated tweets to participants’
natural feed (eg, content shared or posted by friends or other
people users followed), record all manipulated content they
viewed, and record all interactions with manipulated content.
We stored all the interaction data (tweet ID, time stamp, and
experimental condition) on a Google Firebase server. To protect
the participants from spreading misleading information, the
browser extension intercepted all likes, replies, and retweets.
We will share all codes for this browser extension upon
publication of this manuscript on GitHub
(dan91/tweet-recommender). The extension is written in
JavaScript and published on the Google Chrome Web Store but
is only accessible via a direct link to prevent dissemination
outside the study context.

Intervention Material

In total, we fed up to 50 manipulated tweets into the users’
timelines. A total of 40 of the manipulated tweets contained
false claims and 10 contained short vaccine positive–,
entertainment-, and sports-related information and served as
control stimuli. Misinformation tweets were actual
misinformation tweets collected through the Google Fact Check
application programming interface. Through the application
programming interface, we accessed claims that had been
fact-checked by platforms such as PolitiFact or Vera Files,
which are mostly not-for-profit organizations. We included
tweets with the keyword “COVID” that were rated as “false.”
A full list of the stimuli used can be found on the Open Science
Framework. A total of 6 of these tweets cited newspapers or
scientific articles.

For the balanced social cue, users were provided with the
number of users within their own personal network and within
the entirety of Twitter that saw but did not interact with the
content (eg, personal network: “In your personal Twitter
network, 710 out of 740 people saw but did not like, reply or
retweet this tweet.” and entirety of Twitter: “On Twitter, 7400
people saw but did not like, reply or retweet this tweet.”).
Importantly, we did not calculate the size of participants’ actual
Twitter network. Instead, the proportion of participants’personal
Twitter network and the total number of Twitter users not
reacting to the tweet were calculated based on the number of
retweets of the actual misinformation content. For the personal
network, the retweet count was multiplied by 10 and for the
complete Twitter network by 500. The proportion of users in a
person’s network who had seen but ignored a tweet was then
randomized between 95% and 99%. For example, if the original
misinformation tweet had been retweeted 10 times, the social
reference message could read “...95 of the people in your
personal network saw but did not share...On Twitter, 4950 other
users saw but did not share...”
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Analysis
The primary outcome variable was the number of shared
misinformation tweets (sum of liked and retweeted
misinformation tweets per participant). To account for the high
number of participants sharing no tweets and thus a highly

skewed outcome distribution (mean 1.54, SD 3.43; σ2=11.74),
we estimated the following negative binomial regression model
to test hypothesis 1A:

ln(shared-tweets) = α + β1 (social-reference-frame)
+ β2 (misinformation flag) + β3 (combined) + β4 (age)
+ β5 (education) + β6 (digital-literacy) + β7

(political-orientation) + lnt

The model was estimated using maximum likelihood estimation,
and we included a dummy-coded predictor for each intervention
group in the model (β1, β2, and β3). The control group served
as reference. In addition, all models controlled for participants’
age, education, digital health literacy, and political orientation.
We report regression coefficients, SEs, and incidence rate ratios
as changes in Y per 1-unit increase in a predictor as effect size.
The analyses were preregistered and can be retrieved from
AsPredicted (preregistration ID: ju2c7). We then predicted the
number of shared control tweets (the sum of liked and retweeted
control tweets per participant). Again, we had to account for a
highly skewed outcome distribution (mean 0.60, SD 1.45;

σ2=2.11), and we estimated a negative binomial regression
model to test hypothesis 1B. This model included the same
predictors as the model described regarding hypothesis 1A. For
correlational information on the predictors included in these
models, please see Table S1 in Multimedia Appendix 2.

The secondary outcome was user discernment (operationalized
as the number of shared control tweets subtracted from the
number of shared misinformation tweets). Here, we estimated
a linear regression model to test hypothesis 1C. This model
included the same predictors as the model described regarding
hypothesis 1A.

Next, we describe 2 sets of post hoc analyses in studies 2 and
3 to explore the potential mechanisms underlying the observed
intervention effects.

Studies 2 and 3: Social Reference, Social Norms, and
Social Identity

Overview
In studies 2 and 3, we examined whether providing users with
a reference to their personal network, Twitter users overall, or
both differentially impacts their sharing behavior. In addition,
we explored 2 potential mechanisms behind the intervention
effects by examining whether repeated exposure to balanced
social information induces changes in social norms (study 2)
or changes in social identity (study 3) might drive the reported
intervention effects. To accurately track these changes, we
slightly changed the experimental paradigm and repeatedly
assessed the target constructs after each of the several short
experimental trials for each participant.

Participants
The crowdsourcing platform Prolific Academic was used to
recruit all participants for studies 2 and 3. In total, 650
English-speaking participants were invited. We collected all
data for studies 2 and 3 on November 25, 2021. As several
participants had to be dropped from the final sample because
they did not provide consent after being briefed about the true
study aims, we reported a final sample size of n=322 for study
2 and n=278 for study 3. We did not exclude participants who
provided full consent. Again, the minimum age was 18 years,
and we only invited users with >100 posts submitted on Twitter
in the last 12 months. Participants were aged between 18 and
76 years (mean 28.02, SD 9.77 years) and either unemployed
(and job seeking; 151/600, 25.2%), in full-time employment
(207/600, 34.5%), or in part-time employment (108/600, 18%).

Procedure
The procedure for studies 2 and 3 was similar to that of study
1. Again, participants were briefed that they were testing a tweet
recommendation system, and after providing consent, they were
randomly assigned to 1 of 4 experimental conditions. Each of
the 3 intervention groups was shown Twitter’s misinformation
flag and 1 of 3 different social cues that either referenced only
the user’s personal network, all Twitter users, or combined both.
Thus, the four conditions were as follows: (1) social reference
cues (reference: all Twitter users) and misinformation flag, (2)
social reference cues (reference: personal network) and
misinformation flag, (3) combined (reference with both social
reference points and misinformation flag), and (4) control (no
flag or frame).

After being redirected to Chrome, participants were instructed
to browse and interact with their personal Twitter feed as usual
for three 5-minute trials. Again, participants in all groups had
approximately 50% of their Twitter feed replaced with
augmented tweets (misinformation and controls, as described
for study 1). All other parameters remained unchanged. If
participants had seen all pieces of augmented tweets, they would
repeat in a randomized order (see study 1). After each trial, the
participants were redirected to the survey platform and asked
to answer questions on social norms (study 2) or intergroup
bias–related traits (study 3). After 3 trials, the participants were
debriefed about the true study aims, and consent was provided
again. In addition, the participants in study 3 answered the
postassessment measures on in-group identification. As
described in the section regarding our experimental procedures,
we ensured that misperceptions did not spread among
participants after they were exposed to misinformation by
providing them with screenshots of all misinformation tweets
at the end of the study.

Material
For both studies, we again obtained demographic data (eg, age,
first language, and employment status) from Prolific.

In study 2, we assessed subjective descriptive and injunctive
norms using 1 item each after each trial. Regarding injunctive
norms, we asked participants to rate the following statement:
“The people I care about in my personal Twitter network
approve of me sharing Covid-19-related information such as
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the ones I just saw” (range 1-7, anchored: “not at all” to “very
strongly”). Regarding descriptive norms, the statement to be
completed with the fitting assessment read: “The people I care
about in my personal Twitter network...share Covid-19-related
information such as the ones I just saw” (range 1-7, anchored:
“[almost] never” to “[almost] always”).

In study 3, we assessed the intergroup bias on positive and
negative traits after each trial. Intergroup bias–related traits
were, for example, “intelligent,” “trustworthy,” or “gullible,”
and participants rated how well those described their personal
Twitter network and others with similar or different opinions
on COVID-19 (range 1-7). All answers were used to compute
an average score for each participant, with higher values
indicating stronger bias. After completing all trials, participants
answered 3 questions about their in-group identification
regarding other users sharing their personal views on COVID-19
(example item: “People who have opinions on Covid-19 similar
to mine have a lot in common with each other.”; range 1-7,
anchored: “strongly disagree” to “strongly agree”).

Analysis

Overview

To test hypotheses 2A, 2B, and 2C, we pooled the experimental
data of study 2 and study 3. We not only had to account for the
high number of participants sharing no tweets, and thus highly
skewed outcome distributions (2A and 2B), but also for the
nonindependence of repeated assessments across experimental
trials within participants. Thus, we estimated negative binomial
generalized linear mixed-effects models to examine hypotheses
2A and 2B and a linear mixed-effects model to examine
hypothesis 2C.

The models were estimated using maximum likelihood
estimation and, in the case of the 2 negative binomial
mixed-effects models, with the bound optimization by quadratic
approximation optimizer. The models again included a
dummy-coded predictor for each intervention group in the model
(β1, β2, and β3), with the control group serving as reference.

To test hypotheses 3A, 3B, and 3C, we estimated 3 separate
first-order linear latent growth curve models (for a graphical
representation of the first model for study 2, see Figure S1 in
Multimedia Appendix 2). We tested whether the intervention
effects were associated with the average (ie, intercept) of
participants’ injunctive norms (hypothesis 3A), descriptive
norms (hypothesis 3B), intergroup bias (hypothesis 3C), or
change (ie, slope) thereof. Dummy-coded predictors for each
intervention group were included in the model to test the
associations with the latent intercept or slope.

Deviation From Preregistration

We have published this manuscript as a preprint and have
received valuable feedback from the research community. As
a result, we now diverge from our preregistration as we had to
make several key adjustments to our analytic strategy after being
made aware of the several important methodological issues that

could otherwise have biased our results. First, we learned that
including the amount of misinformation participants had seen
in the model might introduce posttreatment bias [32].
Accordingly, we dropped the amount of misinformation as a
predictor from all models. Second, we were made aware that
examining only the amount of shared misinformation might
lead to false claims about the overall effectiveness of the
intervention. Thus, we have now added new analyses to also
examine the effects on users’ sharing of control stimuli as well
as a change in the difference between misinformation and
control information shared. Although we have now diverged
from our preregistration substantially, the described changes
are important to ensure the overall quality of this study. Please
refer to Multimedia Appendix 2 for all other preregistered
analyses that are not reported here.

In the preregistration, we had also planned to include intention
to not share misleading information, their momentary
self-control, and distrust of experts and intellectuals
(anti-intellectualism). However, none of these variables
contributed significantly as a predictor, and all other estimates
also remained unchanged across both models. For the results
of all other estimated models described in the preregistration,
please see Tables S2 to S5 in Multimedia Appendix 2. All other
divergences from the preregistration are described in the
paragraph above, and we now focus on inferences based on the
more parsimonious model described in the Analysis section
regarding hypothesis 1A.

Results

Study 1: Intervention
We begin by presenting the results regarding the effects of social
reference cues (personal network and all Twitter users) on
sharing misinformation tweets, control tweets, and discernment
(Table 1 depicts descriptive information on all 3 outcomes).

We found partial support for hypothesis 1A, as participants in
the misinformation flag and the combined group shared less
health-related misinformation than participants in the control
group. However, participants in the social cue and
misinformation flag groups also shared less control tweets
(hypothesis 1B), whereas only participants who saw the
combined social cue and misinformation flag showed an
improved discernment of shared misinformation and control
information (hypothesis 1C; Table 2).

Participants in the combined intervention group shared, on
average, only half of the amount of misinformation compared
with the control group (b=−0.66, 95% CI −1.11 to −0.20;
t816=−2.86, P=.004). As the thin tail of the model-based
prediction distribution in Figure 2 demonstrates, presenting
users with the combined intervention significantly reduced high
sharing rates and thus “condensed” the distribution. This finding
is especially important, as few users usually account for most
of the shared information [33]. Thus, reducing their activity
may have additive effects on the amount shared overall.
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Table 1. Descriptive summary of the number of misinformation and control information pieces users shared in study 1 by experimental group: means,
SDs, and highest values.

DiscernmentControlMisinformation

RetweetedLikedSharedRetweetedLikedSharedRetweetedLikedShared

Control

0.22 (0.72)1.21 (3.36)1.23 (3.41)0.05 (0.25)0.95 (1.85)0.92 (1.77)0.27 (0.77)2.16 (3.83)2.16 (3.91)Mean (SD)

4.0019.0019.002.0013.0012.004.0025.0026.00Maximum

Misinformation flag

0.14 (0.72)0.87 (2.56)0.97 (2.74)0.03 (0.18)0.40 (1.21)0.40 (1.21)0.17 (0.73)1.27 (3.12)1.37 (3.34)Mean (SD)

6.0019.0019.002.0010.0010.006.0026.0026.00Maximum

Social cue

0.21 (0.94)0.83 (2.38)0.97 (2.67)0.08 (0.39)0.45 (1.22)0.49 (1.39)0.28 (1.26)1.28 (3.06)1.46 (3.63)Mean (SD)

10.0015.0018.004.008.009.0014.0022.0023.00Maximum

Combined

0.05 (0.37)0.52 (1.79)0.49 (1.84)0.04 (0.26)0.60 (1.29)0.63 (1.34)0.09 (0.40)1.12 (2.17)1.12 (2.29)Mean (SD)

2.0010.0010.002.007.007.003.0012.0015.00Maximum

Table 2. Summary of negative binomial regression model predicting count of shared misinformation tweetsa, negative binomial regression model
predicting count of shared control tweets, and linear regression model predicting ratio of shared misinformation and control tweets in study 1.

DiscernmentControlMisinformation

P valueEstimate (SE)P valueIRREstimate (SE)P valueIRRbEstimate (SE)

.0081.91 (0.72).053.321.20 (0.62).004 c4.971.60 (0.56)Intercept

.33−0.26 (0.27).010.58−0.54 (0.23).060.67−0.40 (0.21)Group: social cue

.35−0.25 (0.27).0010.46−0.78 (0.23).030.65−0.43 (0.21)Group: misinformation flag

.01−0.75 (0.29).180.72−0.32 (0.24).0040.52−0.66 (0.23)Group: combined

.63−0.01 (0.01)<.0010.94−0.06 (0.01).010.98−0.02 (0.01)Age

.70−0.03 (0.07).991.000.00 (0.06).700.98−0.02 (0.05)Education

.34−0.10 (0.11).550.95−0.05 (0.09).360.93−0.08 (0.08)Digital literacy

.150.06 (0.04).0031.110.11 (0.04).0091.090.09 (0.03)Political orientation

aEstimated model 1: θ=0.25; and model 2: θ=0.26.
bIRR: incidence rate ratio (percentage change in the dependent variable per 1-unit change in the predictor, either >1 or <1).
cP values are italicized if significant at P<.05.
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Figure 2. Density plots, boxplots, and stacked data points for model-based predictions of the (A) count of shared misinformation tweets, (B) count of
shared control tweets, and (C) ratio of shared misinformation and control tweets per experimental condition (in study 1).

Beyond the intervention group, age and self-reported political
orientation were significantly associated with the amount of
misinformation shared. A 1-point stronger right-wing political
orientation was associated with an average 9% increase in
sharing (b=0.09, 95% CI 0.02-0.16; t816=2.62, P=.009), whereas
1 additional year of age was associated with an average 2%
decrease in sharing (b=−0.02, 95% CI −0.04 to 0.00; t816=−2.46,
P=.01).

Studies 2 and 3: Social Reference, Social Norms, and
Social Identity
Across studies 2 and 3, we examined whether the social
reference users were provided with was important for the overall
effect.

We found that participants shared less misinformation and
improved their overall sharing quality (discernment) when
provided with a cue referencing their personal network or their
personal network and all Twitter users (hypothesis 2A and

hypothesis 2C; Table 3). The amount of shared control
information was not significantly lower than that of the control
group (please note the substantial CIs around some estimates;
Figure 3).

In additional post hoc analyses, we found that the observed
effects may have resulted from changes in injunctive social
norms but not social identity (operationalized as intergroup
bias). We found that participants in the personal network group
reported a significantly negative slope of injunctive norms across
the experimental trials, suggesting that their perceived approval
of sharing misinformation declined. In contrast, this was not
observed in any of the other experimental groups. This indicates
that changes in social norms might contribute to the effects of
social cues on participants’ sharing behaviors (hypothesis 3A;
Tables 4 and 5). In contrast, we found no support for the other
hypothesized mechanism, as participants in the social cues
groups did not report changes to trait-related intergroup bias
(hypothesis 3C).

Table 3. Summary of hierarchical negative binomial regression model predicting count of shared misinformation tweets, negative binomial regression
model predicting count of shared control tweets, and linear regression model predicting discernment with pooled data of studies 2 and 3.

DiscernmentControlMisinformation

P valueEstimate (SE)P valueEstimate (SE)P valueEstimate (SE)

<.0010.55 (0.11)<.001−5.74 (0.62)<.001 a−1.70 (0.26)Intercept

.960.00 (0.04)<.0010.68 (0.17)>.990.00 (0.08)Trial

.02−0.24 (0.11).06−0.95 (0.52).003−0.76 (0.25)Reference: personal network

.005−0.31 (0.11).79−0.11 (0.41)<.001−1.10 (0.26)Reference: combined

.780.03 (0.10).950.02 (0.36).19−0.29 (0.22)Reference: all users

aPredictors are italicized if significant at P<.05.
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Figure 3. Studies 1 to 3: effect plot depicting model estimates across models for shared misinformation tweets, shared control tweets and ratio thereof.
(A) Depicts the main effects of experimental conditions on all outcomes in study 1 and (B) depicts the main effects of different social references combined
with misinformation flag in studies 2 and 3. * denotes P<.05, ** denotes P<.01, *** denotes P<.001.
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Table 4. Summary of regression estimates of the effects of different social cue references on intercepts and slopes across latent growth curve models
predicting injunctive norms, descriptive norms, and intergroup bias across experimental trials.

Model 3Model 2Model 1

P valueEstimate (SE)P valueEstimate (SE)P valueEstimate (SE)

.61−0.1 (0.198).490.218 (0.317).630.157 (0.332)Intercept combined

.37−0.169 (0.189).98−0.006 (0.32).650.149 (0.335)Personal network

.73−0.062 (0.182).310.322 (0.321).350.311 (0.336)All users

.750.033 (0.108).85−0.019 (0.108).17−0.158 (0.117)Slope combined

.29−0.107 (0.103).23−0.129 (0.109).01 a−0.294 (0.119)Personal network

.90−0.012 (0.099).11−0.171 (0.11).13−0.178 (0.119)All users

aPredictors are italicized if significant at P<.05.

Table 5. Fit indices for the 3 latent growth curve models predicting injunctive norms, descriptive norms, and intergroup bias across experimental trials.

EstimateFit measure

Model 3Model 2Model 1

11.97 (4)10.42211.451 (4)Chi-square (df)

.02.03.02P value for specified model

0.9780.9910.989Comparative Fit Index

0.0890.0750.08Root mean square error of approximation

0.0260.0160.019Standardized root mean square residual

2084.8482925.1063096.519Akaike information criterion

Discussion

Principal Findings
The COVID-19 pandemic has highlighted the importance of
understanding and potentially modifying the determinants of
sharing behavior on social media. The vast amount of misleading
information shared on social media has contributed to lower
vaccine uptake, increased partisan attitudes toward public health
recommendations, and mistrust in science- and evidence-based
public health [2,34-36]. Together, our studies suggest that if
social media users are provided with balanced social reference
cues, that is, information on the sharing and not sharing of other
individuals within their personal network, in addition to a
misinformation flag, their perceived injunctive norms about the
appropriateness of sharing behavior and their actual sharing
behavior change. Importantly, the overall improvements in the
quality of information sharing were observed only if the social
information referenced users’ personal network and was
combined with the misinformation flags at least previously
provided by Twitter. On its own, the social reference or
misinformation flag had no consistent positive effects on sharing
quality. Recent research on sharing behavior has highlighted
the gap between which content users rate as trustworthy and
which they actually share [8], as well as the importance of
“attention economy” and a focus on the accuracy of message
content to modify sharing behavior [7]. Here, we provide the
first evidence that in addition to a focus on message content
and increasing accuracy in judging the veracity of web-based
information, it is crucial to address the social determinants of
sharing behavior. We argue that it is thus critical to understand

information-sharing, and misinformation-sharing specifically,
as a behavior determined by social processes and the specific
contexts users are embedded in that have been created to foster
user engagement through different social processes. Although
interaction behavior within the social media environment in
itself is mainly based on endorsing social cues (such as
recommender systems) and social reinforcement processes (such
as likes), these processes have not yet been systematically
addressed in interventions to modify misinformation-sharing
behavior.

Our findings in studies 2 and 3 show that the social reference
cues in combination with the social network misinformation
flags change users’ subjective injunctive norms (perception of
whether behaviors are deemed acceptable and appropriate within
a given context), whereas descriptive norms, perceptions of the
frequency of a specific behavior within a social reference group,
did not. This suggests that our social reference cue can provide
a reference point on which behaviors are socially acceptable
within users’ personal networks. Previous research suggests
that the approval of important others in personal networks is of
key importance for processing misinformation [37]. The social
reference cue did not affect social identity in terms of in-group
identification and intergroup bias, suggesting that these changes
in norms were not because of a changing affiliation or
identification with the users’ social networks or that our items
(newly developed for this study) were not able to capture
changes in social identity processes. Together, these findings
highlight that normative perceptions play an important role in
decision-making under load, that is, in conditions with limited
time, large amounts of information to be judged, and other
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common cues of information credibility lacking [15].
Interestingly, recent research has also found a combination of
refutation and graphically presented social norms to have the
greatest impact on belief change [38]. The fact that our study
replicates the effects found in earlier studies increases our
confidence in interpreting the intervention effects as
generalizable. Fittingly, we also found between-participant
differences in sharing behavior, such that there were few users
who shared substantial amounts of misinformation (up to 26
tweets in 30 min), whereas many others did not engage in
sharing behavior at all [33,39]. Similarly, we found that the
general political orientation of participants influenced their
sharing behavior, such that, in particular, participants endorsing
right-wing and authoritarian statements were more likely to
share COVID-19–related misinformation [39,40]. This also
points to the potential of exploring whether our findings replicate
beyond the context of COVID-19–related misinformation.

Limitations and Strengths
Our findings are to be considered in the light of some substantial
limitations. First, as our paradigm had no access to and thus
could not analyze the actual amount of misinformation shared
within participants’personal networks, the social reference cues
(ie, the percentages reported) were a priori set by us. It remains
to be seen whether basing the reference cues on actual shares
has similar effects. It is especially important to test how lower
rates of nonshares affect users’ behavior. Considering the
well-documented negative effects of so-called echo chambers,
adding social cues with low frequencies of not sharing or liking
tweets (eg, “In your personal network, 7 out of 100 users did
not like, reply, or retweet this Tweet”) might actually reinforce
negative sharing patterns and the overall spread within these
networks. Examining such potential negative effects is crucial
before evaluating the overall effectiveness of social approaches
in intervention development. Second, the significant results in
study 2 fall just under the arbitrary α level of .05. Thus, we only
interpreted them as the first indication of a potential mechanism
and not sufficient evidence to rest major claims on. Third, the
time frame within our paradigm was very short in relation to
the usually vast amount of information read before sharing and
a usually lower percentage of fake news in users’ feeds [33].
Thus, we added a very high amount of misinformation content

into participants’ feeds, and it remains to be tested whether the
intervention effects remain substantial over longer time frames
and with a (more realistic) lower density of misinformation.
Fourth, as we did not assess users’ beliefs in the misleading
pieces of information (and control pieces), we cannot examine
whether the intervention introduced, for example, an overly
critical assessment across all information. Thus, we cannot
examine the overall effectiveness of the
intervention—something future research could address by using
this study’s paradigm to assess user beliefs.

In contrast, our experimental paradigm has good external
validity; by embedding our social reference cues within the
general platform of a social media network, we used the actual
user interface that the general population is exposed to. This
allowed us to generalize our observed effects beyond those
generated in laboratory settings [41]. At the same time, our
paradigm allowed us to retain control over what participants
were exposed to, thus providing participants with many different
sources of existing, and thus “real,” misinformation—past
research has only been able to analyze shared information from
a given set of specific news sites or influential public persons.
In addition, and crucially, we were able to not only add
misinformation but also control information and could thus
extend our analyses to overall sharing quality. In particular, in
light of several studies examining only sharing rates (or rather
intentions thereof) without comparing them with all other
sharing activities and a ratio thereof as an indicator of
discernment, our paradigm and results add important points to
the discourse.

Conclusions
Our results suggest that it is possible to implement balanced
social reference cues within the general user interface of social
media platforms and that these social reference cues, together
with the standard platform misinformation flags, can lead to
reduced sharing of web-based misinformation and improved
quality of overall sharing. In the context of major challenges to
public health and public trust caused by excessive and
strategically placed misinformation on social media, such
building blocks to effective mitigation measures have the
potential to reduce the sharing of misinformation with all its
associated negative consequences.

Acknowledgments
The authors would like to thank Sarah Janetzki for her assistance in conducting this study and data collection. This study was
supported by a grant from VolkswagenStiftung (call: “Corona crisis and beyond”) to JS. The authors would also like to thank all
the authors of the following software packages that were used to wrangle, analyze, and visualize data and findings: R (version
4.2.1) [42] and the R packages lavaan (version 0.6.12) [43], lme4 (version 1.1.30) [44], papaja (version 0.1.1) [45], semPlot
(version 1.1.6) [46], semTable (version 1.8) [47], tidyverse (version 1.3.2) [48], and trackdown (version 1.1.1) [49].

Data Availability
The data sets generated and analyzed during this study are available in an anonymized form on the Open Science Framework
[50].

The analytic code and this reproducible manuscript are available on the Open Science Framework [50].

J Med Internet Res 2023 | vol. 25 | e45583 | p. 12https://www.jmir.org/2023/1/e45583
(page number not for citation purposes)

Jones et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Authors' Contributions
CMJ conceived and designed the study, collected and analyzed data, and drafted the manuscript. DD conceived the study, designed
and programmed the study paradigm, and contributed to the drafting of the manuscript. JS conceived the study, contributed to
the design of the study and study paradigm, and contributed to the drafting of the manuscript. RS contributed to the study design
and drafting of the manuscript. TJ contributed to the study design and drafting of the manuscript. BS conceived the study and
data analysis plan and contributed to the drafting of the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Codebook.
[PDF File (Adobe PDF File), 80 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Social reference cues can reduce misinformation sharing on social media: an experimental study on Twitter.
[DOCX File , 82 KB-Multimedia Appendix 2]

References

1. Zarocostas J. How to fight an infodemic. Lancet 2020 Feb 29;395(10225):676 [doi: 10.1016/s0140-6736(20)30461-x]
2. Imhoff R, Lamberty P. A bioweapon or a hoax? The link between distinct conspiracy beliefs about the coronavirus disease

(COVID-19) outbreak and pandemic behavior. Soc Psychol Personal Sci 2020 Jul 06;11(8):1110-1118 [doi:
10.1177/1948550620934692]

3. Covid-19 misinformation. Poynter. URL: https://www.poynter.org/ifcn-covid-19-misinformation/ [accessed 2021-12-18]
4. Shahi GK, Dirkson A, Majchrzak TA. An exploratory study of COVID-19 misinformation on Twitter. Online Soc Netw

Media 2021 Mar;22:100104 [FREE Full text] [doi: 10.1016/j.osnem.2020.100104] [Medline: 33623836]
5. Vosoughi S, Roy D, Aral S. The spread of true and false news online. Science 2018 Mar 09;359(6380):1146-1151 [doi:

10.1126/science.aap9559] [Medline: 29590045]
6. Charquero-Ballester M, Walter JG, Nissen IA, Bechmann A. Different types of COVID-19 misinformation have different

emotional valence on Twitter. Big Data Soc 2021 Sep 22;8(2):1-11 [doi: 10.1177/20539517211041279]
7. Pennycook G, Rand DG. The psychology of fake news. Trends Cogn Sci 2021 May;25(5):388-402 [FREE Full text] [doi:

10.1016/j.tics.2021.02.007] [Medline: 33736957]
8. Pennycook G, Epstein Z, Mosleh M, Arechar AA, Eckles D, Rand DG. Shifting attention to accuracy can reduce

misinformation online. Nature 2021 Apr 17;592(7855):590-595 [doi: 10.1038/s41586-021-03344-2] [Medline: 33731933]
9. Pennycook G, McPhetres J, Zhang Y, Lu JG, Rand DG. Fighting COVID-19 misinformation on social media: experimental

evidence for a scalable accuracy-nudge intervention. Psychol Sci 2020 Jul 30;31(7):770-780 [FREE Full text] [doi:
10.1177/0956797620939054] [Medline: 32603243]

10. Meshi D, Tamir DI, Heekeren HR. The emerging neuroscience of social media. Trends Cogn Sci 2015 Dec;19(12):771-782
[doi: 10.1016/j.tics.2015.09.004] [Medline: 26578288]

11. Bavel JJ, Baicker K, Boggio PS, Capraro V, Cichocka A, Cikara M, et al. Using social and behavioural science to support
COVID-19 pandemic response. Nat Hum Behav 2020 May 30;4(5):460-471 [doi: 10.1038/s41562-020-0884-z] [Medline:
32355299]

12. Avram M, Micallef N, Patil S, Menczer F. Exposure to social engagement metrics increases vulnerability to misinformation.
Harvard Kennedy Sch Misinfo Rev 2020 Jul 25;1(5) [FREE Full text] [doi: 10.37016/mr-2020-033]

13. O’Connor C, Weatherall JO. The Misinformation Age: How False Beliefs Spread. New Haven, CT: Yale University Press;
2019.

14. Kozyreva A, Lewandowsky S, Hertwig R. Citizens versus the internet: confronting digital challenges with cognitive tools.
Psychol Sci Public Interest 2020 Dec;21(3):103-156 [FREE Full text] [doi: 10.1177/1529100620946707] [Medline:
33325331]

15. Butler L, Fay N, Ecker UK. Social endorsement influences the continued belief in corrected misinformation. PsyArXiv.
Preprint posted online September 7, 2022 [FREE Full text] [doi: 10.31234/osf.io/3fv4d]

16. Lerman K, Yan X, Wu XZ. The "majority illusion" in social networks. PLoS One 2016 Feb 17;11(2):e0147617 [FREE
Full text] [doi: 10.1371/journal.pone.0147617] [Medline: 26886112]

17. Unkelbach C, Koch A, Silva RR, Garcia-Marques T. Truth by repetition: explanations and implications. Curr Dir Psychol
Sci 2019 Mar 14;28(3):247-253 [FREE Full text] [doi: 10.1177/0963721419827854]

18. Conner M, Norman P. Predicting and Changing Health Behaviour: Research and Practice with Social Cognition Models.
Maidenhead, UK: Open University Press; 2015.

J Med Internet Res 2023 | vol. 25 | e45583 | p. 13https://www.jmir.org/2023/1/e45583
(page number not for citation purposes)

Jones et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v25i1e45583_app1.pdf&filename=84380e7df1e9eeea89e8b3104405f63e.pdf
https://jmir.org/api/download?alt_name=jmir_v25i1e45583_app1.pdf&filename=84380e7df1e9eeea89e8b3104405f63e.pdf
https://jmir.org/api/download?alt_name=jmir_v25i1e45583_app2.docx&filename=a380787f9856aa164d7c3dd56ea76711.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e45583_app2.docx&filename=a380787f9856aa164d7c3dd56ea76711.docx
http://dx.doi.org/10.1016/s0140-6736(20)30461-x
http://dx.doi.org/10.1177/1948550620934692
https://www.poynter.org/ifcn-covid-19-misinformation/
https://linkinghub.elsevier.com/retrieve/pii/S2468-6964(20)30045-8
http://dx.doi.org/10.1016/j.osnem.2020.100104
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33623836&dopt=Abstract
http://dx.doi.org/10.1126/science.aap9559
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29590045&dopt=Abstract
http://dx.doi.org/10.1177/20539517211041279
https://linkinghub.elsevier.com/retrieve/pii/S1364-6613(21)00051-6
http://dx.doi.org/10.1016/j.tics.2021.02.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33736957&dopt=Abstract
http://dx.doi.org/10.1038/s41586-021-03344-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33731933&dopt=Abstract
https://journals.sagepub.com/doi/abs/10.1177/0956797620939054?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/0956797620939054
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32603243&dopt=Abstract
http://dx.doi.org/10.1016/j.tics.2015.09.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26578288&dopt=Abstract
http://dx.doi.org/10.1038/s41562-020-0884-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32355299&dopt=Abstract
https://misinforeview.hks.harvard.edu/article/exposure-to-social-engagement-metrics-increases-vulnerability-to-misinformation/
http://dx.doi.org/10.37016/mr-2020-033
https://journals.sagepub.com/doi/abs/10.1177/1529100620946707?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/1529100620946707
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33325331&dopt=Abstract
https://psyarxiv.com/3fv4d/
http://dx.doi.org/10.31234/osf.io/3fv4d
https://dx.plos.org/10.1371/journal.pone.0147617
https://dx.plos.org/10.1371/journal.pone.0147617
http://dx.doi.org/10.1371/journal.pone.0147617
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26886112&dopt=Abstract
https://journals.sagepub.com/doi/full/10.1177/0963721419827854?casa_token=0tirHTaXYgwAAAAA:05szN99JzHnnnMdjfZfbHOw63jpSu0liP91zJho4jNti64PXRXP-QEe8NNq8xW2QdZ4xcndq6f5-Ng
http://dx.doi.org/10.1177/0963721419827854
http://www.w3.org/Style/XSL
http://www.renderx.com/


19. Schultz PW, Nolan JM, Cialdini RB, Goldstein NJ, Griskevicius V. The constructive, destructive, and reconstructive power
of social norms. Psychol Sci 2007 May 25;18(5):429-434 [doi: 10.1111/j.1467-9280.2007.01917.x] [Medline: 17576283]

20. Bond RM, Fariss CJ, Jones JJ, Kramer AD, Marlow C, Settle JE, et al. A 61-million-person experiment in social influence
and political mobilization. Nature 2012 Sep 13;489(7415):295-298 [FREE Full text] [doi: 10.1038/nature11421] [Medline:
22972300]

21. Gimpel H, Heger S, Olenberger C, Utz L. The effectiveness of social norms in fighting fake news on social media. J Manage
Inform Syst 2021 Apr 02;38(1):196-221 [doi: 10.1080/07421222.2021.1870389]

22. Andı S, Akesson J. Nudging away false news: evidence from a social norms experiment. Digit Journal 2020 Dec
23;9(1):106-125 [doi: 10.1080/21670811.2020.1847674]

23. Smaldino PE. Models of identity signaling. Curr Dir Psychol Sci 2022 May 03;31(3):231-237 [doi:
10.1177/09637214221075609]

24. Tajfel H, Turner JC, Austin WG, Worchel S. An integrative theory of intergroup conflict. In: Hatch MJ, Schultz M, editors.
Organizational Identity A Reader. Oxford, UK: Oxford University Press; 2004.

25. Rathje S, Van Bavel JJ, van der Linden S. Out-group animosity drives engagement on social media. Proc Natl Acad Sci U
S A 2021 Jun 29;118(26):e2024292118 [FREE Full text] [doi: 10.1073/pnas.2024292118] [Medline: 34162706]

26. Shin J, Yang A, Liu W, Min Kim H, Zhou A, Sun J. Mask-wearing as a partisan issue: social identity and communication
of party norms on social media among political elites. Soc Media Soc 2022 Mar 25;8(1) [doi: 10.1177/20563051221086233]

27. Xitao F, Xiaotao F. Power of latent growth modeling for detecting linear growth: number of measurements and comparison
with other analytic approaches. J Exp Educ 2005 Jan;73(2):121-139 [doi: 10.3200/jexe.73.2.121-139]

28. Fan X. Power of latent growth modeling for detecting group differences in linear growth trajectory parameters. Struct Equ
Model Multidiscip J 2009 Nov 19;10(3):380-400 [doi: 10.1207/s15328007sem1003_3]

29. Geeng C, Yee S, Roesner F. Fake news on Facebook and Twitter: investigating how people (don't) investigate. In: Proceedings
of the 2020 CHI Conference on Human Factors in Computing Systems. 2020 Apr Presented at: CHI '20: CHI Conference
on Human Factors in Computing Systems; April 25-30, 2020; Honolulu, HI [doi: 10.1145/3313831.3376784]

30. Janssen J, Stoyanov S, Ferrari A, Punie Y, Pannekeet K, Sloep P. Experts' views on digital competence: commonalities
and differences. Comput Educ 2013 Oct;68:473-481 [doi: 10.1016/j.compedu.2013.06.008]

31. Sørensen K, Van den Broucke S, Pelikan JM, Fullam J, Doyle G, Slonska Z, HLS-EU Consortium. Measuring health
literacy in populations: illuminating the design and development process of the European Health Literacy Survey
Questionnaire (HLS-EU-Q). BMC Public Health 2013 Oct 10;13(1):948 [FREE Full text] [doi: 10.1186/1471-2458-13-948]
[Medline: 24112855]

32. Montgomery JM, Nyhan B, Torres M. How conditioning on posttreatment variables can ruin your experiment and what to
do about it. Am J Pol Sci 2018 Mar 30;62(3):760-775 [doi: 10.1111/ajps.12357]

33. Grinberg N, Joseph K, Friedland L, Swire-Thompson B, Lazer D. Fake news on Twitter during the 2016 U.S. presidential
election. Science 2019 Jan 25;363(6425):374-378 [doi: 10.1126/science.aau2706] [Medline: 30679368]

34. Dryhurst S, Schneider CR, Kerr J, Freeman AL, Recchia G, van der Bles AM, et al. Risk perceptions of COVID-19 around
the world. J Risk Res 2020 May 05;23(7-8):994-1006 [doi: 10.1080/13669877.2020.1758193]

35. Freeman D, Waite F, Rosebrock L, Petit A, Causier C, East A, et al. Coronavirus conspiracy beliefs, mistrust, and compliance
with government guidelines in England. Psychol Med 2020 May 21;52(2):251-263 [doi: 10.1017/s0033291720001890]

36. Krause NM, Freiling I, Beets B, Brossard D. Fact-checking as risk communication: the multi-layered risk of misinformation
in times of COVID-19. J Risk Res 2020 Apr 22;23(7-8):1052-1059 [doi: 10.1080/13669877.2020.1756385]

37. Lewandowsky S, Ecker UK, Seifert CM, Schwarz N, Cook J. Misinformation and its correction: continued influence and
successful debiasing. Psychol Sci Public Interest 2012 Dec;13(3):106-131 [doi: 10.1177/1529100612451018] [Medline:
26173286]

38. Ecker U, Sanderson J, McIlhiney P, Rowsell J, Quekett H, Brown G, et al. Combining refutations and social norms increases
belief change. PsyArXiv. Preprint posted online May 25, 2022 [doi: 10.31234/osf.io/j9w8q]

39. Guess A, Nagler J, Tucker J. Less than you think: prevalence and predictors of fake news dissemination on Facebook. Sci
Adv 2019 Jan 09;5(1):eaau4586 [FREE Full text] [doi: 10.1126/sciadv.aau4586] [Medline: 30662946]

40. Lobato EJ, Powell M, Padilla LM, Holbrook C. Factors predicting willingness to share COVID-19 misinformation. Frontiers
Psychol 2020 Sep 24;11:566108 [FREE Full text] [doi: 10.3389/fpsyg.2020.566108] [Medline: 33071894]

41. Mosleh M, Pennycook G, Rand D. Field experiments on social media. PsyArXiv. Preprint posted online June 21, 2021
[doi: 10.31234/osf.io/dgmc2]

42. R Core Team. R: a language and environment for statistical computing. R Foundation for Statistical Computing. 2020.
URL: https://www.R-project.org/ [accessed 2023-01-08]

43. Rosseel Y. lavaan: an R package for structural equation modeling. J Stat Softw 2012;48(2):1-36 [FREE Full text] [doi:
10.18637/jss.v048.i02]

44. Bates D, Mächler M, Bolker B, Walker S. Fitting linear mixed-effects models using lme4. J Stat Softw 2015;67(1):1-48
[doi: 10.18637/jss.v067.i01]

45. Aust F, Barth M. papaja: prepare reproducible APA journal articles with R Markdown. GitHub. URL: https://github.com/
crsh/papaja [accessed 2023-01-08]

J Med Internet Res 2023 | vol. 25 | e45583 | p. 14https://www.jmir.org/2023/1/e45583
(page number not for citation purposes)

Jones et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1111/j.1467-9280.2007.01917.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17576283&dopt=Abstract
https://europepmc.org/abstract/MED/22972300
http://dx.doi.org/10.1038/nature11421
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22972300&dopt=Abstract
http://dx.doi.org/10.1080/07421222.2021.1870389
http://dx.doi.org/10.1080/21670811.2020.1847674
http://dx.doi.org/10.1177/09637214221075609
https://www.pnas.org/doi/abs/10.1073/pnas.2024292118?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1073/pnas.2024292118
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34162706&dopt=Abstract
http://dx.doi.org/10.1177/20563051221086233
http://dx.doi.org/10.3200/jexe.73.2.121-139
http://dx.doi.org/10.1207/s15328007sem1003_3
http://dx.doi.org/10.1145/3313831.3376784
http://dx.doi.org/10.1016/j.compedu.2013.06.008
https://bmcpublichealth.biomedcentral.com/articles/10.1186/1471-2458-13-948
http://dx.doi.org/10.1186/1471-2458-13-948
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24112855&dopt=Abstract
http://dx.doi.org/10.1111/ajps.12357
http://dx.doi.org/10.1126/science.aau2706
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30679368&dopt=Abstract
http://dx.doi.org/10.1080/13669877.2020.1758193
http://dx.doi.org/10.1017/s0033291720001890
http://dx.doi.org/10.1080/13669877.2020.1756385
http://dx.doi.org/10.1177/1529100612451018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26173286&dopt=Abstract
http://dx.doi.org/10.31234/osf.io/j9w8q
https:///www.science.org/doi/10.1126/sciadv.aau4586?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1126/sciadv.aau4586
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30662946&dopt=Abstract
https://europepmc.org/abstract/MED/33071894
http://dx.doi.org/10.3389/fpsyg.2020.566108
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33071894&dopt=Abstract
http://dx.doi.org/10.31234/osf.io/dgmc2
https://www.R-project.org/
https://www.jstatsoft.org/v48/i02/
http://dx.doi.org/10.18637/jss.v048.i02
http://dx.doi.org/10.18637/jss.v067.i01
https://github.com/crsh/papaja
https://github.com/crsh/papaja
http://www.w3.org/Style/XSL
http://www.renderx.com/


46. Epskamp S, Stuber S, Nak S, Veenman M, Jorgensen TD. Package semPlot: path diagrams and visual analysis of various
SEM packages' output. The Comprehensive R Archive Network. 2022 Oct 14. URL: https://CRAN.R-project.org/
package=semPlot [accessed 2023-01-08]

47. Johnson P, Kite B. semTable: structural equation modeling tables. The Comprehensive R Archive Network. 2020 Apr 29.
URL: https://cran.r-project.org/web/packages/semTable/index.html [accessed 2023-01-08]

48. Wickham H, Averick M, Bryan J, Chang W, McGowan LD, François R, et al. Welcome to the Tidyverse. J Open Source
Softw 2019 Nov;4(43):1686 [doi: 10.21105/joss.01686]

49. Kothe E, Callegher CZ, Gambarota F, Linkersdörfer J, Ling M. trackdown: collaborative writing and editing of R Markdown
(or Sweave) documents in Google Drive (v1.0.0). Zenodo. 2021. URL: https://doi.org/10.5281/zenodo.5167320 [accessed
2023-01-08]

50. Jones CM. Social reference cues can reduce misinformation sharing behaviour on social media. Open Science Framework.
2023 May 24. URL: https://osf.io/49raq/ [accessed 2023-08-09]

Edited by A Mavragani; submitted 08.01.23; peer-reviewed by M Modi, S Machinathu Parambil Gangadharan, M DeVerna; comments
to author 05.04.23; revised version received 24.05.23; accepted 29.05.23; published 24.08.23

Please cite as:
Jones CM, Diethei D, Schöning J, Shrestha R, Jahnel T, Schüz B
Impact of Social Reference Cues on Misinformation Sharing on Social Media: Series of Experimental Studies
J Med Internet Res 2023;25:e45583
URL: https://www.jmir.org/2023/1/e45583
doi: 10.2196/45583
PMID:

©Christopher M Jones, Daniel Diethei, Johannes Schöning, Rehana Shrestha, Tina Jahnel, Benjamin Schüz. Originally published
in the Journal of Medical Internet Research (https://www.jmir.org), 24.08.2023. This is an open-access article distributed under
the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet
Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/,
as well as this copyright and license information must be included.

J Med Internet Res 2023 | vol. 25 | e45583 | p. 15https://www.jmir.org/2023/1/e45583
(page number not for citation purposes)

Jones et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://CRAN.R-project.org/package=semPlot
https://CRAN.R-project.org/package=semPlot
https://cran.r-project.org/web/packages/semTable/index.html
http://dx.doi.org/10.21105/joss.01686
https://doi.org/10.5281/zenodo.5167320
https://osf.io/49raq/
https://www.jmir.org/2023/1/e45583
http://dx.doi.org/10.2196/45583
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

