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Abstract

Background: To ensure the timely diagnosis of emerging infectious diseases, high-tech molecular biotechnology is often used
to detect pathogens and has gradually become the gold standard for virological testing. However, beginners and students are often
unable to practice their skills due to the higher costs associated with high-level virological testing, the increasing complexity of
the equipment, and the limited number of specimens from patients. Therefore, a new training program is necessary to increase
training and reduce the risk of test failure.

Objective: The aim of the study is to (1) develop and implement a virtual reality (VR) software for simulated and interactive
high-level virological testing that can be applied in clinical practice and skills building or training settings and (2) evaluate the
VR simulation’s effectiveness on reaction, learning, and behavior of the students (trainees).

Methods: Viral nucleic acid tests on a BD MAX instrument were selected for our VR project because it is a high-tech automatic
detection system. There was cooperation between teachers of medical technology and biomedical engineering. Medical technology
teachers were responsible for designing the lesson plan, and the biomedical engineering personnel developed the VR software.
We designed a novel VR teaching software to simulate cognitive learning via various procedure scenarios and interactive models.
The VR software contains 2D VR “cognitive test and learning” lessons and 3D VR “practical skills training” lessons. We evaluated
students’ learning effectiveness pre- and posttraining and then recorded their behavior patterns when answering questions,
performing repeated exercises, and engaging in clinical practice.

Results: The results showed that the use of the VR software met participants’ needs and enhanced their interest in learning. The
average posttraining scores of participants exposed to 2D and 3D VR training were significantly higher than participants who
were exposed solely to traditional demonstration teaching (P<.001). Behavioral assessments of students pre- and posttraining
showed that students exposed to VR-based training to acquire relevant knowledge of advanced virological testing exhibited
significantly improved knowledge of specific items posttraining (P<.01). A higher participant score led to fewer attempts when
responding to each item in a matching task. Thus, VR can enhance students’ understanding of difficult topics.
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Conclusions: The VR program designed for this study can reduce the costs associated with virological testing training, thus,
increasing their accessibility for students and beginners. It can also reduce the risk of viral infections particularly during disease
outbreaks (eg, the COVID-19 pandemic) and also enhance students’ learning motivation to strengthen their practical skills.

(J Med Internet Res 2023;25:e44538) doi: 10.2196/44538

KEYWORDS

design; immersive; virtual reality; VR; high-level clinical virology; skill training; testing; virology; virological; medical education;
clinical practice; simulation; biotechnology; molecular; detection; pathogen; development; software; teaching

Introduction

Several outbreaks of infectious viral diseases with high fatality
rates have occurred over the last 20 years: COVID-19 (caused
by the SARS-CoV-2 virus), the new avian influenza virus (ie,
H7N9), and the respiratory syncytial virus. These have all caused
high hospitalization rates [1-4]. Immunocompromised patients
are vulnerable to severe diseases caused by cytomegalovirus
(CMV), herpes simplex virus (HSV), and herpes zoster virus
infections [5-8]. Thus, a timely diagnosis is necessary for
clinicians to determine the optimal treatment plan. Accordingly,
rapid diagnoses with high fidelity comprise an important
requirement for clinical virology laboratories.

The use of high-tech molecular technology for the rapid
detection of pathogens in clinical specimens has gradually
become the gold standard for clinical virological testing [9,10].
Furthermore, quantitative or qualitative test analysis is used as
an important indicator for medical diagnosis, treatment tracking,
risk assessment, and health care information.

Molecular techniques are an important tool for clinical testing;
however, the cost of molecular test reagents is high. Further,
special and repetitive training is required to operate the testing
equipment; consequently, clinical virology laboratories
frequently prevent medical technology (MT) interns from
practicing these procedures on their equipment. There are similar
problems in teaching in other specialized areas involving clinical
medical skills. For example, surgical training has always relied
heavily on practical operations to ensure that physicians acquire
the necessary technical proficiency to perform surgical
procedures. After observing surgical procedures and animal
experiments demonstrated by the teacher, intern surgeons
practice the relevant technical skills while being supervised by
the teacher. This teaching method may be limited by various
factors, including medical ethics, working hours, and medical
disputes. Therefore, scholars in the field of surgical teaching
have recently developed simulation tools to teach residents to
perform surgery. Virtual reality (VR) or augmented reality or
tactile computer programs can simulate the surgical environment
for teaching purposes and apply minimally invasive surgical
robots [11,12].

Traditional teaching methods transmit medical knowledge via
lectures and textbooks. However, many teachers have recently
begun to introduce 2-way communication learning methods
such as problem-based learning and flipped education. These
methods aim to replace the prevalent unidirectional cramming
teaching method by transforming students from passive to active
agents; this can improve their learning effectiveness [13-17].

Although each specialized field has its own special required
skills and methods, clinical practice courses play a pivotal role
in medical technologists’ development. Students must hone
their practical skills to reduce their chance of failure in
real-world settings. Therefore, the depth and breadth of students’
clinical training and whether they can actually engage in
operational exercises will affect their learning.

The fully automatized BD MAX system developed by Beckton
Dickinson Company integrates 2 functions: fluorescent
polymerase chain reaction (PCR) detection and nucleic acid
extraction. This detection system has 24 independent PCR
heating elements, 5 different fluorescence channels, and can
run different programs simultaneously. It processes 96-120
samples in 8 hours. It also has high efficiency for the detection
of pathogens.

The BD MAX system is used in modern clinical virology
laboratories for the detection of multiple clinical microbial
nucleic acids present in emergent infectious pathogens. Although
the BD MAX is powerful, the cost of reagents is high. Thus,
clinical virology laboratories often prevent MT interns from
practicing with their equipment. Schools often have scarce funds
to obtain such advanced and expensive equipment for students
to learn. Further, even if the students manage to understand the
principles of the procedure after analyzing the operation manual
and observing the workflow of a well-trained medical
technologist, they often cannot access appropriate practical
training. Therefore, it is critical to develop new teaching
methods that allow MT students to put their skills into practice
so that those who do not have the opportunity to engage in
real-world practice with this specialized technology can still
receive training.

VR comprises a virtual environment that is similar to reality.
Computer technology can simulate a high-fidelity space and
allow users to immerse themselves inside that environment. In
a VR environment, users wear a special display device (ie, VR
headsets) to enter the simulation. In this space, the operator can
use a controller or keyboard to interact with the virtual
environment. Importantly, VR does not aim to replace real
space. By combining a camera’s recognition technology and a
computer program, a set picture appears in the lens, and the
corresponding virtual objects appear. However, high-tech VR
products have not yet been developed and used in the field of
skill training for virological testing. Thus, this study designed
and implemented a VR software to train MT students to use a
high-level virological testing system (ie, BD MAX) and
evaluated students’ learning effectiveness.
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Methods

VR System Description
The proposed study was developed based on Oculus Rift and
cross-platform Unity. Oculus Rift is a VR goggle developed
and manufactured by Oculus VR. The Rift has 2 PenTile organic
light–emitting diode displays and offers 1080×1200 resolution
per eye, a 90-Hz refresh rate, and a 110-degree field of view.
The device also features rotational and positional tracking as
well as integrated headphones that provide a 3D audio effect.
The separation of the lenses is adjustable using a slider on the
bottom of the device to accommodate a wide range of
interpupillary distances. The Rift allows for full
6-degrees-of-freedom rotational and positional tracking.
Tracking is performed by Oculus’s Con.

Creating Course Features
We designed several virtual clinical and experimental scenarios
for students to develop the relevant skills for virological testing
in a realistic setting. By using VR, students can develop practical
skills by engaging with interactive content, without being limited
to merely reading about standard operating procedures.

Study Population
Senior-year students from the Department of Medical Laboratory
Science and Biotechnology (ie, MT students) at the College of
Medicine of National Cheng Kung University (NCKU) in
Tainan, Taiwan enrolled in the Clinical Virology Internship
Course. Of these, 31 MT students participated in a 2D VR
cognitive test and a 3D VR practical simulation.

Cooperation Between the MT and Biomedical
Engineering Groups in the Study
The teachers of the MT department at NCKU were responsible
for designing the lesson plan and questionnaires, as well as
evaluating students’ learning effectiveness. The department of
biomedical engineering (BME) was responsible for the
development of the VR software. The VR-based training was
carried out in the VR classroom of the BME department. System
operation was carried out in the clinical virology room of the
Pathology Department at NCKU Hospital.

The Cross-Disciplinary MT and BME Team
Since March 2019, we have discussed the subject of VR-based
teaching plans as well as clinical virology teachers’ needs and
feedback on the VR software described in this study. The BME
group adjusted and optimized the VR software for high-level
clinical virological testing after regular brainstorming and
discussion. As of June 2022, there have been a total of 45
meetings.

Design of the High-Level Clinical Virological Testing
Lessons
The BD MAX instrument is an automatic virus nucleic acid
detection system and was selected as the basis for our VR
project. It is currently used to detect a variety of microorganisms
(eg, HSV, varicella-zoster virus [VZV], and cytomegalovirus)
at the NCKU Hospital’s clinical virology laboratory.

2D VR “Cognitive Test and Learning” Lessons
The self-developed VR teaching software had both a test mode
and a learning mode. The computer software registered students’
score and immediately provided them with detailed feedback
on the results. Combined with the test items (which assessed
students’ knowledge regarding HSV and VZV PCR), a series
of matching tasks was designed to prepare learners to interact
with the VR environment. The difficulty level of the items was
measured by the frequency of drag-and-drops (the term “drag”
refers to the behavior of sliding the button to the answer before
actually selecting the answer in the VR scenario) when students
attempted to answer a given item. There were 10 items designed
on the usage of BD MAX. The user activity diagram of the
proposed research is shown in Figure 1, and the detailed
flowchart of each mode is shown in Figures 2-6. The user
manual is shown in Multimedia Appendix 1. Items 1-10 are
shown in Figure 7, and the picture of VR scenario is shown in
Figure 8.

• Test mode: Students had to answer the items in order; the
system automatically calculated the score after the allotted
time ended. Relaxing music played in the period between
items to avoid visual fatigue affecting the score.

• Learning mode: Students were allowed to complete the
tasks at their own pace. There was no limit on the time or
number of attempts, and they could receive feedback on
the results in real time.
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Figure 1. User activity diagram of the proposed research.
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Figure 2. Flowchart for exam mode.
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Figure 3. Flowchart for learn mode.
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Figure 4. Flowchart for tutorial mode.

Figure 5. Subflowchart for choose question.
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Figure 6. Subflowchart for drag answer.
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Figure 7. Ten designed items on the usage of BD MAX for 2D VR lessons. BAL: bronchoalveolar lavage; CNS: central nervous system; CSF:
cerebrospinal fluid; EBV: Epstein-Barr virus; HHV: human herpesvirus; PCR: polymerase chain reaction; VR: virtual reality; VZV: varicella-zoster
virus.
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Figure 8. The picture of a 2D VR scenario. VR: virtual reality.

3D VR “Practical Skills Training” Lesson
The virology (MT) group provided a video of the actual
operation process using the BD MAX system (while detailing
each used component) to the BME team to create a high-fidelity
3D VR component. We recorded the virological testing process
or an introduction to the structure of the automatic testing
system. We also used computer software to divide the
procedure’s steps on BD MAX and performed the procedures.
We disassembled the steps of the practical procedure, and the
design internship students could control the 3D objects to
simulate the experimental process through the human-machine

interface. The learners performed the entire practice process in
a virtual learning setting. In the VR environment, there was a
setting to prompt the learner to proceed to the next step so they
could simulate the actual testing procedure. The interactive
mode included using the hands in the VR simulation to place
the objects in the correct position: a special color was displayed
if the order was correct. A warning was displayed if the order
or position was wrong—students were instructed to try again
until they were correct. Real scenarios are shown in Figure 9A
and Figure 10A. 3D VR scenarios are shown in Figure 9B and
Figure 10B.

Figure 9. (A) Real scenario of operating the clinical specimen by medical technologist and (B) 3D virtual reality scenario.
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Figure 10. (A) Real scenario of operating BD MAX instrument by a medical technologist and (B) 3D virtual reality scenario.

Creation of the VR Content
• The research team has Unity 3D software programming

skills. The Unity 3D VR engine can operate VR scripts
using the programming languages C# or JavaScript to thus
control the VR objects.

• Art production and 3D object production: After establishing
the teaching script, the research team developed
high-fidelity 3D VR components by referencing interactive
or experimental components from the teaching script.

• Sensor-based and user interface programming: To achieve
high interactivity between the user and the VR learning
content, we used the sensors inside the VR headset to
register the user's movements. This research project used
the Oculus Rift as a VR teaching device. The sensors in the
Oculus Rift include infrared sensors (that track the user's
body movements) and joysticks (that register the user's
button presses). The research team programmed scripts to
grasp the user's movements through the sensor and used it
to drive the system’s interface. An interactive mode tracked
the user's behavior to control 3D objects and the process of
learning or experimenting through the human-machine
interface.

• 3D object manipulation and interactive programming: The
3D object manipulation and interactive program was built
into the VR scenario. The project achieved the VR teaching
purpose when the user controlled the 3D objects to process
learning or experimentation through the human-machine
interface.

• System architecture and human-machine interaction
• Step 1. The user grasps the sensors placed on both sides

of the computer and places them in their palms.
• Step 2. The user operates the VR system using the

joystick.
• Step 3. The computer receives the operation command

from the joystick and the sensor data and then displays
it on the screen.

• Step 4. The VR helmet provides simulation scenarios
to the user.

After all the virtual scenarios were tested, the VR classroom
provided learners with a virtual space for learning and
interaction.

Introduction of the VR Software and Interactive Model
Into Clinical Practice Teaching and Skill Training
Our research team used the concept of software reliability to
test the VR software’s stability. First, we developed a test plan
to analyze each functional requirement, the expected trigger
function, and whether the results were correct. The failure status
of the software was defined according to 3 levels (high, medium,
and low). Reliability coverage testing was subsequently
performed. Coverage tests were conducted for input domain
behavior, input variables, and their combinations, as well as
various usage functions. After the tests were completed, we
wrote a test report based on the failure condition and its
definition and then made the necessary corrections. Medium-
and high-level risks were completely resolved before the VR
software was presented to users for testing. The users were
finally allowed to use the VR software.

Ethics Approval
The Institutional Review Board of NCKU Hospital approved
the study (B-ER-109-432). All of the students were informed
about the aim and protocol of the study, and written informed
consent was obtained from all of them.

Learning Effectiveness Evaluation
The levels of the Kirkpatrick model were used to investigate
reaction, learning, and behavior of the students (trainees). We
designed questionnaires of VR application learning effectiveness
evaluation for participants to fill out anonymously, including
the “satisfaction of using different learning materials” (reaction
level) and the “self-assessment questionnaire of participants’
knowledge application” (behavior level). The score of the item
in the questionnaires was as follows: very disagree got 1 point,
disagree got 2 points, no comment got 3 points, agree got 4
points, and very agree got 5 points. Questionnaires of behavior
level were conducted during pre- and posttraining. We also used
10 items of “cognitive test and learning” lessons (Figure 7) for
written tests with registered identification number to evaluate
learning level of students’ background knowledge of HSV or
VZV and the operations of BD MAX. The score of each item
was as follows: 11 points in item 1, 16 points in item 2, 7 points
in item 3, 6 points in item 4, 3 points in item 5, 3 points in item
6, 6 points in item 7, 1 point in item 8, 6 points in item 9, and
6 points in item 10. A total score of 10 items was 65 points and
was adjusted to 100 points afterward. These 10 items of written
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tests were tested at pretraining, posttraining after traditional
demonstration teaching, and posttraining after VR teaching.

Statistical Analysis
SPSS for Windows (version 17.0; SPSS Inc) and SAS (version
9.4; SAS Institute) was used for statistical analysis. Quantitative
data of “satisfaction of using different learning materials”
(reaction level) are presented as mean values with 95% CI. We
used nonparametric methods to analyze nonnormal distribution
data in this study. Comparisons of pretraining, posttraining after
demonstration teaching, and posttraining after VR teaching
were scored via written tests and analyzed via Friedman’s test
with posthoc analysis, that is, the Dunn-Bonferroni test. The
Wilcoxon signed rank test was used to analyze the differences
in the “self-assessment questionnaire of participants’knowledge
application” on pretraining and posttraining; the Bonferroni
correction was used for multiple comparisons adjustment.

Results

From August 2021 to January 2022, 31 students from the
Department of Medical Laboratory Science and Biotechnology

at NCKU in Taiwan used the novel self-developed VR software
for 2D VR cognitive testing and 3D VR practical training for
BD MAX. In total, 3 of them did not fill out the self-assessment
questionnaire for behavior application.

Kirkpatrick Level I (Reaction): Evaluating Trainees’
Satisfaction
We designed 4 questionnaires to evaluate trainees’ satisfaction
and identify their interest in learning. Assessments of the VR
teaching material, the design fluency of the VR content, and
the improvement in participants’ professional ability were
included in the content. The contents of the items are shown in
Table 1. The students’ feedback showed that the use of 2D+3D
VR teaching materials met students’ needs and enhanced their
interest in learning. The item “VR-based teaching materials can
increase my interest in learning” exhibited the highest scores
in posttraining satisfaction. The results of posttraining
satisfaction are shown in Table 1.

Table 1. Feedback on the VRa teaching materials and lessons.

Posttraining satisfaction, mean (95% CI)Items

3.82 (3.43-4.22)VR-based assessments to enhance my cognitive learning can improve my learning effectiveness more
than traditional written assessments

4.32 (3.99-4.66)VR-based teaching materials can increase my interest in learning

3.82 (3.41-4.23)The design fluency of the VR teaching materials was excellent

3.93 (3.52-4.34)VR teaching materials can meet my learning needs and help me improve my professional ability

aVR: virtual reality.

Kirkpatrick Level II (Learning): Determining the
Trainees’ Learning Attainment
We designed 10 items (Figure 7) to assess students’background
knowledge of HSV or VZV and the operations of BD MAX.
There were included in the written tests and 2D VR teaching
scenarios. The 3D VR teaching scenarios of the workflow of
BD MAX procedures were developed. Written tests assessed

students’ knowledge at pretraining, posttraining after exposure
to traditional demonstration teaching, and posttraining after
exposure to 2D+3D VR teaching. In the analysis of the learning
hierarchy, it was found that the average score of 2D+3D VR
teaching posttraining was higher than that for traditional
demonstration teaching, and the learning effect was significantly
better. The data are shown in Figure 11.
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Figure 11. Comparison of written test scores (pretraining, after exposure to traditional demonstration teaching, and after 2D+3D VR teaching) analyzed
by Friedman’s test (N=31 out of 100). ***P<.001. VR: virtual reality.

Kirkpatrick Level III (Behavior): Assessing Trainee’s
Knowledge Application
We designed 5 questionnaires to assess trainees’ knowledge
application. The dimensions assessed included interpretation
of the results and quality control; familiarity with the BD MAX
procedure; understanding the principles, structure, and function
of the BD MAX instrument; familiarity with the examination

types, containers, transport, and storage conditions; and
understanding virological testing’s clinical significance and
possessing pertinent background knowledge. The results of
participants’ self-assessment pre- and posttraining showed that
trainees exposed to VR training to learn about high-level
virological testing (using BD MAX) had significantly improved
their detailed knowledge posttraining, vis-à-vis pretraining
(P<.001). The data are shown in Figure 12.

Figure 12. Self-assessment questionnaire of participants’ knowledge application was analyzed by Wilcoxon signed rank test. (N=28, a P value was
considered significant at the <.01 level after Bonferroni correction [.05/5=.01].).

The 2D Cognitive Software Analyzed the Number of
Attempts Before the Correct Answer
Our team designed a function of the 2D VR teaching software
to record the “drags” (ie, attempts) for each item. The drags for

each question were recorded and analyzed. The results showed
that the higher the interns’ average score, the fewer drags they
exhibited. We used this function to assess items’ difficulty level
and used it as a reference for adjusting each lesson’s items
(Figure 13).
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Figure 13. Average number of “drags” vis-à-vis participants’ scores (N=31).

Discussion

Main Findings
The use of VR software for teaching has become more popular
in clinical medicine. Here, we designed and implemented a VR
software for advanced MT training. The participants’
posttraining learning scores increased significantly after being
exposed to 2D and 3D VR training. Participants exhibited
significantly improved cognition of high-level virological testing
posttraining. We analyzed the difficulty of the items and used
it as a reference for adjusting them. Participants exposed to
VR-based training considered that the VR-based teaching
materials met their needs and enhanced their interest in learning.

Developing practical skills is paramount in the field of MT. MT
students’ skill-development process begins in the basic
experimental courses of natural science during their freshman
and sophomore years and continues in the advanced
experimental courses related to clinical testing in their junior
year as well as the clinical courses in their senior year. MT
interns perform more experimental operations than other
departments in the medical field. The basic experimental
practices performed in school differ significantly from clinical
practice courses. In school, the designed laboratory course
comprises relatively simple experiments for the students,
considering the availability of equipment and resources.
However, in the clinical virology practice course of the hospital,
additional factors come into play, including the urgency of
clinical work, the timeliness and accuracy of reports, the
expensive cost of reagents, the complexity of instruments, and
the limited number of specimens from patients. Therefore, MT

beginners and students rarely have the opportunity to practice
in real-world settings.

Due to the rapid development of molecular methodologies, the
time required to detect viruses decreased significantly, from
several days to 4-6 hours. Current detection procedures can
detect multiple pathogens simultaneously, thus, becoming an
invaluable tool for the clinical diagnosis of pathogenic infections
[9,10,18-21]. However, the test reagents required to detect
multiple pathogens simultaneously are expensive (the cost of
1 test is about US $30), and the costs associated with the
equipment are also high. The personnel require specialized
training to operate the test instrument. Therefore, it is not
possible for medical technological interns to practice in
hospitals’ clinical virology laboratories. However, schools are
also limited by the lack of proper funding, which makes it
difficult for them to obtain advanced and expensive instrument
for students to practice. Therefore, many intern students are
limited to learning from the operation manuals and observing
the operation of well-trained medical examiners. Therefore, it
is important to use computer technology to develop new teaching
methods that allow MT students who do not have access to this
specialized technology to receive adequate training.

Mikropoulos et al [22] investigated students’ views on VR
learning and found that students generally held positive views
regarding the use of VR in teaching while also verifying that
VR can capture and maintain students’attention. Many students
expressed that it was exciting to be able to walk in and interact
with the 3D VR world. VR simulation allows one to walk inside
a molecule to study it in detail or, in the case of a block model,
we can acquire a global perspective of a given city block at a
distance. This allows the learner to develop a better
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understanding of the connections between the buildings, open
space, and streets. Thus, VR will undoubtedly change the way
we look at things and could even allow us to discover things
that were previously unimaginable. It could also help people
with disabilities break through their physical limitations and
engage more actively in learning with their peers.

Of course, not all situations are suitable for the use of VR for
education. Pantelidis [23] established the following
recommendations regarding the appropriate use of VR: (1) VR
would be useful when using real objects is dangerous,
impossible, or inconvenient; (2) virtual environments can be
taught and trained in the same way as real objects; and (3)
interacting with a model is as fun as interacting with the real
thing.

Under the conditions of these 3 points, it is recommended to
use VR for teaching in clinical virology laboratories. This
research project was consistent with all 3 aspects. The BD MAX
reagents are expensive, and the number of specimens is limited;
thus, it is inconvenient to use a real BD MAX for learning.
Other instruments required for PCR molecular detection can be
similar to the real object. For interns, working with VR itself
is a fun and fresh experience. Therefore, this research project
was suitable for simulation using VR. The Centers for Disease
Control and Prevention [24] launched a VR teaching video:
Biosafety Cabinet Edition in 2021 due to the COVID-19
pandemic.

In addition to the simulated surgical training, VR technology
has also been used in baby breathing training, emergency
simulation training, dental education, stroke rehabilitation,
dental dexterity training, pharmacy teaching, pain management,
web-based weight control training, and other clinical
applications in the field of medicine and medical care [25-36].
Although all VR devices have similar structures, there are slight
differences in hardware and software requirements in different
fields as well as different application modes [37-39]. For
example, the VR simulation training device for teaching mainly
focuses on the use of a 3D or 360-degree environment and
network resources, whereas simulations for surgery focus on
the interaction between the operator’s instruments and the living

anatomy. The environmental design simulations mainly consider
the patient’s emotional control and feedback [40-42].

Here, 2D cognitive software and 3D practical VR software of
BD MAX lessons were developed. MT interns can use this
system to familiarize themselves with the use of virological
testing equipment and assess their learning. The results showed
that the use of the VR software met the students’ needs and
enhanced their interest in learning. In addition, scores from
written tests after VR training (posttraining) were significantly
higher than after traditional demonstration teaching
(posttraining) in the learning level. The behavioral assessment
of students pre- and posttraining showed that students exposed
to VR training had significantly improved virological
knowledge.

Limitations
The appropriateness of the selection of teaching scripts may
have affected the breadth and validity of the use of the teaching
software. The fidelity of the 3D elements’ object art and
production during VR scenarios requires professional art experts
and additional funding support. Due to the limited number of
students, this study only has 1 arm and uses a pre- and
postcomparison design. Future work will use a randomized
2-arm design to better understand the impact of the technology.

Conclusions
To the best of our knowledge, this is the first self-developed
VR software for high-tech virological testing training. This
valuable tool increased MT students’ learning effectiveness.
This not only provides beginners and students with the
opportunity to operate BD MAX but also saves laboratory and
educational costs, thus, enhancing their learning motivation and
practical skills. It can also reduce the risk of viral infections
particularly during transmitted disease outbreaks. Although VR
cannot replace real human interactions, it does have many
advantages, such as the freedom to modify, move, and place
objects in the virtual world. Its free access is not restricted by
time, and it can reduce certain risks. Thus, VR is a valuable
teaching tool.
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