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Abstract

Background: Decision-making and strategies to improve service delivery must be supported by reliable health data to generate
consistent evidence on health status. The data quality management process must ensure the reliability of collected data.
Consequently, various methodologies to improve the quality of services are applied in the health field. At the same time, scientific
research is constantly evolving to improve data quality through better reproducibility and empowerment of researchers and offers
patient groups tools for secured data sharing and privacy compliance.

Objective: Through an integrative literature review, the aim of this work was to identify and evaluate digital health technology
interventions designed to support the conducting of health research based on data quality.

Methods: A search was conducted in 6 electronic scientific databases in January 2022: PubMed, SCOPUS, Web of Science,
Institute of Electrical and Electronics Engineers Digital Library, Cumulative Index of Nursing and Allied Health Literature, and
Latin American and Caribbean Health Sciences Literature. The Preferred Reporting Items for Systematic Reviews and
Meta-Analyses checklist and flowchart were used to visualize the search strategy results in the databases.

Results: After analyzing and extracting the outcomes of interest, 33 papers were included in the review. The studies covered
the period of 2017-2021 and were conducted in 22 countries. Key findings revealed variability and a lack of consensus in assessing
data quality domains and metrics. Data quality factors included the research environment, application time, and development
steps. Strategies for improving data quality involved using business intelligence models, statistical analyses, data mining techniques,
and qualitative approaches.

Conclusions: The main barriers to health data quality are technical, motivational, economical, political, legal, ethical,
organizational, human resources, and methodological. The data quality process and techniques, from precollection to gathering,
postcollection, and analysis, are critical for the final result of a study or the quality of processes and decision-making in a health
care organization. The findings highlight the need for standardized practices and collaborative efforts to enhance data quality in
health research. Finally, context guides decisions regarding data quality strategies and techniques.
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Introduction

In health care settings, the priceless value of data must be
emphasized, and the relevance and performance of digital media
are evidenced by the efforts of governments worldwide to
develop infrastructure and technology, aiming to expand their
ability to take advantage of generated data. It is important to
emphasize that technology, by itself, cannot transform data into
information, and the participation of health care professionals
is essential for knowledge production from a set of data.
Through research that optimizes health interventions and
contributes to aligning more effective policies, knowledge
combines concrete experiences, values, contexts, and insights,
which may enable a framework for evaluation and
decision-making [1].

The low quality, nonavailability, and lack of integration
(fragmentation) of health data can be highlighted among the
main factors that negatively influence research and health
decision-making. In addition, it is worth noting the existence
of a large number of remote databases accessible only in a
particular context. Such factors cause data quality problems
and, consequently, information loss. Despite the intense volume,
information remains decentralized, but it needs to help the
decision-making process [2], making its coordination and
evaluation challenging.

The crucial role of data spans a wide range of areas and sectors,
ranging from health care data to financial data, social media,
transportation, scientific research, and e-commerce. Each data
type presents its own challenges and requirements regarding
quality, standardization, and privacy. Ensuring the quality and
reliability of these data is essential to support the combination
of different sources and types of data that can lead to even more
powerful discoveries [3].

For example, using poor-quality data in developing artificial
intelligence (AI) models can lead to decision-making processes
with erroneous conclusions. AI systems, which are increasingly
used to aid decision-making, have used labeled big data sets to
build their models. Data are often collected and marked by
poorly trained algorithms, and research often demonstrates this
method’s problems. Algorithms can present biases in judgments
about a person’s profession, nationality, or character and basic
errors hidden in the data used to train and test their models.
Consequently, prediction can be masked, making it difficult to
distinguish between right and wrong models [4].

Principles are also established in the semantic web domain to
ensure adequate data quality for use in linked data environments.
Such recommendations are divided into 4 dimensions: quality
of data sources, quality of raw data, quality of the semantic
conversion, and quality of the linking process. The first principle
is related to the availability, accessibility, and reliability of the
data source, as well as technical issues, such as performance
and verifiability [5]. The second dimension refers to the absence
of noise, inconsistencies, and duplicates in the raw data from
these data sources. In addition, it also addresses issues regarding
the completeness, accuracy, cleanness, and formatting of the
data to be helpful and easily converted into other models, if
necessary. The last 2 dimensions refer to the use of high-quality

validated vocabularies, flexible for semantic conversion, and
the ability of these data to be combined with other semantic
data, thus generating sophisticated informational intelligence.
Such factors depend on correctness, granularity, consistency,
connectedness, isomorphism, and directionality [6].

The heterogeneity of data in this area is intrinsically connected
to the type of information generated by health services and
research, which are considered diverse and complex. The highly
heterogeneous and sometimes ambiguous nature of medical
language and its constant evolution, the enormous amount of
data constantly generated by process automation and the
emergence of new technologies, and the need to process and
analyze data for decision-making constitute the foundation for
the inevitable computerization of health systems and research
and to promote the production and management of knowledge
[7].

There are different concepts of data quality [8]. According to
the World Health Organization, quality data portray what was
determined by their official source and must encompass the
following characteristics: accuracy and validity, reliability,
completeness, readability, timeliness and punctuality,
accessibility, meaning or usefulness, confidentiality, and security
[9]. Data quality can be affected at different stages, such as the
collection process, coding, and nonstandardization of terms. It
can be interfered with by technical, organizational, behavioral,
and environmental aspects [10].

Even when data exist, some aspects make their use unfeasible
by researchers, managers, and health care professionals, such
as the noncomputerization of processes, heterogeneity, duplicity,
and errors in collecting and processing data in health information
systems [11]. Reliable health data must support decision-making
and strategies to improve service delivery to generate consistent
evidence on health status, so the data quality management
process must ensure the reliability of the data collected [12].

Some health institutions have action protocols that require their
departments to adopt quality improvement and resource-saving
initiatives. Consequently, various methodologies to improve
the quality of services have been applied in the health field.
Mulgund et al [13] demonstrated, for example, how data quality
from physician-rating sites can empower patients’ voices and
increase the transparency of health care processes.

Research in scientific communities about new strategies
constantly evolves to improve research quality through better
reproducibility and empowerment of researchers and provides
patient groups with tools for secure data sharing and privacy
compliance [14]. Raising a hypothesis and defining a
methodology are a standard scientific approach in health
research, which will lead to the acquisition of specific data. In
contrast, data production in the big data era is often completely
independent of the possible use of the data. One of the hallmarks
of the big data era is that the data are often used for a purpose
other than the one for which they were acquired. In this sense,
influencing the modification of acquisition processes in clinical
contexts requires more structured approaches [13].

The health sector is increasingly using advanced technologies,
such as sophisticated information systems, knowledge-based
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platforms, machine learning algorithms, semantic web
applications, and AI software [15]. These mechanisms use
structured data sets to identify patterns, resolve complex
problems, assist with managerial and strategic decision-making,
and predict future events. However, it is crucial to ensure that
the data used for these analyses adhere to the best practices and
metrics for evaluating data quality to avoid biases in the
conclusions generated by these technologies. Failure to do so
can make it challenging to elucidate previously unknown health
phenomena and events [16].

To use the best practices, institutions use the results of literature
reviews due to the significant time savings and high reliability
of their studies. Thus, through an integrative literature review,
the main objective of this work is to identify and evaluate digital
health technology interventions designed to support the conduct
of health research based on data quality.

Methods

Study Design
The Population, Concept, and Context (PCC) strategy was
applied to define the research question. The PCC strategy guides
the question of the study and its elaboration, helping in the
process of bibliographic search for evidence. The adequate
definition of the research question indicates the information
necessary to answer it and avoids the error of unnecessary
searches [17].

“Population” refers to the population or problem to be
investigated in the study. “Content” refers to all the detailed
elements relevant to what would be considered in a formal
integrative review, such as interventions and phenomena of
interest and outcomes. “Context” is defined according to the
objective and the review question. It can be determined by
cultural factors, such as geographic location, gender, or ethnicity
[18]. For this study, the following were defined: P=digital
technology, C=data accuracy, and C=health research.

In this sense, the following research questions were defined:

• What is the definition of health research data quality?
• What are the health research data quality techniques and

tools?
• What are the indicators of the data confidence level in health

research?

Health Research
Numerous classifications characterize scientific research,
depending on its objective, type of approach, and nature.
Regardless of the purpose of how surveys can be classified,
levels of confidence in data quality must be ubiquitous at all
stages of the survey. Detailed cost-effectiveness analysis may
inform decisions to adopt technology methods and tools that
support electronic data collection of such interventions as an
alternative to traditional methods.

Health research systems have invested heavily in research and
development to support sound decisions. In this sense, all types
of studies were observed that presented results of recent
opportunities to apply the value of digital technology to the
quality of the information in the direct or indirect evaluation of

the promotion of health research. Therefore, in a transversal
way, we considered all types of studies dealing with such
aspects.

Types of Approaches
Various methods for setting priorities in health technology
research and development have been proposed, and some have
been used to identify priority areas for research. They include
surveys and measurements of epidemiological estimates, clinical
research, and cost-effectiveness assessments of devices and
drugs. The technical challenges and estimation of losses due to
variations in clinical practice and deviations from protocols
have been supported by recommendation manuals and good
practice guidelines. However, each of these proposed methods
has specific severe methodological problems.

First, all these approaches see research simply as a method of
changing clinical practice. However, there are many ways to
change clinical practice, and conducting research may not be
the most effective or cost-effective way. Research’s real value
is generating information about what clinical practice should
be. The question of how to implement survey results is a
separate but related issue. Therefore, these methods implicitly
assume no uncertainty surrounding the decision that the
proposed research should inform.

Types of Interventions and Evaluated Results
Technology-based interventions that affect and aggregate
concepts, designs, methods, processes, and outcomes promote
data quality from all health research.

Measures demonstrate how results can address political, ethical,
and legal issues, including the need to support and use
technological mechanisms that bring added value regardless of
the type and stage at which they are applied to research. We
looked at how the results can be evaluated to address other
questions, such as which subgroups of domains should be
prioritized, which comparators and outcomes should be included,
and which follow-up duration and moments would be most
valuable for improving interventions on the reliability of health
research data.

Eligibility Criteria
Research carried out in English and Portuguese, with
quantitative and qualitative approaches, primary studies,
systematic reviews, meta-analyses, meta-synthesis, books, and
guidelines, published from 2016 onward was included. This
choice is justified because we sought scientific indications that
were minimally evaluated by our community. In this sense,
websites, white papers, reports, abstracts only, letters, and
commentaries were not considered. The year limitation is
justified because knowledge is considered an adequate degree
of being up to date.

In addition to the methodological design, we included any
studies that described the definition, techniques, or tools that
have the essential functions of synthesis, integration, and
verification of existing data from different research sources to
guarantee acceptable levels of data quality. In this way, we
expected to monitor trends in health research, highlight areas
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for action on this topic, and, finally, identify gaps in health data
arising from quality control applications.

Although the primary objective of this review was to seek
evidence of data quality from health research, we also
independently included studies on health data quality and
research data quality. The exclusion criteria were applied to

studies with a lack of information (eg, the paper was not found),
studies whose primary focus was not health and research, and
papers not relevant to the objective of the research, papers not
available as full text in the final search, and papers not written
in English or Portuguese. In addition, the titles and respective
authors were checked to verify possible database repetitions.
All criteria are presented in Table 1.

Table 1. Inclusion and exclusion criteria for eligibility of studies.

Exclusion criteriaInclusion criteriaCategory

—aQuantitative, qualitativeApproach

Websites, white papers, reports, abstracts only, letters,
commentaries

Primary studies, systematic reviews, meta-analyses, meta-
synthesis, books, guidelines

Document type

Before 2016Starting from 2016Year

Lack information, not available as full textDescribe the definition, techniques, or tools that have functions
of synthesis, integration, and verification of existing data from
different research sources

Information

Not health and research, not relevant to the objective—Study focus

Not in English or Portuguese—Language

aNot applicable.

Databases and Search Strategies
A search was carried out in 6 electronic scientific databases in
January 2022 because of their quality parameters and broad
scope: PubMed, SCOPUS, Web of Science, Institute of
Electrical and Electronics Engineers (IEEE) Digital Library,
Cumulative Index of Nursing and Allied Health Literature
(CINAHL), and Latin American and Caribbean Health Sciences
Literature (LILACS). For the search, descriptors and their
synonyms were combined according to the Health Sciences
Descriptors (DeCS) [19] and Medical Subject Headings (MeSH)
[20]. The following descriptors and keywords were selected,
combined with the Boolean connectors AND and OR: “Data
Accuracy,” “Data Gathering,” and “Health Research.” These
descriptors and keywords come from an iterative and tuning
process after an exploratory phase. The same search strategy
was used in all databases.

Google Scholar was used for manual searching, searching for
other references, and searching for dissertations. These
documents are considered gray literature because they are not
published in commercial media. However, they may thus reduce
publication bias, increase reviews’ comprehensiveness and
timeliness, and foster a balanced picture of available evidence
[21].

We created a list of all the studies we found and removed
duplicates. A manual search was performed for possible
studies/reports not found in the databases. The references of
each analyzed study were also reviewed for inclusion in the
search. The search was carried out in January 2022, and based
on the inclusion and exclusion criteria described, the final
number of papers included in the proposed integrative review
was reached. The search procedure in the databases and data
platforms is described in Table 2, according to the combination
of descriptors.
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Table 2. Search procedure on databases.

Query result (N=27,709),
n (%)

Search stringDatabase

19,340 (69.80)(“Data Accuracy” OR “Data Gathering”) AND “Health Research”PubMed

789 (2.84)TITLE-ABS-KEY ((data AND accuracy OR data AND gathering) AND health AND research)
AND (LIMIT-TO (PUBYEAR , 2021) OR LIMIT-TO (PUBYEAR , 2020) OR LIMIT-TO
(PUBYEAR , 2019) OR LIMIT-TO (PUBYEAR , 2018) OR LIMIT-TO (PUBYEAR , 2017)
OR LIMIT-TO (PUBYEAR , 2016))

SCOPUS

5589 (20.17)((“Data Accuracy” OR “Data Gathering”) AND “Health Research”)Web of Science

1989 (7.18)(“Index Terms”:Data Accuracy) OR (“Index Terms”:Data Gathering) AND (“Index
Terms”:Health Research)

IEEEa Digital Library

2 (0.01)Data Accuracy [Palavras] or Data Collection [Palavras] and Health Research Evaluation
[Palavras]

LILACSb

0(“Data Accuracy” OR “Data Gathering”) AND “Health Research”CINAHLc

aIEEE: Institute of Electrical and Electronics Engineers.
bLILACS: Latin American and Caribbean Health Sciences Literature.
cCINAHL: Cumulative Index of Nursing and Allied Health Literature.

Data Collection
First, 2 independent reviewers with expertise in information
and data science performed a careful reading of the title of each
paper. The selected papers were filtered after reading the abstract
and selected according to the presence of keywords and
descriptors of interest. The reviewers were not blinded to the
journal’s title, study authors, or associated institutions. The
established inclusion and exclusion criteria adequacy was
verified for all screened publications. Any disagreements
between the 2 reviewers were resolved by a senior third
independent evaluator. The Mendeley reference manager [22]
was used to organize the papers. Subsequently, the extracted
findings were shared and discussed with the other team
members.

Data synthesis aims to gather findings into themes/topics that
represent, describe, and explain the phenomena under study.
The extracted data were analyzed to identify themes arising
from the data and facilitate the integration and development of
the theory. Two reviewers performed data analysis and shared
it with other team members to ensure the synthesis adequately
reflected the original data.

Data Extraction
Data extraction involved first-order (participants’ citations) or
second-order (researchers’ interpretation, statements,
assumptions, and ideas) concepts in qualitative research.
Second-order concepts were extracted to answer the questions
of this study [17].

We looked at data quality characteristics in the studies
examined, the assessment methods used, and basic descriptive
information, including the type of data under study. Before
starting this analysis, we looked for preexisting data quality and
governance models specific to health research but needed help

finding them. Thus, 2 reviewers were responsible for extracting
the following data from each paper:

• Bibliographic information (title, publication date and
journal, and authors)

• Study objectives
• Methods (study design, data collection, and analysis)
• Results (researchers’ interpretation, statements,

assumptions, and ideas)

Result Presentation
The PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) checklist (Multimedia Appendix
1) and flowchart were used to visualize the search strategy
results in the databases. PRISMA follows a minimum set of
items to improve reviews and meta-analyses [23]. Based on the
PRISMA flowchart, a narrative synthesis was prepared, in which
we described the objectives and purposes of the selected and
reviewed papers, the concepts adopted, and the results related
to the theme of this review.

Data Synthesis
The data synthesis process involved several steps to ensure a
systematic and comprehensive analysis of the findings. After a
rigorous study selection process, the extracted data were
analyzed using a coding and categorization approach.

Initially, a coding framework was developed based on the
research objectives and key themes identified in the literature.
This framework served as a guide for organizing and
categorizing the extracted data. At least 2 independent reviewers
performed this coding process to ensure consistency and
minimize bias. Any discrepancies or disagreements were
resolved through consensus discussions. Relevant data points
from each study were coded and assigned to specific categories
or themes (Multimedia Appendix 2), capturing the main aspects
related to data quality in health research, as shown in Table 3.
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Table 3. Search procedure used on databases.

Subtopics/example codesCategory

Data quality assessment methods • Ontologies, adjust to fit, frameworks, guidelines
• Quality dimensions

Factors influencing data quality • Study design, application/data sources
• Context, limitations

Strategies for improving data quality • Process, tools, techniques/analysis

Once the data were coded and categorized, a thorough analysis
was conducted to identify patterns, trends, and commonalities
across the studies. Quantitative data, such as frequencies or
percentages of reported data quality issues, were analyzed using
descriptive statistics. Qualitative data, such as themes or
explanations provided by the authors, were analyzed using
thematic analysis techniques to identify recurring concepts or
narratives related to data quality.

The synthesized findings were then summarized and organized
into coherent themes or subtopics. This involved integrating
the coded data from different studies to identify overarching
patterns and relationships. Similar results were grouped, and
relationships between different themes or categories were
explored to derive meaningful insights and generate a
comprehensive picture of data quality in health research.

As part of the data synthesis process, the quality of the included
studies was also assessed. This involved evaluating the studies’
methodological rigor, reliability, and validity using established
quality assessment tools or frameworks. The quality assessment
results were considered when interpreting and discussing the
synthesized findings, providing a context for understanding the
strength and limitations of the evidence.

Results

Study Characteristics
In this review, 27,709 occurrences were returned from the search
procedure, with 789 (2.84%) records from the SCOPUS
database, 2 (0.01%) from LILACS, 1989 (7.18%) from the IEEE
Digital Library, 5589 (20.17%) from the Web of Science, and
19,340 (69.80%) from PubMed. Searches were also performed
in the World Health Organization Library and Information
Networks for Knowledge (WHOLIS) and CINAHL databases,
but no results were found. Of these, 25,202 (90.95%) records
were flagged as ineligible by the automation tools and filters
available in the databases, because they were mainly reports,
editorial papers, letters or comments, book chapters,
dissertations, and theses or because they did not specifically
address the topic of interest according to the use of descriptors.
Furthermore, 204 (0.74%) records were duplicated between
databases and were removed.

After carefully evaluating the titles and abstracts (first screening
step), 1221 (80.22%) of 1522 search results were excluded. For
inclusion of papers after reading the abstracts, 81 () of 301
(26.9%) papers were listed for a full reading. After analyzing
and extracting the desired results, 33 (40.7%) papers were
included in the review because they answered the research
questions. The entire selection, sorting, extraction, and synthesis
process is described through the PRISMA flowchart [23],
represented in Figure 1.
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Figure 1. PRISMA flowchart with the results of study selection. PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses.

The 33 studies covered the period of 2017-2021 and were
conducted in 22 countries. Most studies were concentrated in
Europe (n=11, 33.3%) and North America (the United States
and Canada; n=10, 30.3%). Others were carried out in Oceania
(Australia; n=4, 12.1%), Asia (China and Taiwan; n=3, 9.1%),
and the Middle East (Iran and Saudi Arabia; n=2, 6.1%). In
addition, studies were carried out collaboratively or in a network
(the United States and India; the United States and African
countries; the US Consortium, the United Kingdom, South
Africa, Costa Rica, Canada, Sweden, Switzerland, and Bahrain;
n=3, 9.1%).

In their entirety, the studies were carried out in high-income
countries, and most of the assessments were based on the
evidence available in English. The United States (n=11, 33.3%)
and Australia (n=4, 12.1%) led in studies involving the
investigated topic. No studies conducted or coordinated by
middle-income countries were reported. In addition to the low

economic diversity of countries where the research was
conducted, all papers were evaluated in a single language. The
involvement and collaboration of emerging countries took place
exclusively through partnerships and participation in consortia.

Regarding the domains described in the studies, there was
tremendous variability and inconsistency between the terms
presented (n=38 terms). Note that no consensus existed between
critical and noncritical variables for data quality assessment.
The lack of consensus reflected that the definitions of concepts
vary and their relationships are not homogeneous across studies.
The discrepancy between domains and evaluated concepts did
not allow an evaluation of parity between metrics and was
present during all phases of the studies found. The subtopic
distribution into the defined categories also evidenced the
high-variability factors and strategies in the literature to lead
with data quality. The distribution of the improvement strategies
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for data quality is shown in Table 4 and that of the related influencing factors for data quality in Table 5.

Table 4. Improvement strategies for data quality.

Distribution of improvement strategy in studies (N=33), n
(%)

Category and improvement strategy

Process

12 (36.4)Business intelligence model

7 (21.2)Monitoring

3 (9.1)Benchmarking

11 (33.3)No well-established process followed

Techniques/analysis

12 (36.4)Quantitative

11 (33.3)Qualitative

10 (30.3)Mixed

Tools

7 (21.2)Minimum data set definition

13 (39.4)Audit

3 (9.1)Error detection

2 (6.1)Decision support

2 (6.1)Multiple tools

6 (18.2)No tools used
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Table 5. Influencing factors for data quality.

Distribution of influencing factor in studies (N=33), n (%)Strategy and influencing factors

Strategy: process; influencing factor category: context

7 (21.2)Research-only controlled environment

8 (24.2)Transition and validation environment

18 (54.6)Restricted routine environment

Strategy: techniques/analysis; influencing factor category: study design

27 (81.8)Longitudinal

3 (9.1)Cross-sectional

2 (6.1)Combined

1 (3.0)No information provided/design adopted unclear

Strategy: tools; influencing factor category: data source

24 (72.7)Own research repositories

4 (12.1)Preexisting data models

2 (6.1)Public databases

3 (9.1)Other sources

Strategy: tools; influencing factor category: study limitations

21 (63.6)Methodological

15 (45.5)Technical

6 (18.2)Social

2 (6.1)Organizational

1 (3.0)Legal

Strategy: tools; influencing factor category: study design

27 (81.8)Longitudinal

3 (9.1)Cross-sectional

2 (6.1)Combined

1 (3.0)No information provided/design adopted unclear

Data Quality Issues and Challenges
The metrics extracted from the studies comprised domains
related to the methodology adopted by them, that is, concepts
that supported the definition of data quality and their respective
individual or combined categorizations regarding the adjusted
use for the purpose (n=8, 24.2%) of frameworks (n=6, 18.2%),
ontologies (n=2, 6.1%), good practice guides (n=15, 45.5%),
or combinations of methodologies (n=2, 6.1%).

Among the studies that used the concept of purpose-adjusted
use, terms such as “gold standard according to experts” [24],
“intrinsic quality” [25], “ideal record” [26], “data fitness”
[27,28], and “data culture” [29,30] were addressed. In general,
the use of frameworks and ontologies was based on previously
published studies and available in development libraries as
modules for mapping-adapted entities, proprietary or embedded
systems, and data-based strategies for process improvement
[31-34].

The central guides and guidelines adopted in data quality studies
refer to the adoption of national protocols and policies,
agreements signed between research networks and consortia,
guides to good clinical practices (International Conference on
Harmonization—Good Clinical Practice, ICHGCP [35-38];
Food and Drug Administration, FDA [35,38]; Health Insurance
Portability and Accountability Act, HIPPA [39]), or information
governance principles, models, and strategies (International
Organization for Standardization, ISO [40,41]; Joint Action
Cross-Border Patient Registries Initiative, PARENT [41];
Findability, Accessibility, Interoperability, and Reuse, FAIR
[25,40,42]).

Regarding data quality, dimensions were interposed in all
research stages, thus being a fundamental factor in being
incorporated with good practices and recommendations, giving
light to health research, regardless of their methodological
designs. The distribution of dimensions evaluated in our findings
showed significant heterogeneity, as shown in Table 6.
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Table 6. Distribution of quality dimensions in health research.

Distribution in studies (N=33), n (%)Data quality dimension(s)

19 (57.6)Integrity

16 (48.5)Precision

11 (33.3)Consistency

10 (30.3)Opportunity

7 (21.2)Validity, plausibility

5 (15.1)Relevance

4 (12.1)Accuracy, accessibility, utility, conformity

3 (9.1)Reliability, trust, interoperability, usability

2 (6.1)Correctness, comparability, inconsistency, flexibility, security, availability

1 (3.0)Credibility, incompleteness, bias, variance, frequency, prevention, singularity, temporality, exclu-
sivity, uniqueness, currentness, consent, loss, degradation, simplicity, acceptability, interpretabil-
ity, coherence

Factors Affecting Data Quality
The study considered factors such as the environment,
application time, and development steps, all influencing data
quality. Controlled environments were reported in research-only
scenarios with planning and proof-of-concept development
[34,35,37,38,43-45]. Transition and validation environments
were identified where research and service were combined
[25,27,31,40,46-49]. Most studies were conducted in restricted
environments specific to health services. Most studies also used
their own research repositories, while others relied on external
sources, such as preexisting data models [25,26,33,40] or public
databases [38,50]. The research applications spanned diverse
health areas, including electronic health records, cancer,
intensive care units, rare diseases, maternal health, and more.
However, the research areas were more concentrated in
specialties such as clinical research [27,31,35,37,48], health
informatics [43,45], and research networks [25,34,40,44,49].
Collaborative research networks and clinical trials played a
prominent role in the application areas.

Data sources used in the research included literature papers,
institutional records, clinical documents, expert perceptions,
data models, simulation models, and government databases.
Technical limitations were related to performance concerns,
infrastructure differences, security measures, visualization
methods, and access to data sources.

Other aspects mentioned included the disparity in professionals’
knowledge, the inability to process large volumes of
information, and the lack of human and material resources.
Legal limitations were attributed to organizational policies that
restricted extensive analysis.

The main challenge reported in the studies was related to
methodological approaches, particularly the inability to evaluate
solutions across multiple scopes, inadequate sample sizes,
limited evaluation periods, the lack of a gold standard, and the
need for validation and evaluation in different study designs.

Overall, the integrated findings highlight the importance of
considering the environment, application time, and
methodological approaches in ensuring data quality in health

research. The identified challenges and limitations provide
valuable insights for future research and the development of
strategies to enhance data quality assurance in various health
domains.

Strategies for Improving Data Quality
In the analyzed studies, various strategies and interventions
were used to plan, manage, and analyze the impact of
implementing procedures on data quality assurance. Business
intelligence models guided some studies, using extraction,
transform, and load (ETL) [32,40,41,47,51]; preprocessing
[28,45,52-54]; Six Sigma practices [32,48]; and the business
process management (BPM) model [33]. Data monitoring
strategies included risk-based approaches [36,37], data source
verification [35,37,38], central monitoring [37,38], remote
monitoring (eg, telephone contact) [31,38], and training [29].
Benchmarking strategies were applied across systems or projects
in some cases [26,50,51].

Quantitative analyses primarily involved combined strategies,
with data triangulation often paired with statistical analyses.
Data mining techniques [24], deep learning, and natural
language processing [45] were also used in combination or
individually in different studies. Statistics alone was the most
commonly used quantitative technique. The qualitative analysis
encompassed diverse approaches, with consultation with
specialists [30,34,43,44,54,55], structured instruments
[29,38,44,46], data set validation [41,42,56], and visual analysis
[33,40,48] being prominent. Various qualitative techniques,
such as interviews [27], the Delphi technique [24], feedback
audit [35], grammatical rules [39], and compliance enforcement
[49], were reported.

Different computational resources were used for analysis and
processes. The R language (R Core Team and the R Foundation
for Statistical Computing) was commonly used for planning
and defining data sets, while Python and Java were mentioned
in specific cases for auditing databases and error detection.
Clinical and administrative software, web portals, and electronic
data capture platforms (eg, Research Electronic Data Capture
[REDCap], CommonCarecom, MalariaCare, Assistance
Publique–Hôpitaux de Paris–Clinical Data Repository
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[AP-HP-CDR], Intensive Care Unit DaMa–Clinical information
System [ICU-DaMa-CIS]) were used for support,
decision-making, data set planning, collection, and auditing.
Additional tools, such as dictionaries, data plans, quality
indicators, data monitoring plans, electronic measurements
(e-measures), and Microsoft Excel spreadsheets, were also used.

It is evident that a range of strategies, interventions, and
computational resources were used to ensure data quality in the
studies. Business intelligence models, statistical analyses, data
mining techniques, and qualitative approaches played significant
roles in analyzing and managing data quality. Various
programming languages and software tools were used for
different tasks, while electronic data capture platforms facilitated
data collection and auditing. The integration of these findings

highlights the diverse approaches and resources used to address
data quality in the analyzed studies.

Synthesis of Findings
The main barriers reported related to the theme of research in
the area of health data quality cite circumstances regarding use,
systems, and health services. Such barriers are influenced by
technical, organizational, behavioral, and environmental factors
that cover significant contexts of information systems, specific
knowledge, and multidisciplinary techniques [43]. The quality
of each data element in the 9 categories can be assessed by
checking its adherence to institutional norms or by comparing
and validating it with external sources [41]. Table 7 summarizes
the main types of obstacles reported in the studies.
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Table 7. Barriers to health data quality.

ExamplesBarrier

Technical • Restrictive data formats
• Lack of metadata and standards
• Absence of technical solutions (eg, interoperability)
• Poor design quality (standards), development (flexibility), and evaluation (usability and complexity) of system

designs
• Lack of detailed information for specific searches
• Terminology variations
• Limited recovery capabilities
• A large amount of unstructured data
• Challenges with patient identification and matching

Motivational • Lack of incentives to use data in decision-making
• Lack of delegation of responsibilities

Economical • Lack of investments in people, infrastructure, and organizational processes for collecting, storing, analyzing, and
sharing data

Political • Lack of confidence
• Absence of restrictive guidelines and policies
• Lack of clarity of role and data owners

Legal • Intellectual property
• Copyright
• Data privacy
• Interest conflicts

Ethical • Purpose of data use
• Impact on data holders

Organizational • Organizational culture
• Low dissemination of research activities

Human Resources • Inadequate number of qualified and motivated personnel
• Little or no supervision
• Heavy workload
• Team rotations

Methodological • Sample size
• Little or no training in data analysis and interpretation tools
• Data extraction issues
• Unfamiliarity with data quality assessment
• Source document complexity
• Study design
• Measured variables (primary or secondary)
• Data collection time
• Encoding methods
• Transcription errors

Although many electronic records provide a dictionary of data
from their sources, units of measurement were often neglected
and adopted outside of established standards. Such “human
errors” are inevitable, reinforcing the need for continuous quality
assessment from the beginning of collection. However, some
studies have tried to develop ontologies to allow the automated
and reproducible calculation of data quality measures, although
this strategy did not have great acceptance. For Feder [55], “The
harmonized data quality assessment terminology, although not
comprehensive, covers common and important aspects of the
quality assessment practice.” Therefore, generating a data
dictionary with its determined types and creating a data
management plan are fundamental in the planning of research
[28].

Both the way of collecting and the way of inputting data impact
the expected result from a data set. Therefore, with a focus on
minimizing data entry errors as an essential control strategy for
clinical research studies, implementing intervention modes of
technical barriers was presented as pre- and postanalysis [56].
The problems were caused by errors in the data source,
extraction, transform, and load process or by limitations of the
data entry tool. Extracting information to identify actionable
insights by mining clinical documents can help answer
quantitative questions derived from structured health quality
research data sources [39].

Given the time and effort involved in the iterative error detection
process, typical manual curation was considered insufficient.
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The primary sources of error included human and technological
errors [35]. However, outliers identified by automated
algorithms should be considered potential outliers, leaving the
field specialists in charge [51]. In contrast, different and
ambiguous definitions of data quality and related characteristics
in emergency medical services were presented [55]. Such
divergences were based on intuition, previous experiences, and
evaluation purposes. Using definitions based on ontology or
standardization is suggested to compare research methods and
their results. The definitions and relationships between the
different data quality dimensions were unclear, making the
quality of comparative assessment difficult [52].

In terms of evaluation methods, similar definitions overlapped.
The difference lay in the distribution comparison and validity
verification, where the definition of distribution comparison
was based on comparing a data element with an official external
reference [54]. Meanwhile, the validity check was concerned
with whether a particular value wass an outlier, a value outside
the normal range. The reasons for the existence of multiple
evaluation practices were the heterogeneity of data sources
about syntax (file format), schema (data structure models), and
semantics (meaning and varied interpretations) [50]. There
should be a standard set of data to deal with such inconsistencies
and allow data transformation into a structure capable of
interoperating with its electronic records [40].

Data standardization transforms databases from disparate
sources into a standard format with shared specifications and
structures. It also allows users from different institutions to
share digital resources and can facilitate the merging of
multicenter data and the development of federated research
networks [34]. For this, 2 processes are necessary: (1)

standardization of individual data elements, adhering to
terminology specifications [49], and (2) standardization of the
database structure through a minimum data set, which specifies
where data values are located and stored in the database [50].
Improvements in electronic collection software functionality
and its coding structures have also been reported to result in
lower error rates [36].

In addition, it is recommended to know the study platform and
access secondary data sources that can be used. In this way,
transparency in the systemic dissemination of data quality with
clear communication, well-defined processes, and instruments
can improve the multidisciplinary cooperation that the area
requires [44].

Awareness campaigns on the topic at the organizational level
contributed to improving aspects of data governance. The most
reported error prevention activities were the continuing
education of professionals with regular training of data collectors
during their studies [50]. In this sense, in-service education
should promote the correct use of names formulated by
structured systems to improve the consistency and accuracy of
records and favor their regular auditing. Health systems that
received financial incentives for their research obtained more
satisfactory results regarding the degree of reliability of their
data [53].

Figure 2 depicts the great diversity of elements involved in the
data quality process in health research, representing the planning
(precollection), development (data acquisition and monitoring),
and analysis (postcollection) stages. In our findings, each phase
presented a set of strategies and tools implemented to provide
resources that helped the interaction between phases.

Figure 2. Elements involved in the research data quality process. Elements involved in the data quality process. FAIR: Findability, Accessibility,
Interoperability, and Reuse; ICHGCP: International Conference on Harmonization—Good Clinical Practice; ISO: International Organization for
Standardization.
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For the success of research, the processes and techniques must
be fluid and applied in a direction based on good guides and
recommendations. The research must go through phases, with
well-established bases and tools suitable for its purpose, using
sources and instruments available through digital strategies and
systems, models, guides and feedback, and audit mechanisms.

In addition, every beginning of a new phase must be supported
by well-defined pillars that encompass the exhaustive use of
validations and pretests; plans for monitoring, management,
and data analysis; precautions for ethical and legal issues;
training of the team; and channels for effective communication.

In the broadest sense, incorporating data quality techniques and
tools is analogous to going on a trip, that is, going from point
A to point B. The starting point refers to good planning of issues,
such as the year’s season, the quantity and type of items that
will be transported, the most appropriate means of transport,
the budget available, and tips and guidance available in the
different means of communication. Even if the path is already
known, an important step that precedes the beginning of its
execution is always the definition of the best route. Consulting
maps and updated conditions are always recommended since
they can change over time.

However, the execution phase of a trip is not limited to reaching
the final destination. During the journey, we should always be
attentive to signs and directions, without obviously failing to
enjoy the landscape and all its opportunities. Finally, when we
arrive at our destination, we must bear in mind that to obtain
the best results, it is necessary to know the best guides and
tourist attractions. A wrong choice or decision can provide us
with a low-quality photograph, an unexpected experience, and,
as an effect, an epilogue of bad memories.

Discussion

Principal Findings
This study presented contributions to aid the ultimate goal of
good data quality focused on findings that used some digital
technology (ie, to develop a disciplined process of identifying
data sources, preparing the data for use, and evaluating the value
of those sources for their intended use). Key findings revealed
variability and a lack of consensus in assessing data quality
domains and metrics. Data quality factors included the research
environment, application time, and development steps. Strategies
for improving data quality involved using business intelligence
models, statistical analyses, data mining techniques, and
qualitative approaches. The findings highlight the need for
standardized practices and collaborative efforts to enhance data
quality in health research.

The routine of health services that deal with demands for
collecting and consuming data and information can benefit from
the set of evidence on tools, processes, and evaluation techniques
presented here. Increasingly ubiquitous in the daily lives of
professionals, managers, and patients, technology should not
be adopted without a specific purpose, as doing so can generate
misinterpreted information obtained from unreliable digital
health devices and systems. The resources presented can help
guide medical decisions that not only involve medical

professionals but also indirectly contribute to avoiding decisions
based on low-quality information that can put patients’ lives at
risk.

With the promotion of the data culture increasingly present in
a transversal way, research and researchers can offer
increasingly more reliable evidence and, in this way, benefit
the promotion and approach to the health area. This mutual
cycle must be transparent so that there is awareness that
adherence to such a practice can favor the potential
strengthening of a collaborative network based on results and
promote fluidity and methodological transparency. In addition,
it encourages data sharing and, consequently, the reuse of data
into reliable information silos, enhancing the development and
credibility of health research. At the international level,
platforms with a centralized structure of reliable data repositories
of patient records that offer data sharing have reduced
duplication of efforts and costs. This collaboration can further
decrease disparate inequities between middle- and high-income,
giving celerity and minimizing risks in the development and
integrity of studies.

Reliable data can play a crucial role in enlightening health
institutions that prioritize cultivating a data-centric culture and
are well equipped to deliver high-quality information. This, in
turn, facilitates improved conditions for patient care. In addition
to mapping concepts between different sources and application
scenarios, it is essential to understand how initial data quality
approaches are anchored in previous concepts and domains,
with significant attention to suitability for use, following
guidelines or using frameworks in a given context [41]. Since
the concept in the same data source can change over time, it is
still necessary to carry out mapping with an emphasis on its
dimensions in a sensible way and on how the evolution of
concepts, processes, and tools impacts the quality assessment
of research and health services [47].

The realization of mapping with emphasis on domains or
concepts must coexist in health information systems. The
outcome favors maximizing processes, increasing productivity,
reducing costs, and meeting research needs [26]. Consequently,
within legal and ethical limits, it is increasingly necessary to
use data comprehensively and efficiently to benefit patients
[57]. For example, recent clinical and health service research
has adopted the “fit for use” concept proposed in the information
science literature. This concept implies that data quality
dimensions do not have objective definitions but depend on
tasks characterized by research methods and processes [48].
Increasingly, data quality research has borrowed concepts from
various referencing disciplines. More importantly, with many
different referencing disciplines using data quality as a context
within their discipline, the identity of the field of research has
become increasingly less distinct [33].

Comparison With Prior Work
The large dissonance between domain definitions has
increasingly motivated the search for a gold standard to be
followed [30]. The area has received particular attention,
especially after the term “big data” gained increasing strength
[58]. The human inability to act with a large volume of
information in research and the need to control this high data
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volume are increasingly driving the emergence of digital
solutions. Although the definition of these digital data quality
tools occurs from the end user’s perspective, their
implementation occurs from the researcher’s perspective; a data
set is highly context specific [33]. So, a generic assessment
framework is unlikely to provide a comprehensive data quality
analysis for a specific study, making its selection dependent on
the study’s analysis plan [40].

The use of ontologies, for example, can help quantify the impact
of likely problems, promote the validity of an effective
electronic measure, and allow a generalization of the assessment
approach to other data analysis tasks in more specific domains
[55]. This benefit allows the decision-making process and
planning of corrective actions and resource allocation faster
[47]. However, the complex coding process can generate
inconsistencies and incompleteness due to the characterization
of clinically significant conditions, insufficient clinical
documentation, and variability in interpretation [30]. Therefore,
it is critical to use specific rules that capture relevant
associations in their corresponding information groups.
Administrative health data can also capture valuable information
about such difficulties using standardized terminologies and
monitor and compare coded data between institutions [24].

Nevertheless, as a consequence of this lack of standard, the use
of integrated quality assurance methods combined with standard
operating procedures (SOPs) [58], the use of rapid data feedback
[38], and supportive supervision during the implementation of
surveys are feasible, effective, and necessary to ensure
high-quality data [31]. Adopting such well-defined interventions
still plays an essential role in data quality management. It is
possible to perform these activities through process control and
monitoring methods, data manipulation and visualization tools,
techniques, and analysis to discover patterns and perspectives
on the target information subset [27]. Regardless of the model
adopted, these tools should aim to discover abnormalities and
provide the ability to stop and correct them in an acceptable
time, also allowing for the investigation of the cause of the
problem [56].

Technology is an excellent ally in these processes, and in parallel
with the tools of the Lean Six Sigma philosophy, it can partially
replace human work [31]. To maximize the potential of this
combination, the value derived from using analytics must dictate
data quality requirements. Computer vision/deep learning, a
technology to visualize multidimensional data, has demonstrated
data quality checks with a systematic approach to guarantee a
reliable and viable developed asset for health care organizations
for the holistic implementation of machine learning processes
[53]. However, most of these analytical tools still assume that
the analyzed data have high intrinsic quality, which can thus
allow possible failures in the process, in addition to the final
experiments’ lack of optimization, safety, and reliability [37].

In this way, the reuse of information has a tremendous negative
impact [48]. The centralized storage of variables without
excellent mapping to changes in system paradigms (metadata)
and with a mechanism to trace the effects of changes in concepts
that are frequent in the health area can also affect the reliability
of research [37]. For example, the severity classification of a

given condition can change over time and, consequently,
mitigate the comparability power of a study or even prevent it
from being used as a basis for planning or evaluating a new one
[52]. In addition, the cultural background and experience of
researchers can influence the interpretation of data [44].
Therefore, a combination of integrated tools located centrally
and at each partner site for decentralized research networks can
increase the quality of research data [40].

A central metadata repository contains common data elements
and value definitions used to validate the content of data
warehouses operated at each location [34]. So, the consortium
can work with standardized reports on data quality, preserving
the autonomy of each partner site and allowing individual
centers to improve data in their locally sourced systems [29].
It is, therefore, essential to consider the quality of a record’s
content, the data quality usability, and what mechanisms can
make data available for broader use [41]. As outlined by Kodra
et al [42], managing data at the source and applying the FAIR
guiding principles for data management are recognized as
fundamental strategies in interdisciplinary research network
collaboration.

Data production and quality information dissemination depend
on establishing a record governance model; identifying the
correct data sources; specifying data elements, case report forms,
and standardization; and building an IT infrastructure per agreed
principles [29]. Developing adequate documentation, training
staff, and providing audit data quality are also essential and can
serve as a reference for teaching material for health service
education [25]. This can facilitate more quality studies in low-
and middle-income countries.

The lack of such studies implies that health systems and research
performance in these countries still face significant challenges
at strategic stages, such as planning and managing complete
data, leading to errors in population health management and
clinical care [43]. In turn, the low use of health information and
poor management of health information systems in these
countries make evidence-based decisions and planning at the
community level difficult [2]. The results also demonstrate that,
despite existing, such individual training efforts focus mainly
on transmitting data analysis skills [33].

Strengths
Identifying systematic and persistent defects in advance and
correctly directing human, technical, and financial resources
are essential to promote better management and increase the
quality of information and results achieved in research [42].
This step can provide improvements and benefits to health
managers, allowing greater efficiency in services and better
allocation of resources. Promoting such benefits to society
through relevant data impacts the performance and effectiveness
of public health services [39] and boosts areas of research,
innovation, and enterprise development [59].

Creative approaches to decision-making in data quality and
usability require good use of transdisciplinary collaboration
among experts from various fields regardless of study design
planning or application area [59]. This use may be reaching the
threshold of significant growth and thus forcing the need for a
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metamorphosis from the measurement and evaluation of data
quality, today focused on content, to a direction focused on use
and context [57].

Without a standard definition, the use of the “fit for purpose”
concept for performance monitoring, program management,
and data quality decision-making is growing. As a large part of
this quality depends on the collection stage, interventions must
target the local level where it occurs and must encompass
professionals at the operational level and forms at the technical
level. Identifying and addressing behavioral and organizational
challenges and building technical capacity are critical [60],
increasingly fostering a data-driven culture [29,30].

Limitations
Among the limitations of our review, we first highlight the
search for works written in English and Portuguese, since the
interpretation of concepts and even the literal translations of
terms referring to the dimensions and adaptations to different
cultural realities can vary, and thus influenced part of our
evaluation [31]. The limitation may impact the results by
excluding relevant research published in other languages and
overlooking diverse cultural perspectives. To mitigate this, we
suggest expanding collaboration with multilingual experts and
including studies in various languages to ensure a
comprehensive and unbiased evaluation of data quality.

Second, the absence of evidence in middle-income countries
prevented the authors from conducting an adequate synthesis
regarding the performance and application of the evidence found
in these countries [2]. Limited representation from
middle-income countries hinders the generalizability and
applicability of findings, risking a biased understanding of
intervention effectiveness. Inclusion of more studies from
middle-income countries is vital for comprehensive evidence
synthesis, enabling better comprehension of intervention
performance in worldwide contexts and avoiding oversight of
critical perspectives and outcome variations.

Third, due to the rapid growth of technologies applied to the
area, we conducted a search focused on the past 5 years, which
may draw attention away from other fundamentals and relevant
procedures. The limited time span may lead to incomplete
findings and conclusions, hindering a comprehensive
understanding of the field’s knowledge and advancements. To
address this limitation, future research should consider a broader
time frame to include older studies, allowing for a more
thorough examination of fundamentals and relevant procedures
impacted by the rapid evolution of technologies in the area.

Future Directions
Once the technical and organizational barriers have been
overcome, with data managed, reused, stored, extracted, and
appropriately distributed [46], health care must also pay attention

to behavior focused on interactions between human, artificial,
and hybrid actors. This interaction reflects the importance of
adhering to social, ethical, and professional norms, including
demands related to justice, responsibility, and transparency [60].
In short, increasing dependence on quality information increases
its possibilities [61], but it also presents regulators and policy
makers with considerable challenges related to their governance
in health.

For future work, developing a toolkit based on process indicators
is desirable to verify the quality of existing records and provide
a score and feedback on the aspects of the registry that require
improvements. There is a need for coordination between
undergoing initiatives at national and international levels. At
the national level, we recommend developing a centralized,
public, national “registration as a service” platform, which will
guarantee access to highly trained personnel on all topics
mentioned in this paper, promoting the standardization of
registries. In addition to allowing cost and time savings in
creating new registries, the strategy should allow for linking
essential data sources on different diseases and increase the
capacity to develop cooperation at the regional level.

We also suggest using the data models found in this study to
serve as a structured information base for decision support
information system development and health observatories, which
are increasingly relevant to public health. Furthermore,
concerning the health context, it may allow the execution of
implementation research projects and the combination with
frameworks that relate to health behavior interventions, for
example, the Reach, Effectiveness, Adoption, Implementation,
and Maintenance (RE-AIM) framework [62], among others.

Conclusion
This study will help researchers, data managers, auditors, and
systems engineers think about the conception, monitoring, tools,
and methodologies used to design, execute, and evaluate their
research and proposals concerned with data quality. With a
well-established and validated data quality workflow for health
care, it is expected to assist in mapping the management
processes of health care research and promote the identification
of gaps in the collection flow where any necessary data quality
intervention can be accordingly evaluated with the best tools
described here. In conclusion, the results provide evidence of
the best practices using data quality approaches involving many
other stakeholders, not just researchers and research networks.
Although there are some well-known data quality guidelines,
they are context specific and not found in the identified scientific
publications. So, the information collected in this study can
support better decision-making in the area and provide insights
that are distinct from the context-specific information typically
found in scientific publications.

Data Availability
The data sets generated and analyzed during this study are available as Multimedia Appendix 2 or can be obtained from the
corresponding author upon reasonable request.

J Med Internet Res 2023 | vol. 25 | e41446 | p. 16https://www.jmir.org/2023/1/e41446
(page number not for citation purposes)

Bernardi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conflicts of Interest
None declared.

Multimedia Appendix 1
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) checklist.
[DOCX File , 32 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Individual studies.
[XLSX File (Microsoft Excel File), 50 KB-Multimedia Appendix 2]

References

1. Hekler E, Tiro JA, Hunter CM, Nebeker C. Precision health: the role of the social and behavioral sciences in advancing
the vision. Ann Behav Med 2020 Nov 01;54(11):805-826 [FREE Full text] [doi: 10.1093/abm/kaaa018] [Medline: 32338719]

2. Harrison K, Rahimi N, Danovaro-Holliday MC. Factors limiting data quality in the expanded programme on immunization
in low and middle-income countries: a scoping review. Vaccine 2020 Jun 19;38(30):4652-4663 [FREE Full text] [doi:
10.1016/j.vaccine.2020.02.091] [Medline: 32446834]

3. Halevy A, Norvig P, Pereira F. The unreasonable effectiveness of data. IEEE Intell Syst 2009 Mar;24(2):8-12 [doi:
10.1109/mis.2009.36]

4. Knight W. The foundations of AI are riddled with errors. Wired. 2021 Mar 31. URL: https://www.wired.com/story/
foundations-ai-riddled-errors/ [accessed 2023-10-18]

5. Assaf A, Senart A. Data quality principles in the semantic web. 2012 Presented at: ICSC2012: 6th IEEE International
Conference on Semantic Computing; September 19-21, 2012; Palermo, Italy [doi: 10.1109/icsc.2012.39]

6. Zaveri A, Rula A, Maurino A, Pietrobon R, Lehmann J, Auer S. Quality assessment for linked data: a survey. Maastricht
University. 2017 May 5. URL: https://cris.maastrichtuniversity.nl/en/publications/quality-assessment-for-linked-data-a-survey
[accessed 2023-06-09]

7. Peng C, Goswami P. Meaningful integration of data from heterogeneous health services and home environment based on
ontology. Sensors (Basel) 2019 Apr 12;19(8):1747 [FREE Full text] [doi: 10.3390/s19081747] [Medline: 31013678]

8. Kahn MG, Callahan TJ, Barnard J, Bauck AE, Brown J, Davidson BN, et al. A harmonized data quality assessment
terminology and framework for the secondary use of electronic health record data. EGEMS (Wash DC) 2016 Sep 11;4(1):1244
[FREE Full text] [doi: 10.13063/2327-9214.1244] [Medline: 27713905]

9. World Health Organization. Improving Data Quality: A Guide for Developing Countries. Manila: World Health Organization.
Regional Office for the Western Pacific; 2003.

10. Lucyk K, Tang K, Quan H. Barriers to data quality resulting from the process of coding health information to administrative
data: a qualitative study. BMC Health Serv Res 2017 Nov 22;17(1):766 [FREE Full text] [doi: 10.1186/s12913-017-2697-y]
[Medline: 29166905]

11. A experiência brasileira em sistemas de informação em saúde Internet;1. Ministério da Saúde do Brasil, Organização
Pan-Americana da Saúde, Fundação Oswaldo Cruz. 2009. URL: http://bvsms.saude.gov.br/bvs/publicacoes/
experiencia_brasileira_sistemas_saude_volume1.pdf [accessed 2023-10-18]

12. Ndabarora E, Chipps JA, Uys L. Systematic review of health data quality management and best practices at community
and district levels in LMIC. Inf Dev 2013 Jun 27;30(2):103-120 [doi: 10.1177/0266666913477430]

13. Mulgund P, Sharman R, Anand P, Shekhar S, Karadi P. Data quality issues with physician-rating websites: systematic
review. J Med Internet Res 2020 Sep 28;22(9):e15916 [FREE Full text] [doi: 10.2196/15916] [Medline: 32986000]

14. Benchoufi M, Ravaud P. Blockchain technology for improving clinical research quality. Trials 2017 Jul 19;18(1):335
[FREE Full text] [doi: 10.1186/s13063-017-2035-z] [Medline: 28724395]

15. Lovis C. Unlocking the power of artificial intelligence and big data in medicine. J Med Internet Res 2019 Nov
08;21(11):e16607 [FREE Full text] [doi: 10.2196/16607] [Medline: 31702565]

16. Pellison FC, Rijo RPCL, Lima VC, Crepaldi NY, Bernardi FA, Galliez RM, et al. Data integration in the Brazilian Public
Health System for tuberculosis: use of the semantic web to establish interoperability. JMIR Med Inform 2020 Jul
06;8(7):e17176 [FREE Full text] [doi: 10.2196/17176] [Medline: 32628611]

17. Stern C, Lizarondo L, Carrier J, Godfrey C, Rieger K, Salmond S, et al. Methodological guidance for the conduct of mixed
methods systematic reviews. JBI Evid Synth 2020 Oct;18(10):2108-2118 [doi: 10.11124/JBISRIR-D-19-00169] [Medline:
32813460]

18. Aromataris E, Munn Z. JBI manual for evidence synthesis. JBI. 2020. URL: https://jbi-global-wiki.refined.site/space/
MANUAL [accessed 2023-10-18]

19. Pellizzon RDF. Pesquisa na área da saúde: 1. Base de dados DeCS (Descritores em Ciências da Saúde). Acta Cir Bras 2004
Apr;19(2):153-163 [doi: 10.1590/s0102-86502004000200013]

J Med Internet Res 2023 | vol. 25 | e41446 | p. 17https://www.jmir.org/2023/1/e41446
(page number not for citation purposes)

Bernardi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v25i1e41446_app1.docx&filename=868e41884059ab999a0aba89a2c8abd1.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e41446_app1.docx&filename=868e41884059ab999a0aba89a2c8abd1.docx
https://jmir.org/api/download?alt_name=jmir_v25i1e41446_app2.xlsx&filename=0b63ef567435c4bcadb35007e8b0867b.xlsx
https://jmir.org/api/download?alt_name=jmir_v25i1e41446_app2.xlsx&filename=0b63ef567435c4bcadb35007e8b0867b.xlsx
https://europepmc.org/abstract/MED/32338719
http://dx.doi.org/10.1093/abm/kaaa018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32338719&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0264-410X(20)30401-1
http://dx.doi.org/10.1016/j.vaccine.2020.02.091
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32446834&dopt=Abstract
http://dx.doi.org/10.1109/mis.2009.36
https://www.wired.com/story/foundations-ai-riddled-errors/
https://www.wired.com/story/foundations-ai-riddled-errors/
http://dx.doi.org/10.1109/icsc.2012.39
https://cris.maastrichtuniversity.nl/en/publications/quality-assessment-for-linked-data-a-survey
https://www.mdpi.com/resolver?pii=s19081747
http://dx.doi.org/10.3390/s19081747
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31013678&dopt=Abstract
https://europepmc.org/abstract/MED/27713905
http://dx.doi.org/10.13063/2327-9214.1244
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27713905&dopt=Abstract
https://bmchealthservres.biomedcentral.com/articles/10.1186/s12913-017-2697-y
http://dx.doi.org/10.1186/s12913-017-2697-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29166905&dopt=Abstract
http://bvsms.saude.gov.br/bvs/publicacoes/experiencia_brasileira_sistemas_saude_volume1.pdf
http://bvsms.saude.gov.br/bvs/publicacoes/experiencia_brasileira_sistemas_saude_volume1.pdf
http://dx.doi.org/10.1177/0266666913477430
https://www.jmir.org/2020/9/e15916/
http://dx.doi.org/10.2196/15916
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32986000&dopt=Abstract
https://trialsjournal.biomedcentral.com/articles/10.1186/s13063-017-2035-z
http://dx.doi.org/10.1186/s13063-017-2035-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28724395&dopt=Abstract
https://www.jmir.org/2019/11/e16607/
http://dx.doi.org/10.2196/16607
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31702565&dopt=Abstract
https://medinform.jmir.org/2020/7/e17176/
http://dx.doi.org/10.2196/17176
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32628611&dopt=Abstract
http://dx.doi.org/10.11124/JBISRIR-D-19-00169
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32813460&dopt=Abstract
https://jbi-global-wiki.refined.site/space/MANUAL
https://jbi-global-wiki.refined.site/space/MANUAL
http://dx.doi.org/10.1590/s0102-86502004000200013
http://www.w3.org/Style/XSL
http://www.renderx.com/


20. Romano L. Using Medical Subject Headings (MeSH) in cataloging. Techn Serv Q 2018 Jan 29;35(2):217-219 [doi:
10.1080/07317131.2018.1425351]

21. Paez A. Gray literature: an important resource in systematic reviews. J Evid Based Med 2017 Aug;10(3):233-240 [FREE
Full text] [doi: 10.1111/jebm.12266] [Medline: 28857505]

22. Mendeley. Mendeley Reference Manager [disk]. Version 2.40.0. London: Mendeley Ltd; 2022.
23. Page MJ, McKenzie JE, Bossuyt PM, Boutron I, Hoffmann TC, Mulrow CD, et al. The PRISMA 2020 statement: an updated

guideline for reporting systematic reviews. Int J Surg 2021 Apr;88:105906 [FREE Full text] [doi: 10.1016/j.ijsu.2021.105906]
[Medline: 33789826]

24. Peng M, Lee S, D'Souza AG, Doktorchik CTA, Quan H. Development and validation of data quality rules in administrative
health data using association rule mining. BMC Med Inform Decis Mak 2020 Apr 25;20(1):75 [FREE Full text] [doi:
10.1186/s12911-020-1089-0] [Medline: 32334599]

25. Schmidt CO, Struckmann S, Enzenbach C, Reineke A, Stausberg J, Damerow S, et al. Facilitating harmonized data quality
assessments. A data quality framework for observational health research data collections with software implementations
in R. BMC Med Res Methodol 2021 Apr 02;21(1):63 [FREE Full text] [doi: 10.1186/s12874-021-01252-7] [Medline:
33810787]

26. Harkener S, Stausberg J, Hagel C, Siddiqui R. Towards a core set of indicators for data quality of registries. Stud Health
Technol Inform 2019 Sep 03;267:39-45 [doi: 10.3233/SHTI190803] [Medline: 31483252]

27. Ni K, Chu H, Zeng L, Li N, Zhao Y. Barriers and facilitators to data quality of electronic health records used for clinical
research in China: a qualitative study. BMJ Open 2019 Jul 02;9(7):e029314 [FREE Full text] [doi:
10.1136/bmjopen-2019-029314] [Medline: 31270120]

28. Huser V, Li X, Zhang Z, Jung S, Park RW, Banda J, et al. Extending Achilles Heel data quality tool with new rules informed
by multi-site data quality comparison. Stud Health Technol Inform 2019 Aug 21;264(5):1488-1489 [doi:
10.3233/SHTI190498] [Medline: 31438195]

29. Burnett SM, Wun J, Evance I, Davis KM, Smith G, Lussiana C, et al. Introduction and evaluation of an electronic tool for
improved data quality and data use during malaria case management supportive supervision. Am J Trop Med Hyg 2019
Apr;100(4):889-898 [FREE Full text] [doi: 10.4269/ajtmh.18-0366] [Medline: 30793695]

30. Scobie HM, Edelstein M, Nicol E, Morice A, Rahimi N, MacDonald NE, et al. SAGE Working Group on Immunization
and Surveillance Data Quality and Use. Improving the quality and use of immunization and surveillance data: summary
report of the Working Group of the Strategic Advisory Group of Experts on Immunization. Vaccine 2020 Oct
27;38(46):7183-7197 [FREE Full text] [doi: 10.1016/j.vaccine.2020.09.017] [Medline: 32950304]

31. Gass JD, Misra A, Yadav MNS, Sana F, Singh C, Mankar A, et al. Implementation and results of an integrated data quality
assurance protocol in a randomized controlled trial in Uttar Pradesh, India. Trials 2017 Sep 07;18(1):418 [FREE Full text]
[doi: 10.1186/s13063-017-2159-1] [Medline: 28882167]

32. Daniel C, Serre P, Orlova N, Bréant S, Paris N, Griffon N. Initializing a hospital-wide data quality program. The AP-HP
experience. Comput Methods Programs Biomed 2019 Nov;181:104804 [doi: 10.1016/j.cmpb.2018.10.016] [Medline:
30497872]

33. Andrews R, Wynn M, Vallmuur K, Ter Hofstede AHM, Bosley E, Elcock M, et al. Leveraging data quality to better prepare
for process mining: an approach illustrated through analysing road trauma pre-hospital retrieval and transport processes in
Queensland. Int J Environ Res Public Health 2019 Mar 29;16(7):1138 [FREE Full text] [doi: 10.3390/ijerph16071138]
[Medline: 30934913]

34. Bian J, Lyu T, Loiacono A, Viramontes TM, Lipori G, Guo Y, et al. Assessing the practice of data quality evaluation in a
national clinical data research network through a systematic scoping review in the era of real-world data. J Am Med Inform
Assoc 2020 Dec 09;27(12):1999-2010 [FREE Full text] [doi: 10.1093/jamia/ocaa245] [Medline: 33166397]

35. Houston L, Probst Y, Martin A. Assessing data quality and the variability of source data verification auditing methods in
clinical research settings. J Biomed Inform 2018 Jul;83:25-32 [FREE Full text] [doi: 10.1016/j.jbi.2018.05.010] [Medline:
29783038]

36. Tian Q, Liu M, Min L, An J, Lu X, Duan H. An automated data verification approach for improving data quality in a clinical
registry. Comput Methods Programs Biomed 2019 Nov;181:104840 [doi: 10.1016/j.cmpb.2019.01.012] [Medline: 30777618]

37. Houston L, Martin A, Yu P, Probst Y. Time-consuming and expensive data quality monitoring procedures persist in clinical
trials: a national survey. Contemp Clin Trials 2021 Apr;103:106290 [doi: 10.1016/j.cct.2021.106290] [Medline: 33503495]

38. Houston L, Probst Y, Yu P, Martin A. Exploring data quality management within clinical trials. Appl Clin Inform 2018
Jan 31;9(1):72-81 [FREE Full text] [doi: 10.1055/s-0037-1621702] [Medline: 29388180]

39. Malmasi S, Hosomura N, Chang LS, Brown CJ, Skentzos S, Turchin A. Extracting healthcare quality information from
unstructured data. AMIA Annu Symp Proc 2017 Apr 16;2017:1243-1252 [FREE Full text] [Medline: 29854193]

40. Juárez D, Schmidt E, Stahl-Toyota S, Ückert F, Lablans M. A generic method and implementation to evaluate and improve
data quality in distributed research networks. Methods Inf Med 2019 Sep 12;58(2-03):86-93 [FREE Full text] [doi:
10.1055/s-0039-1693685] [Medline: 31514209]

41. Kodra Y, Posada de la Paz M, Coi A, Santoro M, Bianchi F, Ahmed F, et al. Data quality in rare diseases registries. Adv
Exp Med Biol 2017;1031:149-164 [doi: 10.1007/978-3-319-67144-4_8] [Medline: 29214570]

J Med Internet Res 2023 | vol. 25 | e41446 | p. 18https://www.jmir.org/2023/1/e41446
(page number not for citation purposes)

Bernardi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1080/07317131.2018.1425351
https://pubmed.ncbi.nlm.nih.gov/29266844/
https://pubmed.ncbi.nlm.nih.gov/29266844/
http://dx.doi.org/10.1111/jebm.12266
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28857505&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1743-9191(21)00040-6
http://dx.doi.org/10.1016/j.ijsu.2021.105906
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33789826&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-020-1089-0
http://dx.doi.org/10.1186/s12911-020-1089-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32334599&dopt=Abstract
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-021-01252-7
http://dx.doi.org/10.1186/s12874-021-01252-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33810787&dopt=Abstract
http://dx.doi.org/10.3233/SHTI190803
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31483252&dopt=Abstract
https://bmjopen.bmj.com/lookup/pmidlookup?view=long&pmid=31270120
http://dx.doi.org/10.1136/bmjopen-2019-029314
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31270120&dopt=Abstract
http://dx.doi.org/10.3233/SHTI190498
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31438195&dopt=Abstract
https://europepmc.org/abstract/MED/30793695
http://dx.doi.org/10.4269/ajtmh.18-0366
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30793695&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0264-410X(20)31159-2
http://dx.doi.org/10.1016/j.vaccine.2020.09.017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32950304&dopt=Abstract
https://trialsjournal.biomedcentral.com/articles/10.1186/s13063-017-2159-1
http://dx.doi.org/10.1186/s13063-017-2159-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28882167&dopt=Abstract
http://dx.doi.org/10.1016/j.cmpb.2018.10.016
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30497872&dopt=Abstract
https://www.mdpi.com/resolver?pii=ijerph16071138
http://dx.doi.org/10.3390/ijerph16071138
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30934913&dopt=Abstract
https://europepmc.org/abstract/MED/33166397
http://dx.doi.org/10.1093/jamia/ocaa245
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33166397&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(18)30093-5
http://dx.doi.org/10.1016/j.jbi.2018.05.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29783038&dopt=Abstract
http://dx.doi.org/10.1016/j.cmpb.2019.01.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30777618&dopt=Abstract
http://dx.doi.org/10.1016/j.cct.2021.106290
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33503495&dopt=Abstract
https://europepmc.org/abstract/MED/29388180
http://dx.doi.org/10.1055/s-0037-1621702
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29388180&dopt=Abstract
https://europepmc.org/abstract/MED/29854193
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29854193&dopt=Abstract
http://www.thieme-connect.com/DOI/DOI?10.1055/s-0039-1693685
http://dx.doi.org/10.1055/s-0039-1693685
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31514209&dopt=Abstract
http://dx.doi.org/10.1007/978-3-319-67144-4_8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29214570&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


42. Kodra Y, Weinbach J, Posada-de-la-Paz M, Coi A, Lemonnier S, van Enckevort D, et al. Recommendations for improving
the quality of rare disease registries. Int J Environ Res Public Health 2018 Aug 03;15(8):1644 [FREE Full text] [doi:
10.3390/ijerph15081644] [Medline: 30081484]

43. Kumar M, Gotz D, Nutley T, Smith JB. Research gaps in routine health information system design barriers to data quality
and use in low- and middle-income countries: a literature review. Int J Health Plann Manag 2018 Jan 02;33(1):e1-e9 [doi:
10.1002/hpm.2447] [Medline: 28766742]

44. van der Bij S, Khan N, Ten Veen P, de Bakker DH, Verheij R. Improving the quality of EHR recording in primary care: a
data quality feedback tool. J Am Med Inform Assoc 2017 Jan;24(1):81-87 [FREE Full text] [doi: 10.1093/jamia/ocw054]
[Medline: 27274019]

45. Juddoo S, George C. Discovering most important data quality dimensions using latent semantic analysis. 2018 Presented
at: 2018 International Conference on Advances in Big Data, Computing and Data Communication Systems (icABCD 2018);
August 6-7, 2018; Durban, South Africa [doi: 10.1109/icabcd.2018.8465129]

46. Pozzar R, Hammer MJ, Underhill-Blazey M, Wright AA, Tulsky JA, Hong F, et al. Threats of bots and other bad actors to
data quality following research participant recruitment through social media: cross-sectional questionnaire. J Med Internet
Res 2020 Oct 07;22(10):e23021 [FREE Full text] [doi: 10.2196/23021] [Medline: 33026360]

47. Sarafidis M, Tarousi M, Anastasiou A, Pitoglou S, Lampoukas E, Spetsarias A, et al. Data quality challenges in a learning
health system. Stud Health Technol Inform 2020 Jun 16;270:143-147 [FREE Full text] [doi: 10.3233/SHTI200139] [Medline:
32570363]

48. Shaheen NA, Manezhi B, Thomas A, AlKelya M. Reducing defects in the datasets of clinical research studies: conformance
with data quality metrics. BMC Med Res Methodol 2019 May 10;19(1):98 [FREE Full text] [doi: 10.1186/s12874-019-0735-7]
[Medline: 31077148]

49. D'Amore JD, Li C, McCrary L, Niloff JM, Sittig DF, McCoy AB, et al. Using clinical data standards to measure quality:
a new approach. Appl Clin Inform 2018 Apr;9(2):422-431 [FREE Full text] [doi: 10.1055/s-0038-1656548] [Medline:
29898468]

50. Sirgo G, Esteban F, Gómez J, Moreno G, Rodríguez A, Blanch L, et al. Validation of the ICU-DaMa tool for automatically
extracting variables for minimum dataset and quality indicators: the importance of data quality assessment. Int J Med Inform
2018 Apr;112:166-172 [doi: 10.1016/j.ijmedinf.2018.02.007] [Medline: 29500016]

51. Sunderland KM, Beaton D, Fraser J, Kwan D, McLaughlin PM, Montero-Odasso M, ONDRI Investigators; et al. The utility
of multivariate outlier detection techniques for data quality evaluation in large studies: an application within the ONDRI
project. BMC Med Res Methodol 2019 May 15;19(1):102 [FREE Full text] [doi: 10.1186/s12874-019-0737-5] [Medline:
31092212]

52. Pezoulas V, Kourou K, Kalatzis F, Exarchos T, Venetsanopoulou A, Zampeli E, et al. Medical data quality assessment: on
the development of an automated framework for medical data curation. Comput Biol Med 2019 Apr;107:270-283 [FREE
Full text] [doi: 10.1016/j.compbiomed.2019.03.001] [Medline: 30878889]

53. Chang H, Huang E, Hou I, Liu H, Li F, Chiou S. Using a text mining approach to explore the recording quality of a nursing
record system. J Nurs Res 2019 Jun;27(3):e27 [FREE Full text] [doi: 10.1097/jnr.0000000000000295] [Medline: 30694223]

54. Mashoufi M, Ayatollahi H, Khorasani-Zavareh D. A review of data quality assessment in emergency medical services.
Open Med Inform J 2018 May 31;12(1):19-32 [FREE Full text] [doi: 10.2174/1874431101812010019] [Medline: 29997708]

55. Feder SL. Data quality in electronic health records research: quality domains and assessment methods. West J Nurs Res
2018 May 24;40(5):753-766 [doi: 10.1177/0193945916689084] [Medline: 28322657]

56. Johnson S, Speedie S, Simon G, Kumar V, Westra B. Quantifying the effect of data quality on the validity of an eMeasure.
Appl Clin Inform 2017 Dec 14;08(04):1012-1021 [doi: 10.4338/aci-2017-03-ra-0042]

57. Mittelstadt B. Principles alone cannot guarantee ethical AI. Nat Mach Intell 2019 Nov 04;1(11):501-507 [doi:
10.1038/s42256-019-0114-4]

58. Shankaranarayanan G, Blake R. From content to context: the evolution and growth of data quality research. J Data Inf Qual
2017 Jan 04;8(2):1-28 [doi: 10.1145/2996198]

59. Keller S, Korkmaz G, Orr M, Schroeder A, Shipp S. The evolution of data quality: understanding the transdisciplinary
origins of data quality concepts and approaches. Annu Rev Stat Appl 2017 Mar 07;4(1):85-108 [doi:
10.1146/annurev-statistics-060116-054114]

60. Morley J, Luciano F. How to design a governable digital health ecosystem. In: The 2020 Yearbook of the Digital Ethics
Lab. Cham: Springer; 2021:69-88

61. Lepri B, Oliver N, Letouzé E, Pentland A, Vinck P. Fair, transparent, and accountable algorithmic decision-making processes.
Philos Technol 2017 Aug 15;31(4):611-627 [doi: 10.1007/s13347-017-0279-x]

62. Glasgow RE, Harden SM, Gaglio B, Rabin B, Smith ML, Porter GC, et al. RE-AIM planning and evaluation framework:
adapting to new science and practice with a 20-year review. Front Public Health 2019;7:64 [FREE Full text] [doi:
10.3389/fpubh.2019.00064] [Medline: 30984733]

J Med Internet Res 2023 | vol. 25 | e41446 | p. 19https://www.jmir.org/2023/1/e41446
(page number not for citation purposes)

Bernardi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.mdpi.com/resolver?pii=ijerph15081644
http://dx.doi.org/10.3390/ijerph15081644
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30081484&dopt=Abstract
http://dx.doi.org/10.1002/hpm.2447
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28766742&dopt=Abstract
https://europepmc.org/abstract/MED/27274019
http://dx.doi.org/10.1093/jamia/ocw054
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27274019&dopt=Abstract
http://dx.doi.org/10.1109/icabcd.2018.8465129
https://www.jmir.org/2020/10/e23021/
http://dx.doi.org/10.2196/23021
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33026360&dopt=Abstract
https://pubmed.ncbi.nlm.nih.gov/32570363/
http://dx.doi.org/10.3233/SHTI200139
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32570363&dopt=Abstract
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-019-0735-7
http://dx.doi.org/10.1186/s12874-019-0735-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31077148&dopt=Abstract
http://www.thieme-connect.com/DOI/DOI?10.1055/s-0038-1656548
http://dx.doi.org/10.1055/s-0038-1656548
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29898468&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2018.02.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29500016&dopt=Abstract
https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/s12874-019-0737-5
http://dx.doi.org/10.1186/s12874-019-0737-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31092212&dopt=Abstract
https://www.sciencedirect.com/science/article/abs/pii/S0010482519300733
https://www.sciencedirect.com/science/article/abs/pii/S0010482519300733
http://dx.doi.org/10.1016/j.compbiomed.2019.03.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30878889&dopt=Abstract
https://europepmc.org/abstract/MED/30694223
http://dx.doi.org/10.1097/jnr.0000000000000295
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30694223&dopt=Abstract
https://europepmc.org/abstract/MED/29997708
http://dx.doi.org/10.2174/1874431101812010019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29997708&dopt=Abstract
http://dx.doi.org/10.1177/0193945916689084
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28322657&dopt=Abstract
http://dx.doi.org/10.4338/aci-2017-03-ra-0042
http://dx.doi.org/10.1038/s42256-019-0114-4
http://dx.doi.org/10.1145/2996198
http://dx.doi.org/10.1146/annurev-statistics-060116-054114
http://dx.doi.org/10.1007/s13347-017-0279-x
https://europepmc.org/abstract/MED/30984733
http://dx.doi.org/10.3389/fpubh.2019.00064
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30984733&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Abbreviations
AI: artificial intelligence
CINAHL: Cumulative Index of Nursing and Allied Health Literature
IEEE: Institute of Electrical and Electronics Engineers
LILACS: Latin American and Caribbean Health Sciences Literature
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses

Edited by T Leung; submitted 18.08.22; peer-reviewed by M Kapsetaki, I Adeleke, H Veldandi, WD Dotson, TFA Ang; comments to
author 15.02.23; revised version received 18.04.23; accepted 14.07.23; published 31.10.23

Please cite as:
Bernardi FA, Alves D, Crepaldi N, Yamada DB, Lima VC, Rijo R
Data Quality in Health Research: Integrative Literature Review
J Med Internet Res 2023;25:e41446
URL: https://www.jmir.org/2023/1/e41446
doi: 10.2196/41446
PMID: 37906223

©Filipe Andrade Bernardi, Domingos Alves, Nathalia Crepaldi, Diego Bettiol Yamada, Vinícius Costa Lima, Rui Rijo. Originally
published in the Journal of Medical Internet Research (https://www.jmir.org), 31.10.2023. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of
Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on
https://www.jmir.org/, as well as this copyright and license information must be included.

J Med Internet Res 2023 | vol. 25 | e41446 | p. 20https://www.jmir.org/2023/1/e41446
(page number not for citation purposes)

Bernardi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2023/1/e41446
http://dx.doi.org/10.2196/41446
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=37906223&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

