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Abstract

Background: As trachoma is eliminated, skilled field graders become less adept at correctly identifying active disease
(trachomatous inflammation—follicular [TF]). Deciding if trachoma has been eliminated from a district or if treatment strategies
need to be continued or reinstated is of critical public health importance. Telemedicine solutions require both connectivity, which
can be poor in the resource-limited regions of the world in which trachoma occurs, and accurate grading of the images.

Objective: Our purpose was to develop and validate a cloud-based “virtual reading center” (VRC) model using crowdsourcing
for image interpretation.

Methods: The Amazon Mechanical Turk (AMT) platform was used to recruit lay graders to interpret 2299 gradable images
from a prior field trial of a smartphone-based camera system. Each image received 7 grades for US $0.05 per grade in this VRC.
The resultant data set was divided into training and test sets to internally validate the VRC. In the training set, crowdsourcing
scores were summed, and the optimal raw score cutoff was chosen to optimize kappa agreement and the resulting prevalence of
TF. The best method was then applied to the test set, and the sensitivity, specificity, kappa, and TF prevalence were calculated.

Results: In this trial, over 16,000 grades were rendered in just over 60 minutes for US $1098 including AMT fees. After choosing
an AMT raw score cut point to optimize kappa near the World Health Organization (WHO)–endorsed level of 0.7 (with a simulated
40% prevalence TF), crowdsourcing was 95% sensitive and 87% specific for TF in the training set with a kappa of 0.797. All
196 crowdsourced-positive images received a skilled overread to mimic a tiered reading center and specificity improved to 99%,
while sensitivity remained above 78%. Kappa for the entire sample improved from 0.162 to 0.685 with overreads, and the skilled
grader burden was reduced by over 80%. This tiered VRC model was then applied to the test set and produced a sensitivity of
99% and a specificity of 76% with a kappa of 0.775 in the entire set. The prevalence estimated by the VRC was 2.70% (95% CI
1.84%-3.80%) compared to the ground truth prevalence of 2.87% (95% CI 1.98%-4.01%).

Conclusions: A VRC model using crowdsourcing as a first pass with skilled grading of positive images was able to identify
TF rapidly and accurately in a low prevalence setting. The findings from this study support further validation of a VRC and
crowdsourcing for image grading and estimation of trachoma prevalence from field-acquired images, although further prospective
field testing is required to determine if diagnostic characteristics are acceptable in real-world surveys with a low prevalence of
the disease.
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Introduction

Trachoma
Despite intensive worldwide control efforts, trachoma remains
the most important infectious cause of vision loss [1-3] and one
of the overall leading causes of global blindness [4,5], with
nearly 136 million people at risk of losing vision [6]. While the
goal set by the World Health Organization (WHO) for the global
elimination of trachoma as a public health problem by 2020 [7]
was not met, this work contributed to dramatic reductions in
the prevalence of the disease [8]. However, as with other
diseases with the potential for elimination, the “last mile” may
prove to be the most difficult [9,10]. With the decreased global
prevalence of trachoma, there is growing recognition from the
WHO and other major stakeholders that novel methods will be
essential to achieve trachoma elimination [11-13].

Crowdsourcing
Ophthalmic photography and telemedicine are well-established
clinical and research tools useful for many conditions including
trachoma [14-17], but the use of imaging at scale in an
elimination program that operates almost exclusively in rural
areas of resource-poor countries remains unknown. In addition,
expert-level grading of images in a conventional telemedicine
reading-center model is labor-intensive and expensive, and the
high volume of images generated by multiple concurrent
elimination surveys has the potential to overwhelm existing
grading capacity. For these reasons, crowdsourcing using

untrained citizen scientists has been proposed for large image
processing tasks and has been successfully used in our prior
research on other ophthalmic conditions [18-20]. Previously,
our group has demonstrated that a smartphone-based imaging
system can acquire high-quality everted upper eyelid
photographs during a district-level trachoma survey [21]. In
this report, we describe an internal validation of the “virtual
reading center” (VRC) paradigm in which crowdsourcing is
used to provide a first-pass grading of images to eliminate those
without TF (trachomatous inflammation—follicular), thereby
substantially reducing the skilled grader burden for trachoma
elimination telemedicine.

Methods

Crowdsourcing Platform
A previously designed Amazon Mechanical Turk (AMT)
crowdsourcing interface for grading of retinal fundus
photographs [18,20,22] was modified to allow for grading of
external photographs of the everted upper eyelid (Figure 1).
Annotated teaching images were included to allow AMT users
to train themselves to identify the features of TF and provide
their grade (0=“definitely no TF”; 1=“possibly TF”;
2=“probably TF”; 3=“definitely TF”) within the same web
frame. No additional training or qualification was required
before AMT users could complete the tasks. Based on previous
experiments on the smallest accurate crowd size [20], 7
individual grades were requested for each image, with US $0.05
compensation provided for each grade.

Figure 1. Amazon Mechanical Turk interface for active trachoma grading using crowdsourcing. HIT: human intelligence task; TF: trachomatous
inflammation—follicular.
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Ophthalmic Photographs
The data set of 2614 images used for this study was collected
during a 2019 district-level survey in Chamwino, Tanzania, as
part of the Image Capture and Processing System (ICAPS)
development study [21]. During the ICAPS study, all images
were assessed for gradability, operationally defined as sufficient
resolution of the central upper tarsal plate to confirm or exclude
the presence of 5 or more follicles by 2 experts. Gradable images
then received a TF grade from 2 experts, with TF being defined
as 5 or more follicles, at least 0.5 mm in diameter located in the
central upper tarsal plate using the WHO simplified trachoma
grading system [23]. Consensus was then decided by discussion
of discordant grades. The consensus photo grade was then
compared to the grade rendered by a certified field grader. All
images used were completely deidentified photographs of a
single everted upper eyelid (Figures S1 and S2 in Multimedia
Appendix 1). The images were posted for grading on AMT in
2 batches (December 28, 2020, and March 9, 2021). For this
validation study, we analyzed the set of 2299 gradable images
with concordant expert and field ICAPS grades for TF (n=56
for TF-positive images). This concordant grade was considered
the “ground truth” for analysis of VRC grading. Images without
a concordant grade were excluded from the analysis.

Optimizing Crowdsourcing
The images were then randomly divided into equal training and
test sets. The training set was used to explore and compare
several ways of processing the crowdsourced output into a
binary “No TF” or “TF” score. The 7 individual AMT grader
scores (0-3) were summed to create a single raw score for each
image (theoretical range: 0-21). A number of dichotomization
“setpoints” along this range were then compared on the basis
of their accuracy with the ground truth grade.

The best fitting grading method was defined using the WHO
grading criteria from the Global Trachoma Mapping Project
[24] as one that could identify TF with a kappa agreement of
≥0.7 with the ground truth grade in a simulated moderate
prevalence sample and produce a prevalence within ±2% of the
ground truth determined prevalence in the full sample [25].
Because a VRC model was anticipated using crowdsourcing as
a first pass, with skilled grader overreads for positive images,
minimizing the number of false-negative images while
maximizing the reduction in skilled grader burden were
secondary considerations during cutoff selection.

First, to mimic the current standard of care for certification of
an in-person skilled grader, a simulated intergrader agreement
test (IGA) [24] was conducted using 50 randomly selected

images (TF n=20 based on ICAPS concordant grade). Cohen
kappa agreement with the ground truth was calculated at each
raw score in the simulated IGA. The score maximizing kappa
was considered as the first possible setpoint to dichotomize the
crowdsourced raw scores into “No TF” and “TF” for all the
images in the training set.

For the next a priori dichotomization attempt, a “naïve” or
“majority rules” setpoint of 50% of the raw score was applied
in the training set, in which a raw score of 11 or greater was
defined as TF. Finally, the receiver operating characteristic
(ROC) was then analyzed and used to explore and sequentially
optimize each of the diagnostic characteristics (sensitivity,
specificity, percent correct, and kappa) of various cut-offs for
the binary diagnosis of TF.

Individual grader performance was also compared to the ground
truth to see whether several methods of excluding unreliable
scores could improve score aggregation.

The best fitting grading paradigm was then applied to the test
set to evaluate the final sensitivity, specificity, percent correct,
kappa agreement, and percent TF positive compared with the
ground truth values.

Ethical Considerations
This study was deemed nonhuman subjects research by the
University of Vermont Institutional Review Board.

Results

Crowdsourcing Characteristics
The first batch of 1000 images was completed in 61 minutes,
by 193 unique AMT users. The median time to grade an image
was 18 (IQR 103) seconds, and the median number of images
graded by each user was 15 (IQR 49) images with a mode of 1
image. The second batch of 1614 images was completed in 74
minutes, by 193 unique AMT users, with a median grading time
of 16 (IQR 85) seconds. A total of 43 users worked on both
batches. The median number of images graded per user was 22
(IQR 76) images, and the modal number was again only 1 image.
The full distribution of images graded per user is shown in
Figure S3 in Multimedia Appendix 1. The total cost for
crowdsourced grading of the 2 batches, including AMT
commission, was US $1098.

Summing the individual scores for the training images gave a
range of 0-20 with a right-skewed distribution (Figure S4 in
Multimedia Appendix 1). The area under the ROC (AUROC)
for the raw score was 0.920 (95% CI 0.853-0.986) (Figure 2).
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Figure 2. ROC of the crowdsourced raw score for the consensus ground truth grade. ROC: receiver operating characteristic.

Optimizing Crowdsourcing
The results of the various attempts to optimize the aggregation
of raw scores into a binary TF score using the training set of
1149 images (TF n=23; prevalence 2.00%, 95% CI
1.27%-2.99%) are shown in Table 1. Each choice of a
dichotomized setpoint allows for a different balance of
diagnostic parameters along the ROC. In the IGA simulation,
in which the prevalence of TF was enriched to 40% (95% CI
26.4%-54.8%) in a random subset of 50 images, the optimal
kappa of 0.715 and an acceptable prevalence estimate of 46%
(95% CI 31.8%-60.7%) were obtained with a cutoff of 6. When
the cutoff of 6 was applied in the full sample with a TF
prevalence of 2.00% (95% CI 1.27%-3.00%), kappa was reduced
to 0.115 and the prevalence was overestimated by a factor of
10 (estimated prevalence: 21.6%, 95% CI 19.2%-24.1%), due
to the high number of false-positive results.

The next model applied used a “truncated mean” approach, in
which the highest and lowest AMT individual scores for each
image were excluded from the image raw score to minimize the
effect of outlier scores. The range of raw scores was now 0-15,
with a likewise right-skewed distribution. Once again, the IGA
simulation was performed, and the maximal kappa was obtained
with a lower cutoff of 4.

Using the raw score with a truncated mean, the AUROC was
0.938 (Figure 3). Again, when the IGA-optimized cutoff was
applied in the full sample, the diagnostic characteristics were
reduced with a kappa of 0.162, despite a sensitivity of nearly
85% and specificity of over 90%. Because no cutoff met the
prespecified criteria of kappa ≥0.7 in the IGA-simulated sample
and matching prevalence of ±2% in the full sample, a VRC
model was explored with skilled overreading of all positive
images. Two cutoffs were explored: ≥4, which was selected
from the IGA simulation with truncated means, and ≥5, which
was selected as it allowed for a 90% reduction in skilled grader
burden and still permitted a kappa ≥0.7 in the IGA simulation.

Using the more conservative cutoff of 4, the skilled grader was
required to overread 16% of the entire data set (n=196 images),
which took approximately 30 minutes using the same AMT
interface. Kappa agreement with the ground truth score was
0.685, and the prevalence of TF in this sample was 2.52% (95%
CI 1.7%-3.6%). Using ≥5 as a cutoff allowed for a bigger
reduction in the skilled grader burden as only 10% of the images
required overreading (n=115).

A separate set of raw score aggregation methods were attempted
excluding the scores of individual AMT workers, who appeared
to be less reliable. The pattern of crowdsourced responses (0-3
category usage) was reviewed at the level of each image (Figure
4A-C). Because the prevalence of TF in the data set was 2%, a
reliable grader who completes a sufficient number of images
should have had a median score of 0 (ie, most images should
be graded as without TF). For stability, we attempted to exclude
all grades from “variable” graders who had either graded fewer
than 10 images (n=476 grades from 152 graders) or whose
median score was >1 (n=616 grades from 14 graders; Figure
4D-F). The AUROC for this set of raw scores was 0.930 (95%
CI 0.874-0.986). Neither of the cutoffs that permitted a kappa
≥0.7 in the IGA simulation generated a prevalence within ±2%
of the true prevalence of the training set (data not shown).

Ultimately, the process chosen from the analysis of the training
set to compute the dichotomized “No TF” versus “TF” score
calculates a raw crowdsourced score after discarding the highest
and lowest individual scores, designates images with truncated
raw score ≥4 as preliminary positive, and then uses a skilled
overread of all these preliminary positive images. We call this
algorithm the “VRC method.”

For the final internal validation, the VRC method was then
applied to the test set of 1150 images (TF n=33; prevalence
2.87%, 95% CI 1.98%-4.01%). In this set, 205 images required
skilled overread constituting an 82% reduction in the skilled
grader burden. After the overread, the kappa was 0.775, with a
calculated TF prevalence of 2.70% (95% CI 1.84%-3.80%).

J Med Internet Res 2023 | vol. 25 | e41233 | p. 4https://www.jmir.org/2023/1/e41233
(page number not for citation purposes)

Brady et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Attempts to optimize the aggregation of raw scores using training set. In intergrader assessment (IGA) simulations, the true prevalence was
40%; otherwise, the training set gold standard prevalence was 2%.

Skilled grad-
er burden re-
duction (%)

False pos-
itives, n

Prevalence
(%)Kappa

Specificity
(%)

Sensitivity
(%)% correctModel and cutoff description (≥cutoff)

IGA simulation

N/AN/Aa46.00.715839086Maximize kappa (6)

Total raw score

78321.60.115808780Maximized kappa (from IGA) (6)

9782.80.534986598Naïve/majority rules (11)

9674.00.450977097WHOb minimum accepted sensitivity (10)

99121.10.6051004899Maximize kappa (full set) (14)

9892.10.587996198Mimic true prevalence (12)

Truncated mean approach (simulated IGA sample)

N/AN/A46.00.797879590Maximize kappa (4)

Truncated mean approach

84217.10.162849185Maximized kappa (from IGA) (4)

9792.80.497986198Naïve/majority Rules (8)

9366.50.326957494WHO minimum accepted sensitivity (6)

99131.00.5651004399Maximize kappa (full set) (11)

98111.90.524995298Mimic true prevalence (9)

90510.30.229917891Create 90% skilled grader burden reduction
(5)

Virtual reading center model with overreads

8452.50.685 (0.786 in
IGA sample)

997899Truncated mean with maximized kappa from
IGA; skilled overead of all positive images
(n=196)

9062.40.673 (0.741 in
IGA sample)

997499Truncated mean with 90% skilled grader bur-
den; with skilled overread of all positive im-
ages (n=115)

aN/A: not applicable.
bWHO: World Health Organization.
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Figure 3. ROC with the highest and lowest score truncated from the raw score showed a slightly better area under the curve compared with the raw
score. ROC: receiver operating characteristic.

Figure 4. Image-level distribution of individual worker grades reveals the “fingerprint” of the entire data set (A and D) as well as images with (B and
E) and without (C and F) active trachoma. In A-C, the entire set of grades is used demonstrating most images are without disease and those with disease
had more scores indicating disease. In D-F, in which only less reliable grades are displayed, the difference between images with and without disease is
less obvious. TF: trachomatous inflammation—follicular.

Discussion

Principal Findings
We developed and validated a decentralized, VRC using
crowdsourcing to grade real-world smartphone-acquired images
for the presence of trachoma. During the training of the VRC
model, a “standalone” version of the VRC using only
crowdsourcing was applied in a simulated skilled grader
certification test (IGA) following WHO guidelines and was able
to meet the minimum kappa agreement with an expert grader
of >0.70. While we used the IGA guidelines originally
developed for the Global Trachoma Mapping Project [24], which

recommended a moderately high prevalence for the assessment
(ie, 30-70%), more recent guidance has encouraged IGA with
a minimum prevalence of 10% [26]. We see the greatest
potential for applying telemedicine for trachoma grading in
even lower prevalence environments and wanted to develop a
tool that could produce prevalence estimates of ±2% with a TF
prevalence of 5% or lower. Therefore, we tested the VRC using
a data set with a low prevalence of 2%-3% for the training and
test sets. In this environment, the most accurate VRC used
crowdsourcing as a first pass, followed by skilled grading of
positive images. This VRC model was able to maintain a kappa
agreement of 0.775 with expert graders while generating a
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prevalence estimate of 2.70% (compared with the true
prevalence of 2.87%).

Trachoma Elimination
The current paradigm for clinical TF identification was
developed in the milieu of high trachoma prevalence and prior
to the era of global adoption of smartphone technology with
wireless internet connectivity. Because the clinical sign of TF
can be subtle, ongoing direct exposure to active disease is
required for accurate field grading. In this sense, trachoma
elimination programs can be conceived as the “victim of their
own success” because as the disease is eliminated, it is harder
to maintain a cadre of accurate field graders. While obviously
a cause for celebration, the continued success of the enterprise
is at risk without reevaluating and augmenting, or perhaps
reinventing, acceptable district survey methods.

Ophthalmic Photography
Ophthalmic photography has long been used for standardized
diagnosis and monitoring for clinical and research purposes in
many conditions, including trachoma [14-17,27]. The theoretical
advantages of applying photography in TF elimination programs
include decentralized grading (and thus avoiding bias), access
to expert consultation for difficult cases, auditability of findings,
and the ability to re-examine images in light of future evolution
in our understanding of the disease. There is sufficient interest
in the potential role of ophthalmic photography in trachoma
elimination that the WHO convened 2 informal workshops on
the topic in 2020 and committed to support the development of
the evidence base for innovations in trachoma photography and
imaging interpretation. A recent systematic review found 18
articles in the English language, peer-reviewed literature which,
in aggregate, demonstrate that agreement between clinical
assessment and photo-rendered grade is at least as good as the
agreement between intergrader agreement among clinical grades
[17]. Likewise, several groups have demonstrated the feasibility
of smartphone photography for TF diagnosis [14,21], including
the ability to upload and transmit images to a cloud server from
rural field locations [21]. These results support a potential role
for applying a telemedicine paradigm for district surveys, though
the use of imaging in an elimination program at scale remains
unproven.

An important component of a successful telemedicine program
is the management and interpretation of imaging data. In a
conventional clinical telemedicine program, images are generally
interpreted in a reading center by a skilled grader with
supervision by a licensed clinician [28]. Such a model can be
robust and cost-efficient in clinical medicine but may not be
scalable in large public health programs. We have therefore
validated a VRC paradigm that incorporates crowdsourcing and
skilled human grading to produce grades that would meet the
standards set by the WHO for certification of a skilled grader.

Use of Crowdsourcing
Crowdsourcing using unskilled internet users has been used to
identify pathological features of diabetic retinopathy [19,20,29]
and glaucoma [18,30] on fundus photographs as well as to
classify surgical outcomes of ophthalmic surgery [31-33].
Aggregating the scores of a “crowd” of skilled graders has also

been used in ophthalmology to generate robust consensus
annotations of images for artificial intelligence (AI) algorithm
training [34,35]. The advantages of crowdsourcing for image
interpretation are that it capitalizes on human pattern recognition
to identify features of the disease and ideally averages out
individual biases (ie, over- or under-calling) to settle on an
accurate classification. Using the AMT marketplace, large
batches of >1000 images have been graded in parallel by
hundreds of users in approximately 1 hour. We have shown that
while this model is currently unable to provide a stand-alone
classification for TF in a low prevalence environment; in a VRC
model with skilled overreading of positive images,
crowdsourcing accurately and efficiently identifies images free
of TF. In the final validation model, only 205 of 1150 images
identified as possible TF required a skilled grade.

Limitations
The VRC model using crowdsourcing has some disadvantages.
Because there is limited gatekeeping on the pool of workers,
there is the potential for fraudulent users to contaminate the
grading. We tried to minimize this by running the data set in 2
batches separated by several months in time and saw very
similar usage characteristics in terms of the time spent per image
and the amount of time taken to complete the entire batch.
Ongoing quality control checks would need to be built into the
system to ensure stability as in any diagnostic paradigm. In this
study, we also examined individual worker characteristics and
found that some users were clear outliers in category usage since
they classified many more images with pathology than their
peers. While removing these individuals’1160 grades improved
our model, it was less stable and less efficient than simply
truncating the highest and lowest grades. Specifically, by
dropping 13.5% of the individual grades, only 478 of 1307
images had all 7 grades available, and 5 images had 3 or fewer
grades (Figure S5 in Multimedia Appendix 1), in contrast with
1294 images with all grades available in the full training set.
Methods to validate individual workers in real-time could be
applied in future VRC models.

Perhaps, the biggest challenge to implementing telemedicine
for TF is ensuring the data coming into the VRC system are of
the highest possible quality. The data set used for this validation
had 9% ungradable images [21], and while these were posted
to AMT for crowdsourced assessment, gradability was not a
required element of the task and there was limited instruction
on what constituted an ungradable image. As such, workers
were generally unable to identify expert-identified ungradable
images as such (data not shown). Future refinements in
photographic technique will likely improve the value of VRC
grading.

Conclusions and Future Directions
There is growing enthusiasm for automated classifiers built
using AI methods to identify ophthalmic disease [36-39],
culminating in the 2018 US FDA authorization of the first
autonomous AI system in any field of medicine [40]. While we
feel strongly that AI will likely contribute to or replace human
grading for many visual tasks, we suggest for current use a VRC
using crowdsourcing that can be flexible enough to incorporate
AI as it matures. Furthermore, we recognize the realities of
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global priorities and funding timelines, with funding now set
to expire in 2030, which is a short time to validate an
autonomous AI system. We believe that a VRC system that
meets or exceeds the standards set by the WHO and Tropical

Data, and has value to add over current systems, could be
deployed without delay to meet the needs of global elimination
programs that are currently struggling to train and standardize
skilled graders.
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