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Abstract

Background: Recent work has shown the potential of using audio data (eg, cough, breathing, and voice) in the screening for
COVID-19. However, these approaches only focus on one-off detection and detect the infection, given the current audio sample,
but do not monitor disease progression in COVID-19. Limited exploration has been put forward to continuously monitor COVID-19
progression, especially recovery, through longitudinal audio data. Tracking disease progression characteristics and patterns of
recovery could bring insights and lead to more timely treatment or treatment adjustment, as well as better resource management
in health care systems.

Objective: The primary objective of this study is to explore the potential of longitudinal audio samples over time for COVID-19
progression prediction and, especially, recovery trend prediction using sequential deep learning techniques.

Methods: Crowdsourced respiratory audio data, including breathing, cough, and voice samples, from 212 individuals over
5-385 days were analyzed, alongside their self-reported COVID-19 test results. We developed and validated a deep learning–enabled
tracking tool using gated recurrent units (GRUs) to detect COVID-19 progression by exploring the audio dynamics of the
individuals’ historical audio biomarkers. The investigation comprised 2 parts: (1) COVID-19 detection in terms of positive and
negative (healthy) tests using sequential audio signals, which was primarily assessed in terms of the area under the receiver
operating characteristic curve (AUROC), sensitivity, and specificity, with 95% CIs, and (2) longitudinal disease progression
prediction over time in terms of probability of positive tests, which was evaluated using the correlation between the predicted
probability trajectory and self-reported labels.

Results: We first explored the benefits of capturing longitudinal dynamics of audio biomarkers for COVID-19 detection. The
strong performance, yielding an AUROC of 0.79, a sensitivity of 0.75, and a specificity of 0.71 supported the effectiveness of
the approach compared to methods that do not leverage longitudinal dynamics. We further examined the predicted disease
progression trajectory, which displayed high consistency with longitudinal test results with a correlation of 0.75 in the test cohort
and 0.86 in a subset of the test cohort with 12 (57.1%) of 21 COVID-19–positive participants who reported disease recovery.
Our findings suggest that monitoring COVID-19 evolution via longitudinal audio data has potential in the tracking of individuals’
disease progression and recovery.

Conclusions: An audio-based COVID-19 progression monitoring system was developed using deep learning techniques, with
strong performance showing high consistency between the predicted trajectory and the test results over time, especially for
recovery trend predictions. This has good potential in the postpeak and postpandemic era that can help guide medical treatment
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and optimize hospital resource allocations. The changes in longitudinal audio samples, referred to as audio dynamics, are associated
with COVID-19 progression; thus, modeling the audio dynamics can potentially capture the underlying disease progression
process and further aid COVID-19 progression prediction. This framework provides a flexible, affordable, and timely tool for
COVID-19 tracking, and more importantly, it also provides a proof of concept of how telemonitoring could be applicable to
respiratory diseases monitoring, in general.

(J Med Internet Res 2022;24(6):e37004) doi: 10.2196/37004
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Introduction

Background
Since the beginning of the SARS-CoV-2 pandemic in January
2020, different methods have been developed and used for
diagnostic testing and screening. In addition to the most
commonly adopted laboratory tests via reverse transcription
polymerase chain reaction (RT-PCR) [1,2] or chest computed
tomography (CT) scans [3] for diagnosis, a variety of digital
technologies, often using artificial intelligence, have also been
investigated for COVID-19 screening [4-7]. Among these,
automatic audio-based COVID-19 detection has drawn
increasing attention due to its numerous advantages, including
its flexible, affordable, scalable, noninvasive, and sustainable
data collection methods.

The existing literature has mainly investigated the information
content of different audio modalities (eg, cough, breathing, and
voice) [8-12] and the power of various machine learning
techniques, especially deep learning for COVID-19 detection
[10,13-19]. Although success has been witnessed recently in
COVID-19 detection from audio signals through machine
learning techniques [10], there is still a paucity of work on
continuous monitoring of COVID-19 progression. This could
provide individual-specific, timely indication of disease
development at scale, guide personalized medical treatments,
potentially capture disease onset to curb transmission, and
estimate the recovery rate, which plays a key role in determining
quarantine rules during the current postpeak and postpandemic
times. It would also allow better resource management in health
care systems, while remotely monitoring patients and bringing
them to the hospital (only) when necessary. Evidence suggests
that COVID-19 progression varies among individuals, with the
mean disease duration ranging from 11 to 21 days, depending
on gender and age, comorbidities, variants of SARS-CoV-2,
and time receiving treatment [20-25]. By continuously
monitoring patients' disease progression, individual-specific
information could be captured to benefit both patients and
doctors. In addition, compared to the commonly adopted

uncomfortable diagnostic methods of RT-PCR tests and
radiation-intensive CT scans that are conducted on hospital
sites, audio-based monitoring of disease progression can be
nonintrusively repeated on a daily basis and for prolonged
periods, proving a good fit for longitudinal remote monitoring.

Recent work has recognized the use of a 3-escalating-phase
description of COVID-19 progression [26], including early
infection, pulmonary involvement, and systemic
hyperinflammation, which demonstrates commonality in disease
progression. We hypothesize that this could be captured
longitudinally via audio signals in automatic monitoring
systems. Though the participants in our study may not
experience all 3 stages, it is assumed that audio characteristics
are affected during clinical progression of the disease. Figure
1 shows spectrograms of 1 participant reading the same sentence
over a 43-day period who reported COVID-19 infection
followed by recovery. As indicated in the black box, the
fundamental frequency and its harmonics were not clearly
separable when the participant tested positive (top row),
especially on November 14, 2020, indicating a lack of control
of vibration of the vocal cords. The separability increased after
recovery. This matches the observed clinical course of
COVID-19 progression [22], with the least separability 5 days
after the first positive test result (November 14, 2020) and an
increase in separability 9 days after infection (November 18,
2020). Similar patterns were also observed for the harmonics
in the high-frequency range from 2 to 4 kHz (blue box). There
was no obvious difference in the spectrogram patterns between
November 18 (positive) and November 22 (negative), reflecting
the difficulty of the COVID-19 detection task in general.
Overall, this evolution of the spectrograms with disease
progression shows that COVID-19 infection can manifest as
changes in acoustic representations. As disease progression
varies among individuals (eg, different recovery times or
different severity levels), longitudinal audio changes could vary
among individuals. However, it is common that longitudinal
audio changes present with COVID-19, and modeling them can
potentially benefit COVID-19 progression prediction.
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Figure 1. Sound recordings have distinct features during disease progression. This is evident here in the spectrograms of 1 participant who repeated
the same sentence on 6 different days. The participant reported positive test results from November 10 to 18, 2020, and reported negative test results
from November 22 to December 26, 2020, indicating a recovery trend. The fundamental frequency and its harmonics (black box) for positive recordings
demonstrate a lack of control in vocal cords, indicated by their nonseparability. An increasing separability can be seen from positive to negative recordings
over time, suggesting the recovery of voice characteristics. Similarly, the harmonics in the frequency range (2-4 kHz, blue box) manifest increasing
separability, also reflecting the recovery trend.

Furthermore, audio characteristics vary among individuals (eg,
one COVID-19–positive participant may produce a similar
spectrogram as another COVID-19–negative participant). This
is not considered in most conventional audio-based COVID-19
detection systems, which so far have only used a single audio
sample rather than sequences. This makes automatic detection
a difficult task and may lead to wrong predictions. While
longitudinally modeling the evolution of spectrograms, the
individual's past audio signal can serve as a baseline and the
predictions can be corrected, given this reference. Additionally,
the spectrogram for each individual when healthy can be used
as a reference for its own infected status, and longitudinally
modeling the relative changes in the audio sequences is likely
to be more accurate for COVID-19 detection. In a much
generalized sense, the mean and SD of the audio recordings in
an individual's healthy state are both personalized. This provides
a good threshold for the nonhealthy states and benefits
COVID-19 detection. Motivated by these advantages, we
explored the potential of longitudinally modeling sequential
audio recordings as biomarkers of disease progression, focusing
on how best to capture dynamic changes in the audio sequences
over time and aiming to demonstrate predictive power.

Objective
In this study, we developed an audio-based COVID-19
progression prediction model using longitudinal audio data. We
adopted sequential deep learning models to capture longitudinal
audio dynamics and to make predictions of disease progression
over time. First, we examined whether modeling audio dynamics
could aid in COVID-19 detection. This showed strong
performance compared to conventional models using a single
audio sample. We then evaluated our model's performance in
predicting disease progression trajectories: our predictions

successfully tracked test results and also matched the statistical
analysis in the timeline and duration of COVID-19 progression.
In particular, we explored the use of audio signals for recovery
prediction, as this may be useful in relation to setting home
quarantine requirements. From a public health perspective, an
approach such as the one we propose has potential implications
for how infected individuals are monitored, namely it could
allow more fine-grained remote tracking and hence more
efficient management of health system resources by keeping
individuals out of the hospital as much as possible.

Methods

Study Design and Overview
We investigated whether longitudinally modeling audio
biomarkers (cough, breath, and voice) can benefit COVID-19
detection and whether it could be used to monitor disease
progression accurately and in a timely manner (Figure 2). The
audio sequences were modeled by recurrent neural networks
with gated recurrent units (GRUs) to consider audio dynamics,
which reflect disease progression. The investigation was divided
into 2 subtasks: one concerning COVID-19 detection by
predicting audio biomarkers as positive and negative and the
other concerning disease progression trajectory monitoring,
examining the predicted probability of being positive over time.
For instance, a decrease in the probability of being positive over
time indicates a recovery trend, while an increase indicates a
worsening trend. The first subtask aimed to assess whether
modeling past audio biomarkers in the input space benefits
COVID-19 detection in general, while the second subtask
focused on longitudinal analysis of disease progression in the
output space.
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Figure 2. Overview of study design: COVID-19 detection and progression were assessed from audio data. Voice, cough, and breathing sound recordings
were collected from each participant over a period, together with self-reported COVID-19 test results. During model development, audio recordings
were chunked into segments consisting of 5 samples covering a few days and processed using sequential modeling techniques (GRUs) for COVID-19
monitoring. Two subtasks were evaluated: (1) COVID-19 detection (positive vs negative) and (2) disease progression monitoring. GRU: gated recurrent
unit.

Data Set Preparation and Statistics
A mobile app [27] was developed and released in April 2020
for data gathering, aiming to crowdsource participants' audio
recordings, COVID-19 test results, and demographics, medical
history, and COVID-19–related symptoms. Each participant
was asked to record 3 different audio sounds on a single day,
including a cough recording with 3 voluntary cough sounds, a
breathing recording with 3-5 breathing sounds, and a voice
recording where each participant was asked to read a short
phrase displayed on the screen, 3 times. The COVID-19 test
results were self-reported, chosen from a positive report, a
negative one, or not having been tested. No specific methods
for the diagnosis were required, which can be a lateral flow test
result, an RT-PCR test result, or a CT scan result. Participants
were encouraged to provide data regularly. More details can be
found in Multimedia Appendix 1 and Xia et al [28].

From April 2020 to April 2021 (Figure 3a), 3845 healthy
participants (COVID-19–negative) and 1456
COVID-19–positive participants contributed audio samples
with positive or negative clinical self-reported test results for
at least 1 day. We used these participants' data if 5 or more
samples were provided, resulting in 447 (11.6%) and 168
(11.5%) negatively and positively tested participants,
respectively. Label quality was manually checked to remove
unreliable users, and audio recording quality was examined
using Yet Another Mobile Network (YAMNet) [29] to filter
out corrupted and noisy samples, leaving 106 (63.1%)
COVID-19–positive participants. To generate a balanced data
set, a cohort of 212 longitudinal users in total (106, 50%,
COVID-19–positive and 106, 50%, COVID-19–negative) was
selected across different countries.
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Figure 3. Data flow diagram and demographic statistics. Large data sets were required to identify and avoid biases. (a) Data selection process. (b)
Demographic statistics of eligible participants, including language, gender, age, and symptoms. English was the dominant language, comprising 54.2%
(n=115) of the cohort. Age and gender were relatively balanced between positive and negative groups. In addition, 100 (94.3%) COVID-19–positive
participants and 82 (77.4%) COVID-19–negative participants reported COVID-19 symptoms. (c) Duration and reporting intervals in terms of days and
number of samples. The median number of samples was 9 (left), corresponding to a time span of 35 days (middle left). COVID-19–negative participants
reported for a longer period compared to COVID-19–positive participants. The median reporting interval for the cohort was 3 days (middle right),
validating the effective temporal dependencies of the audio data. The median duration after augmentation was 17 and 18 days for COVID-19–positive
and COVID-19–negative participants, respectively (right), showing that the augmentation eliminated the confounding effects of the different duration
for the 2 subgroups.

The mobile app is a multilanguage platform, and the cohort
consisted of 8 different languages, with 115 (54.2%) English
users as the dominant subgroup (Figure 3b). Age and gender
were relatively balanced between COVID-19–positive and
COVID-19–negative groups, with 110 (51.9%) female
participants and 142 (67.0%) participants aged between 30 and
59 years. In addition, 100 (94.3%) of 106 COVID-19–positive
participants and 82 (77.4%) of 106 COVID-19–negative
participants reported COVID-19 symptoms, such as loss of taste
or smell, and fever. The median number of samples for each
user was 9 (Figure 3c, left), corresponding to a period of 35
days (Figure 3c, middle left). The median duration for
COVID-19–positive participants was smaller than for
COVID-19–negative participants, namely 28 and 45 days,
respectively. This duration is expected to contain adequate audio
dynamics associated with disease progression and to cover the

complete course of disease progression for most participants
[21]. In addition, the reporting interval for each participant was
also computed as the average of the time intervals between 2
consecutive samples, and the median value was 3 days for both
COVID-19–positive and COVID-19–negative groups (Figure
3c, middle right), validating the temporal dependencies of the
data. To develop machine learning models, data augmentation
was carried out, and the duration after augmentation for
COVID-19–positive and COVID-19–negative participants was
balanced, with a median value of 17 and 18 days, respectively
(Figure 3c, right). This duration aligns with the disease
progression duration that is generally from 11-21 days [20-24].
The similar duration for COVID-19–positive and
COVID-19–negative participants after augmentation also helped
to eliminate the confounding effect of the original different
duration for the 2 groups in model development (Figure 3c,
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left). The data were split into training, validation, and test sets,
with 148 (70%), 22 (10%), and 42 (20%) balanced
COVID-19–positive and COVID-19–negative participants,
respectively, as well as the relatively balanced languages and
genders (see Multimedia Appendix 2).

Data Processing
To effectively develop the deep learning model, we ensured a
sufficient amount of appropriately processed data available for
modeling by performing audio preprocessing, sequence
generation, and data augmentation.

Audio Preprocessing
Audio recordings were first resampled to 16 kHz and converted
to a mono channel. These audio recordings were then
preprocessed by removing the silence periods at the beginning
and end of the recordings, normalized to a maximum amplitude
of 1.

Sequence Generation
To increase the number of audio sequences for model
development, the audio samples for each participant were
chunked into short sequences with a fixed number of 5 samples.
To ensure the 5 samples within an audio sequence contained
effective and adequate audio dynamics in COVID-19
progression, a further constraint was applied, limiting the
maximum time gap between 2 subsequent samples to 14 days.
Any sequences that violated this constraint were removed. This
resulted in sequence lengths ranging from 5 to 56 days, covering
the time span of disease progression.

Data Augmentation
Though the data set was selected to balance the number of
participants for COVID-19–positive and COVID-19–negative

groups, the number of samples for each participant was still
different (refer to Figure 3c). The COVID-19–negative
participants provided more samples than COVID-19–positive
participants, and the COVID-19–positive participants also
provided negative samples after recovery, leading to a
significantly larger number of COVID-19–negative samples
than COVID-19–positive samples in the cohort. Further, the
data set was relatively small. Therefore, 3 augmentation
techniques were used to increase the data size and to balance
the COVID-19–positive and COVID-19–negative samples (see
Multimedia Appendix 1).

Model Architecture
The proposed model consisted of a pretrained network of
VGGish (Google) for feature extraction and a recurrent neural
network of GRUs for disease prediction (Figure 4). Three
different modalities (breathing, cough, and voice recordings)
were adopted as the input. For each modality, audio recordings
were first converted to spectrograms and then fed into a VGGish
pretrained network for higher-level feature representation, which
could help leverage and transfer the knowledge learned from
an external massive general audio data set [29]. The embeddings
converted by VGGish from the 3 modalities were concatenated
to form a multimodal input vector for the subsequent GRU-based
prediction network. The reason for choosing GRUs over a long
short-term memory neural network is fewer parameters in
limited data size regimes. GRUs also use less memory and
execute faster, which would be a benefit during potential model
deployment. The outputs from the GRUs were evaluated for 2
different tasks: one estimating the model capability in binary
diagnosis by taking the binary output of the model and the other
predicting the disease progression trajectory by utilizing the
probabilities of positive predictions. Further details can be found
in Multimedia Appendix 1.

Figure 4. Model structure. A pretrained convolutional neural network (CNN)–based model VGGish was used as the feature extractor, and GRUs were
used as a classifier, followed by dense layers, to account for longitudinal audio dynamics. This is a multitask learning framework, with COVID-19
detection as the main task and language detection as an auxiliary task to avoid language bias. hi, i ∑ [1,2,…N] represents the hidden vectors in the GRUs
for time step ti. The reverse layer is used for the language task, as shown in Multimedia Appendix 1, Equation (5). GRU: gated recurrent unit.
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Since the data set contained voices in 8 different languages and
the disease prevalence for each language was different (Figure
3b), a language bias may have been introduced in the machine
learning models, leading to the model recognizing the language
instead of COVID-19–related information (eg, classifying Italian
speakers as COVID-19–positive and English speakers as
COVID-19–negative owing to the higher prevalence of the
disease in Italian-speaking users and lower prevalence in English
speakers). To reduce the language impact, a multitask learning
framework was proposed to include the auxiliary task of
language recognition simultaneously with the COVID-19
prediction task (see Multimedia Appendix 1).

Performance Evaluation
As the sequence length in the training data varied within the
range of 5-56 days, the model was able to capture longitudinal
audio dynamics with varying length. Therefore, during the
inference stage, the prediction was made, given all the past
audio recordings with no fixed number of samples. This was
slightly different from the training phase but was more practical
in real applications. To maintain the effective temporal
dependencies of the audio recordings and match the training, a
time constraint was applied to account only for the past audio
recordings within 56 days before the current day, the maximum
duration in the training phase. Further, we evaluated the model
performance from the second sample of each participant to make
sure the predictions captured the longitudinal audio dynamics.

COVID-19 Detection
For COVID-19 detection, the performance was measured using
the AUROC, sensitivity, and specificity. The AUROC illustrated
the diagnostic ability of the binary classifier. Sensitivity showed
the model's ability to identify correctly COVID-19–positive
samples, while specificity showed the model's ability to correctly
identify samples without the disease.

Disease Progression Prediction
For the disease trajectory prediction, model performance was
evaluated for each participant. There were 2 different metrics
used based on individuals' test labels. For participants who
recorded any transitions between positive and negative test
results during the reported period, we adopted the point-biserial
correlation coefficient γpb to measure the correlation between
the predicted probability of positive test results and test labels.
For participants who reported positive and negative test results
consistently over the reported period, it was not possible to
compute the correlation between continuous predictions and
test labels. Therefore, we adopted the accuracy γ computed as
the ratio of the correctly predicted samples over the total number
of samples (see Multimedia Appendix 1). Though γpb ranges
between –1 and 1 and γ is in the range of 0-1, the higher the
value, the better the predictions for both metrics. It is also
expected that γpb achieves a positive correlation from 0 to 1 for
a good model. Therefore, we reported performance by
combining these 2 measures of γpb and γ.

Recovery Trajectory Prediction
We further examined model performance for the recovery
subgroup in the test cohort, where 12 (57.1%) of 21

COVID-19–positive participants reported a recovery trend in
their test results. We adopted γpb as the evaluation metric. As
we noted that there may be a delay in participants taking clinical
tests or reporting results, negative predictions could be earlier
than self-reported negative test results, which is acceptable. We
further aligned predictions and test results temporally using
dynamic time warping (DTW) and computed γpb with aligned
predictions to account for the delay.

Latent Space Visualization
To gain an in-depth understanding of the model, we aimed to
compare the intermediate audio representations of the model
for different participants, including a participant who reported
infection followed by recovery, a participant who continuously
reported positive test results, and a healthy participant. The
intermediate audio representations were taken as latent vectors
from the last hidden layer of the model and further projected to
a 4-dimension latent space using principal component analysis.

Statistical Analysis

Disease Progression With Symptoms
We studied the correlations between the predicted probability
and symptoms for COVID-19–positive and COVID-19–negative
participants, respectively. For COVID-19–positive participants,
we assumed that the number of symptoms is correlated with the
severity of illness; thus, a high probability of positive predictions
was expected for the audio recordings reported alongside more
symptoms. This led to a high correlation between the predicted
probability and the number of symptoms. On the contrary, for
the healthy participants, the number of symptoms was not
correlated with the severity of illness; thus, no correlation was
expected. This can validate whether the model is capable of
learning COVID-19–related information instead of
symptom-related information.

Disease Progression in the First 7 Days
Evidence on chest X-ray or CT showed that 56 (22.6%) patients
presenting with disease experienced resolution 7 days after
symptom onset, 30 (12.1%) showed a stable condition, and the
remaining 162 (65.3%) patients worsened within 7 days from
symptom onset [26]. We analyzed the predicted trajectories
over a similar period, namely the first 7 days, to compare the
statistics of the predicted trend with the reported ones. Though
many participants reported symptoms on the first day they
started recording, which may not be the first day they
experienced symptoms, the increasing trend in the first few days
could still suggest initial worsening of the patients' condition.
We defined the 7-day window to be from either the first day of
reported symptoms or the day of the first positive test if no
symptoms were reported before that.

Ethical Considerations
The study was approved by the ethics committee of the
Department of Computer Science at the University of Cambridge
(with ID #722). Our mobile app displays a consent screen, where
we ask the user’s permission to participate in the study by using
the app.
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Results

COVID-19 Detection
To determine whether considering audio dynamics via the
sequential modeling techniques of GRUs is effective in detecting
COVID-19, the performance was compared against 2
benchmarks that do not capture audio dynamics (Figure 5): one
uses only audio biomarkers of the same day for prediction, while
the other uses the average feature representation of audio
sequences in the prior days for the last day (Figure 5a). The

proposed system (Figure 5b) outperforms the 2 benchmarks
with the highest AUROC of 0.79 (0.74-0.84), a sensitivity of
0.75 (0.67-0.82), and a specificity of 0.71 (0.67-0.75), yielding
19.7% and 31.7% relative improvement in terms of the AUROC
over the 2 benchmarks and demonstrating the effectiveness of
modeling longitudinal audio biomarkers. We used the 1-tailed
z test to validate the significance of the performance
improvement in terms of the AUROC of the proposed approach
over 2 baselines. We found that the proposed approach
significantly improved the performance over “single” (P=.09)
and “average” (P=.03).

Figure 5. The proposed sequential model shows superior performance in COVID-19 detection compared to benchmarks leveraging only 1 isolated
audio data point per user. (a) “Average” means using the average of feature representations within the sequence for prediction, and “Single” means
using only the feature representation on the same day for prediction. None of these systems capture longitudinal voice dynamics. (b) The proposed
sequential modeling outperformed 2 benchmarks, suggesting the advantages of capturing disease progression via voice dynamics. (c) Individual-level
accuracy for 42 participants in the test cohort.

For further assessment of whether sequential modeling using
past audio biomarkers could provide an adjustable baseline for
each individual, the prediction accuracy for each participant
was evaluated and compared to the “single” benchmark, defined
as the ratio of correctly predicted samples over the total number
of samples for each participant (Figure 5c). We observed that
the proposed sequential modeling outperformed the “single”
benchmark. The performance range of the sequential model for
negative participants was larger than the benchmark, due to
worse performance on 2 individuals.

Disease Progression Prediction
We analyzed the predicted disease progression trajectory by
comparing it with the test results. The predicted progression
trajectory is represented by the probability of positive prediction

within the range of 0-1 over time, with a higher value indicating
a high possibility of positive test results (Figure 6). Three
different disease progression trajectories are shown in Figure
6a, Figure 6b, and Figure 6c, respectively. For the recovering
participant P1 (Figure 6a), a high probability was observed
when P1 tested positive and a low probability when P1 tested
negative. The model performance was evaluated using the
point-biserial correlation coefficients γpb that measured the
correlation between the predicted trajectory and the test results.
Our model achieved γpb=0.86 for P1, demonstrating a strong
capability to predict disease progression. We further categorized
the probability over 0.5 as a positive prediction and below 0.5
as a negative prediction. The predictions also matched the test
results.
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Figure 6. Our approach enabled prediction of disease progression. Orange and cyan indicate positive and negative test results, and + and • represent
positive and negative predictions, respectively. The green star indicates the presence of symptoms. (a) Disease progression of recovering participant
P1. (b) Disease progression of COVID-19–positive participant P2. (c) Disease progression of COVID-19–negative participant P3. (d) Overall performance
for the test cohort in terms of the point-biserial correlation coefficient γpb/accuracy γ.

For the COVID-19–positive participant P2 who consistently
reported positive test results (Figure 6b), our model outputs
positive predictions matching the test results. It should be noted
that γpb is not applicable to participants who report consistently
positive or negative test results; therefore, accuracy γ was instead
used, which computes the ratio of correct predictions in terms
of positive or negative predictions over the total number of
samples. Participant P2 had γ=1 since all the predictions were
positive. Further, the probability of positive predictions
increased from symptom onset day 0 to day 8 and decreased
slightly to day 16, which matches the clinical course in general.

For the COVID-19–negative participant P3 (Figure 6c), the
predicted probability was consistently below 0.5, corresponding
to negative predictions that align with the test results. One type
of disease progression that transits from negative to positive
was not included due to the limited number of participants in
the cohort. Though we adopted time-inverse augmentation (see
Multimedia Appendix 1) that reverses the audio biomarkers and
their corresponding labels in time to enrich the different disease
progressions, especially the negative-to-positive transitions, the
time-reversed audio biomarkers and disease progression may
still not match the actual progression and cannot be well
captured in the model.

Figure 6d demonstrates the model performance in disease
progression monitoring for the entire test cohort, where γpb and
γ were adopted for different participants. Our model achieved
0.75 for all the 42 (100%) test participants and 0.86 and 0.71
for COVID-19–positive and COVID-19–negative participants,
respectively. Some more examples are given in Multimedia
Appendix 3 and Multimedia Appendix 4.

Recovery Trajectory Prediction
The predicted recovery trajectory of 2 randomly selected
participants P4 and P5 are presented in Figure 7a and Figure
7b. For participant P4, a slight increase in probability was
observed from day 0 to day 2, suggesting an increase in the
severity of illness. The predicted probability decreased from
day 2, showing a recovery trend. The categorized positive and
negative predictions also matched the test results, except for
day 27, with our model predicting negative result and the test
result still being positive. This is possibly due to a delay in
participants taking clinical tests or reporting results; therefore,
earlier negative predictions are acceptable. This also suggests
the advantages of our audio-based data, which are precisely
timed and can be instantly analyzed.

For a weakly predicted trajectory of participant P5 in Figure
7b, a predicted recovery trend with decreasing probability was
clearly observed. However, the probabilities were all categorized
as positive predictions even after the user tested negative from
day 16 to day 23. This is possibly due to (1) individual
differences in audio characteristics or (2) an asymptomatic
participant exhibiting minor changes in audio characteristics,
thus leading to a slowly recovering trend prediction.

The overall performance for all 12 (100%) recovering
participants is reported in Figure 7c, with γpb=0.76. As negative
predictions with a time shift from negative test results are
acceptable (as shown in Figure 7a), we aligned predictions and
test results temporally using DTW. The model further achieved
γpb=0.86, demonstrating a strong capability to monitor recovery.
Some more examples can be found in Multimedia Appendix 3
and Multimedia Appendix 4.
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Figure 7. Recovery trends can be predicted. The orange and cyan areas indicate positive and negative test results, respectively. The predictions above
0.5 were categorized as positive predictions (+) and below 0.5 as negative predictions (•). (a,b) Recovery predictions for 2 different participants P4 and
P5, respectively. (c) Overall performance for recovery participants in the test cohort with and without DWT, which calculates the optimal match between
the predicted recovery trajectory and test results. (d) Projection of latent vectors learnt by the model for 3 different participants. The y axis from top to
bottom indicates the test results over time. A clear change in each latent vector dimension transitioning from positive to negative can be observed
(recovering user), and consistent and different patterns can be observed for COVID-19–positive and COVID-19–negative participants. (e,f) Scatter plot
of symptoms vs probability of positive predictions for COVID-19–positive (e) and COVID-19–negative (f) participants, with a high correlation observed
for COVID-19–positive participants and no correlation for COVID-19–negative participants. DWT; dynamic time warping.

Latent Space Visualization
Figure 7d shows the latent space visualization for 3 different
participants. For the recovery user, a clear transition was
observed for the first 3 dimensions when the participant
recovered, while consistent but different patterns were observed
for the COVID-19–positive and COVID-19–negative
participants. This validates that the model can capture the
different disease progression of different participants.

Statistical Analysis
Figure 7e and Figure 7f display the correlations between the
predicted probability and symptoms for COVID-19–positive
and COVID-19–negative participants, respectively. With an
increase in the number of symptoms, we observed a general
increase in the predicted probability (Figure 7e). We further fit
a line (red) for these participants, excluding those with more
than 5 symptoms due to the limited number of samples. We
observed a clear positive correlation. Conversely, for
COVID-19–negative participants (Figure 7f), we observed no
correlation between the probability and number of symptoms,
suggesting that our model does not capture symptoms but
information related to COVID-19.

Further analysis of the model predictions in the first 7 days was
carried out on 12 (28.6%) eligible participants in the test cohort,
where we found that 8 (66.7%) of 12 participants show an
increase in predicted probability, similar to the statistical
analysis (n=162, 65.3%). We hypothesized that the predicted
progression in the first 7 days could provide a prompter
indication of an individual's recovery rate.

Discussion

Principal Results
From a crowdsourced audio data set, we studied 212 longitudinal
participants and developed a deep learning model for COVID-19
progression monitoring via audio signals. We showed that
modeling audio dynamics longitudinally shows benefit for
COVID-19 detection. Individual-level performance also
displayed a significant improvement over baseline. The model
capability to predict disease progression was validated.
Successful tracking of reported test labels showed strong
performance in disease progression with γpb/γ=0.76. We
specifically focused on recovery prediction, with a correlation
γpb of 0.86 between the predicted progression trajectory and test
results.
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Individuals experience different disease progression trajectories,
and our model can capture this variability among individuals.
For the COVID-19–positive user P6 (Multimedia Appendix 3,
Figure A3c), our model demonstrated a decrease in the predicted
probability from day 0 to day 3, and this was followed by a
slight increase from day 3 to day 6. For participant P7
(Multimedia Appendix 3, Figure A3d), our model predicted a
continuous decrease from day 0 to 11. This suggests the
effectiveness in predicting individual-specific disease
progression trajectories. Though there is no reported severity
of illness to validate the predicted probabilities, symptoms can
be used as a reference. For participant P6, the number of
symptoms increased from 3 to 6 at day 3 and decreased to 3
after. Therefore, it is reasonable to assume a worsening condition
and an increase in the predicted probability.

Similarly, the model can also predict individual-specific
recovery trajectories. A sharper recovery trend was observed
for participant P1, with a 49.2% relative decrease in 21 days
(Figure 6a) than for participants P4 (Figure 7a) and P5 (Figure
7b), with a 36.6% and 37.1% relative decrease in 21 and 22
days, respectively. This is consistent with the evidence that
recovery tends to be faster in younger people [22], as participant
P1 was in the age group of 20-29 years, while participants P4
and P5 were aged between 30-39 and 40-49 years, respectively.
Though it is difficult to draw statistical conclusions due to the
limited number of participants, these results still suggest
differences in the predicted recovery rate for different
individuals. In terms of practical applications, individual-specific
recovery monitoring may be beneficial in providing prompt
feedback to self-isolating patients and, more importantly, can
provide treatment guidance for doctors according to each
individual's recovery status. Specifically, when a sharp decrease
in the predicted probability is observed, it indicates that the
individual is recovering well. Conversely, no decrease in the
predicted probability over a long period may require further or
more effective treatment. Additionally, the predicted recovery
trend could also be used to some extent for risk assessment of
COVID-19 patients.

As our model showed strong performance in using longitudinal
audio biomarkers, another important factor in the model
deployment is the impact of sequence length, which was also
analyzed to obtain insights into how many samples are needed
for reliable predictions (Multimedia Appendix 5). The
cumulative histogram suggests that the longer the sequence, the
better the performance. For sequence lengths with more than 2
samples (Multimedia Appendix 5, Figure A2a) or around and
more than 4 days (Multimedia Appendix 5, Figure A2b), the
model can produce reasonably good predictions. For
telemonitoring purposes, the use of audio recordings from the
past 4 days would offer a more reliable prediction.

Limitations
Our study also had several limitations. First, the testing cohort
was relatively small with only 21 participants for the
COVID-19–positive and COVID-19–negative groups. This may
not comprehensively represent the target population. In addition,
the self-reported test results may inevitably be noisy to some
extent, where a mismatch between audio recordings and test
results may exist. This is due to possible delays in participants
reporting the test results. This mismatch introduced confounding
variability into the model development that was not fully
considered.

The other limitation in our study is the limited control over
confounding factors. The age and gender groups were relatively
balanced within and across the training, validation, and test sets,
while language was only balanced between 3 partitions but still
unbalanced within each data partition. Our model using a
multitask framework mitigated the language impact, but some
language bias might remain due to the limited number of
samples of some language subgroups.

We also acknowledged that changes in voice may be attributed
to not only COVID-19 infection but also other factors (eg,
mental state or other respiratory infections, such as influenza).
To validate whether the model captures changes caused by
COVID-19 instead of other factors, a large amount of
longitudinal data that have the corresponding labels (eg, emotion
state, influenza) is required to develop and evaluate the model.
Collecting such data is difficult and time-consuming, which is
our long-term goal.

It is also worth noting that the predicted disease progression
trend matches the test results, but for some users, probabilities
may be overall high or low over the course of COVID-19
progression. This suggests individual differences in audio
characteristics. Though our model resolves this better than
simple sample-based models by capturing past audio signals,
it is a universal model and therefore still imprecise. The
development of participant-specific models is on our future
agenda, but more data needs to be collected for this purpose.

Conclusion
In conclusion, by modeling audio biomarkers longitudinally
with sequential machine learning techniques, we proposed
audio-based diagnostics with longitudinal data as a robust
technique for COVID-19 progression tracking. We showed that
our system is able to monitor disease progression, especially
the recovery trajectory of individuals. This work not only
provides a flexible, affordable, and timely tool for COVID-19
tracking but also provides a proof of concept of how
telemonitoring could be applicable to respiratory diseases
monitoring in general.
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AUROC: area under the receiver operating characteristic curve
CT: computed tomography
DTW: dynamic time warping
GRU: gated recurrent unit
RT-PCR: reverse transcription polymerase chain reaction
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