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Abstract

Background: The implementation of eMental health interventions, especially in the workplace, is a complex process. Therefore,
learning from existing implementation strategies is imperative to ensure improvements in the adoption, development, and scalability
of occupational eMental health (OeMH) interventions. However, the implementation strategies used for these interventions are
often undocumented or inadequately reported and have not been systematically gathered across implementations in a way that
can serve as a much-needed guide for researchers.

Objective: The objective of this scoping review was to identify implementation strategies relevant to the uptake of OeMH
interventions that target employees and detail the associated barriers and facilitation measures.

Methods: A scoping review was conducted. The descriptive synthesis was guided by the RE-AIM (reach, effectiveness, adoption,
implementation, and maintenance) framework and the Consolidated Framework for Implementation Research.

Results: A total of 31 of 32,916 (0.09%) publications reporting the use of the web-, smartphone-, telephone-, and email-based
OeMH interventions were included. In all, 98 implementation strategies, 114 barriers, and 131 facilitators were identified. The
synthesis of barriers and facilitators produced 19 facilitation measures that provide initial recommendations for improving the
implementation of OeMH interventions.

Conclusions: This scoping review represents one of the first steps in a research agenda aimed at improving the implementation
of OeMH interventions by systematically selecting, shaping, evaluating, and reporting implementation strategies. There is a dire
need for improved reporting of implementation strategies and combining common implementation frameworks with more
technology-centric implementation frameworks to fully capture the complexities of eHealth implementation. Future research
should investigate a wider range of common implementation outcomes for OeMH interventions that also focus on a wider set of
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common mental health problems in the workplace. This scoping review’s findings can be critically leveraged by discerning
decision-makers to improve the reach, effectiveness, adoption, implementation, and maintenance of OeMH interventions.

(J Med Internet Res 2022;24(6):e34479)   doi:10.2196/34479

KEYWORDS

implementation; mobile health; mHealth; mental health; eMental health; occupational health; barriers; facilitators; scoping review;
mobile phone

Introduction

Background
Mental health problems experienced by the working population
are a global public health issue. Worldwide, more than 210
million people, representing 70% of those affected by common
mental health disorders (eg, anxiety and mood disorders) are
employed [1]. Several risk factors, including working conditions,
workplace culture, and the nature of work, have been linked to
occupational mental health [2-4]. Public health emergencies,
such as the COVID-19 pandemic, are linked to specific stressors,
including the threat of infection, social distancing measures,
stigma, and job insecurity, which considerably increase the
prevalence of mental health problems in the working population
[5].

Occupational eMental health (OeMH) interventions significantly
improve mental health in work settings [6]. OeMH interventions
use information and communication technology, including
internet- and web-based services, mobile apps, and wearable
technologies, to deliver knowledge and services such as
psychoeducation, workplace health promotion, psychological
and medical treatment, and return to work assistance to
employees [7,8]. OeMH interventions have the potential to be
more available, accessible, and scalable than traditional
interventions [9,10], especially in public health emergencies,
leading to physical-distancing policies to contain the spread of
threatening conditions such as COVID-19.

However, implementing OeMH interventions is a complex
process characterized by unique challenges involving adherence
to new and crude regulatory frameworks, interoperability and
compatibility with existing systems and procedures, threats to
employees, organizational privacy and security, and associated
costs [11]. Newly introduced working arrangements in response
to public health emergencies, such as the COVID-19 pandemic,
could also compound existing implementation challenges and
persist after the pandemic ends. Carefully developing and
planning implementation strategies, which can be defined as a
method or technique used to enhance the adoption, execution
plan, and sustainability of an intervention [12], is therefore
essential to guarantee the sustainable uptake of OeMH
interventions by employers and employees.

Nonetheless, it is difficult to establish a best practice for the
implementation of OeMH interventions. Implementation
strategies are often inadequately documented and seldom
evaluated and published [12,13], especially in comparison with
studies on the effectiveness of interventions. Even when
reported, implementation strategies have been discussed within
a general context, and researchers have called for more tailored

implementation strategies that focus on specific contexts [14],
for instance health care [15]. Context encompasses the
environment, broad setting, and circumstances (eg, systems and
structures) in which an intervention is implemented and its
associated characteristics [16]. It is a key component of several
widely adopted implementation frameworks, as evident in the
Consolidated Framework for Implementation Research (CFIR)
[17]. Currently, those implementing new OeMH interventions
are likely insufficiently informed about the procedure, strengths,
and weaknesses of poorly documented implementation
strategies, or uninformed about many potentially useful
facilitators in this context. Furthermore, replicating positive
results from similar implementations or overcoming barriers
encountered in similar contexts would be challenging to achieve
[18,19].

Objectives
Therefore, a compilation of possible implementation strategies
for OeMH interventions is critical to fostering improvements
in their uptake and can serve as a reference for identifying and
overcoming likely barriers and informing the future development
of best practices. The objective of this scoping review was to
identify implementation strategies relevant to the uptake of
OeMH interventions that target employees and detail the
associated barriers and facilitation measures. This scoping
review would achieve these objectives by mapping the existing
literature on the implementation of OeMH interventions and
identifying gaps for future research. This work was conducted
under the EMPOWER (European Platform to Promote
Well-being and Health in the Workplace) project, funded by
the European Commission, which investigates the impact of an
eMental health platform aimed at preventing common mental
health problems and reducing psychological distress in the
workplace [20]. It is also one of the series of review papers on
different aspects of the knowledge base related to the
development of the EMPOWER platform.

Methods

Overview
A scoping review was conducted to identify implementation
strategies relevant to the implementation of OeMH interventions
and to describe related barriers and associated facilitation
measures. The scoping review is an established method for
assessing and mapping the extent of evidence to address and
inform practice in a topic area [21-24]. The review proceeded
through five stages as developed by Arksey and O’Malley [23],
extended by Levac et al [22], and further modified by Westphaln
et al [25] to accommodate a team-based approach: (1)
identifying the research question; (2) identifying relevant
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studies; (3) selecting studies; (4) charting the data; and (5)
collating, summarizing, and reporting the results. Accordingly,
this scoping review provides an overview of the existing
evidence without a formal assessment of the methodological
quality. It is conducted and reported in accordance with the
widely adopted PRISMA-ScR (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses extension for Scoping
Reviews) [26] to help ensure a high level of methodological
rigor and reporting quality.

Search Strategy
Electronic bibliographic databases, including MEDLINE,
Scopus, CINAHL Complete, PsycINFO, and Web of Science
Core Collection, were searched to find eligible peer-reviewed
and gray literature. Search terms were based on concepts related
to mental health, digital tools, the workplace, and
implementation strategies (Multimedia Appendix 1). The
MEDLINE search strategy (Multimedia Appendix 1) was
adapted for other databases using relevant syntax and keywords
in consultation with all coauthors who are also experienced
researchers in the area. Hand searching of the reference lists of
included articles was also completed for further relevant
literature not identified during the search of databases. Members
of the EMPOWER Consortium (ie, mental health researchers,
clinicians, and experts focusing on well-being in the workplace)
were also requested to suggest potentially eligible references
via email.

Eligibility Criteria
Publications were eligible for inclusion if they described
implementation strategies (ie, according to Proctor et al [12])
or related barriers or facilitation measures relevant to the uptake
of OeMH interventions targeting employees. For example, all
other eligibility criteria being met, approaches with the following
characteristics would be considered: aim to introduce and
encourage continued use of an intervention; prescribe actions
in support of the intervention (eg, adaptations, fiscal strategies,
and testing); and ensure that interventions can deliver intended
benefits to the relevant organization over time, for instance,
creating routine organizational policies or best practices. OeMH
interventions are broadly defined here as mental health
information and services delivered by information and
communication technologies to employees [7,8]. This definition
is consistent with the definition of eHealth [27,28], as well as
the broader term digital health [27]. Studies with employed
participants aged ≥18 years, that were written in English. and
published between January 2010 and May 2021 were considered.
Primary research studies, systematic reviews, books, and gray
literature (eg, conference proceedings, theses, government
documents, and professional publications) were considered.
Gray literature, such as commentaries, letters to editors, and
editorials, were excluded.

Eligibility Assessment
A total of 10 researchers (AO-T, AR, CdM, CT, CMvdFC,
DM-K, KS, MdM, MTP, and RMB), including psychologists,
health scientists, and health economists, were involved in
screening. To ensure consistency across researchers, they
attended a web-based training workshop to practice the skills

needed to reliably execute screening using the web and an
app-based service Rayyan, Qatar Computing Research Institute
[29]. A training set of 100 publications was screened by all
workshop attendees. Screening decisions (ie, include, maybe,
or exclude) were reviewed and discussed to clarify any
misunderstandings and identify difficulties using Rayyan QCRI.
Instructions not to use the natural language processing–, artificial
intelligence (AI)-, and machine learning–based features offered
in Rayyan QCRI as well as tips to overcome minor usability
shortcomings were given. Screeners were randomly assigned a
screening set, and a screener performed a second screening of
20% of titles, abstracts, and full texts, and 100% of the
publications that received a maybe screening decision. All
screenings were conducted independently to reduce the
likelihood of reviewer bias [30] and inconsistencies in screening
decisions were resolved in reconciliation meetings.

Data Extraction and Synthesis of Results
In all, 5 researchers (AR, CdM, CT, MdM, and RMB), including
psychologists and health scientists, of the 10 (50%) screeners,
were involved in data extraction and attended a web-based
training workshop focused on developing consistency across
researchers by practicing the skills needed to reliably execute
data extraction using a web-based data extraction form. The
form was reviewed and improved for clarity regarding the
questions asked, user friendliness, and efficiency of data entry.
For instance, it was clarified that single-component
implementation strategies were to be extracted, and any bundling
of strategies (ie, multifaceted strategies) in publications to
address a goal were to be noted. Each researcher was randomly
assigned an equal number of included records, and a researcher
reviewed the extracted data for all the included publications.

A descriptive synthesis was performed, where identified
implementation strategies, barriers, and facilitators were collated
and later summarized. The synthesis was conducted by 3 (CT,
MdM, and RMB, ie, psychologists and health scientists) of the
6 (50%) researchers involved in data extraction and guided by
the RE-AIM (reach, effectiveness, adoption, implementation,
and maintenance) framework [31-33] and the CFIR [17] and
further informed by the Expert Recommendations for
Implementing Change [34]. RE-AIM and CFIR were chosen
as they are widely used frameworks in implementation research
(IR) [35] and were deemed by the authors to be the most
comprehensive of the recently reviewed implementation
frameworks [35] and most applicable to our objectives. The
RE-AIM was originally developed as a framework for reporting
findings regarding health promotion and disease management
interventions in various settings. RE-AIM is used here to
highlight essential strategy components with respect to its five
steps: reach—the number of people who are willing to
participate in a given initiative; effectiveness—the impact of
an intervention on important outcomes (eg, individualistic and
economic); adoption—the number of people or organizations
who are willing to initiate and deliver an intervention;
implementation—fidelity of delivery for the intervention
including adaptations, costs, and consistency of delivery; and
maintenance—sustained delivery and effects of an intervention
after the associated initiative has ended. The CFIR unifies
implementation theories to help build a robust implementation
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knowledge base across a wide range of studies, settings,
contexts, and processes. The CFIR was used to provide a
comprehensive view of multiple implementation contexts in
which factors that might influence intervention implementation
and effectiveness could be well detailed. Both frameworks
determined the data for extraction: key publication
characteristics, strategy definitions, key strategy implementation
tasks, implementation processes, barriers and facilitators to
strategy implementation, and any other data that holistically
captured the complex and multilevel nature of strategy

implementation were considered for data collection. Further
synthesis of the identified barriers and facilitators produced
recommendations for each relevant CFIR construct to improve
the implementation of OeMH interventions.

Results

A total of 31 publications were included in this scoping review
(Table 1). Figure 1 details the methodological process followed,
and a detailed itemization of the presented findings is provided
in Multimedia Appendices 2 and 3.
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Table 1. Characteristics of included publications and interventions.

Digital technologies
used

Intervention name, aim, and tar-
get conditions

Country of implementation, industry,
and participating organizations (n)

Study aim and methods (n)Citation and year
of publication

Smartphone appHealthier Outcomes at Work So-
cial Work Project; improve and

United Kingdom; human health and
social work activities; 7

To develop, implement, and
evaluate the intervention; survey
(503), interviews (19), and focus
groups (32)

[36], 2020

manage; workplace stress and
mental well-being

Web-based and
smartphone app

Step-by-Step F; improve; depres-
sive symptoms and anxiety
symptoms

China; human health and social work
activities; 1

To describe the intervention’s
implementation; protocol—pilot
randomized controlled trial (106)

[37],a 2020

Web-based and tele-
phone

With us in balance; prevent;
stress-related disorders, anxiety
disorders, mood disorders, sub-

Germany; agriculture, forestry, and

fishing; N/Ac
To describe the evaluation of the
intervention’s implementation;

protocol—focus groups (N/Rb)

[38],a 2020

stance-related and addictive dis-
orders, insomnia, and chronic
pain

Smartphone appmWorks; support; common
mental disorders

Sweden; N/R; N/ATo examine perspectives on the
role and legitimacy of the inter-
vention; interviews (32) and fo-
cus group (14)

[39], 2020

Smartphone appAnchored app; assess, improve,
and monitor; depression, work-

Australia; N/Sd; N/RTo conduct preliminary evalua-
tion of the intervention; pilot—us-
ability study (81)

[40],a 2020

place stress, and mental well-be-
ing

Web-basedPsychological Well-being in
Healthcare Workers: Mitigating

United Kingdom; human health and
social work activities; N/R

To rapidly develop and evaluate
the intervention; stakeholder
consultation groups (97), peer

[41],a 2020

the Impacts of COVID-19; sup-
review panel (10), and interven- port and manage; workplace

stress and mental well-beingtion fidelity and implementation
testing (55)

Web-basedSelf-confidence webinar pro-
gram; improve; mood disorders
and depression

United Kingdom; public administra-
tion and defense and compulsory so-
cial security; 2

To evaluate the feasibility, out-
come, and acceptability of the
intervention; proof-of-con-
cept—survey (33)

[42], 2019

Web-basedStress Reduction Training for 9-
1-1 Telecommunicators; improve
and promote; workplace stress

United States; public administration
and defense and compulsory social
security; 20

To evaluate engagement with the
intervention; survey (149)

[43], 2019

Web-basedN/R; improve; stigma and dis-
crimination

New Zealand; public administration
and defense and compulsory social
security; N/R

To conduct formative evaluation
of the intervention; interviews
(24)

[44], 2019

Web-basedN/R; improve and promote;
workplace stress, occupational
health, and sleep quality

Sweden; education; 21To evaluate adherence to the in-
tervention; randomized con-
trolled study (563)

[45], 2018

Web-basedPaving the Path to Mindfulness
Website; improve; burnout and
workplace stress

United States; human health and so-
cial work activities; 1

To evaluate the helpfulness of
the intervention; web-based sur-
vey (22) and focus groups (2)

[46], 2018

N/SN/A; manage; work-related dis-
tress

N/A; N/A; N/ATo evaluate acceptance and barri-

ers to the uptake of OeMHe inter-
ventions; survey (3294)

[47], 2018

Web-basedStress Prevention@Work; im-
prove and prevent; workplace
stress

The Netherlands; human health and
social work activities; 1

To evaluate the implementation
strategy used; controlled trial
(221)

[48],a 2018

Web-basedStress Prevention@Work
(SP@W); assess, improve, and
prevent; workplace stress

The Netherlands; human health and
social work activities; 1

To evaluate the effectiveness of
the implementation strategy
used; follow-up controlled trial
(252)

[49],a 2018

Web-based and
smartphone app

N/A; N/A; mental health condi-
tions

China; human health and social work
activities; N/A

To identify key correlates of in-
tention to use OeMH interven-
tions; survey (1364)

[50],a 2018
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Digital technologies
used

Intervention name, aim, and tar-
get conditions

Country of implementation, industry,
and participating organizations (n)

Study aim and methods (n)Citation and year
of publication

Web-basedN/R; improve, monitor, promote,
and support; workplace stress
and mental well-being

Sweden; N/R; 6To evaluate use of OeMH; log
data and survey (1284)

[51],a 2018

Smartphone appHeadGear; improve; depressive
symptoms

Australia; agriculture, forestry and
fishing, manufacturing, and logistics;
3

To develop and pilot-test the us-
ability, acceptability, feasibility,
and preliminary effectiveness of
the intervention; prototype test-
ing (21) and effectiveness and
feasibility pilot study (84)

[52], 2018

Web-basedWorkGuru; improve; workplace
stress

United Kingdom; information and
communication, public administration
and defense, education, and other
service activities; 6

To identify facilitators and barri-
ers to engagement with OeMH
interventions; interviews (18)

[53],a 2018

Web-basedeHealth module embedded in
collaborative occupational health
care; improve and monitor;
mental well-being and return to
work

The Netherlands; N/R; 2To conduct process evaluation of
the intervention; survey, log data,
interviews, and observations
(132)

[54],a 2017

Web-basedWorkGuru; educate, improve,
and monitor; workplace stress
and nonworkplace stress

United Kingdom; information and
communication, public administration
and defense, compulsory social secu-
rity, education, and third sector orga-
nization; 6

To compare engagement
with(out) a discussion group; pi-
lot—3-arm randomized con-
trolled trial (84)

[55], 2017

Smartphone appGET.ON Stress; improve and
manage; workplace stress

Germany; N/R; N/RTo investigate the influence of
guidance formats on adherence
of the intervention; pooled data
from randomized

controlled trials (395)

[56], 2016

N/AN/A; N/A; workplace stress and
major depression

Canada; N/A; N/ATo investigate men’s preferences
for OeMH interventions’ design
features; cross-sectional survey
(841)

[57], 2016

EmailSleep Smart; improve and pro-
mote; poor sleep health

United States; human health and so-
cial work activities; 1

To describe the development,
implementation, and outcomes
of; survey (1333)

[58], 2016

N/SN/A; N/A; N/AN/A; N/S; N/ATo describe approaches to and
perspectives on OeMH interven-
tions; N/A (N/A)

[8],a 2016

Web-basedWorkGuru; educate, improve,
and monitor; Workplace stress
and nonworkplace stress

United Kingdom; N/R; N/ATo evaluate the potential effec-
tiveness of the intervention and
the effect of an online facilitated
discussion group on engagement;
protocol—3-arm randomized
controlled trial (90)

[59], 2016

Web-basedComing Home and Moving For-
ward; improve; stress-related
disorders and substance-related
and addictive disorders

United States; public administration
and defense, compulsory social secu-
rity, and human health and social
work activities; N/R

To describe the development the
intervention; individual (34) and
focus group (18) feedback ses-
sions

[60], 2015

Web-basedMood GYM; improve; mood
disorders

United Kingdom; transportation and
storage, information and communica-
tion, and human health and social
work activities; 3

To investigate users’ views on
two different technologies for an
OeMH intervention; survey
within randomized controlled
trial (637)

[61], 2014

Web-basedN/R; assess, improve, monitor,
and promote; mental well-being

Sweden; information and communica-
tion; public administration and de-
fense; compulsory social security;
education; and arts, entertainment,
and recreation; 9

To contrast the role of differing
managerial levels during the im-
plementation of an OeMH; inter-
views (29)

[62],a 2014
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Digital technologies
used

Intervention name, aim, and tar-
get conditions

Country of implementation, industry,
and participating organizations (n)

Study aim and methods (n)Citation and year
of publication

Web-basedHappy Work; improve and pre-
vent; depressive symptoms

The Netherlands; financial and insur-
ance activities; professional, scientif-
ic, and technical activities; public ad-
ministration and defense; compulsory
social security; and education; 6

To assess the feasibility of the
intervention and explore barriers
and /facilitators for the implemen-
tation of the intervention; process
evaluation alongside a random-
ized controlled trial (116)

[63],a 2014

Web-basedHealthWatch; manage, prevent,
and promote; mental well-being

International; N/R; N/RTo describe the development and
implementation of the interven-
tion; N/A (N/A)

[64],a 2013

Web-basedN/R; assess, monitor, and pro-
mote; workplace stress

Sweden; information and communica-
tion and arts, entertainment, and
recreation; N/R

To investigate determinants of
high use of the intervention; ran-
domized controlled intervention
(303)

[65], 2010

aFocused on implementation.
bN/R: not reported.
cN/A: not applicable.
dN/S: not specified.
eOeMH: occupational eMental health.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of the review search, selection, and inclusion
process.

Publication Characteristics
The 31 included publications comprised 28 journal articles
[36-45,47,48,50-57,59-63], 2 book chapters [8,64], and a
doctoral dissertation [46] (Tables 1 and 2). Most (25/31, 81%)
[8,36-47,49-59] of the included articles were published between
2015 and 2021 and were mainly primary studies (23/31, 74%)

[36,39,41-51,53,54,56-58,60-63,65]. Of the 31 included
publications on OeMH interventions, 14 (45%) focused on their
implementation [8,37,38,40,41,49-51,53,54,62-64] and 17 (55%)
did not focus on their implementation but had results or noted
implications related to their implementation
[36,39,42-47,52,55-61,65].
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Table 2. Summary of study characteristics (N=31).

Frequency, n (%)Characteristics and citations

Publication type

2 (6)Book chapter [8,64]

1 (3)Doctoral dissertation [46]

28 (90)Journal article [36-45,47,48,50-57,59-63]

Publication year

1 (3)2010 [65]

1 (3)2013 [64]

3 (10)2014 [61-63]

1 (3)2015 [60]

5 (16)2016 [8,56-59]

2 (6)2017 [54,55]

9 (29)2018 [45-53]

3 (10)2019 [42-44]

6 (19)2020 [36-41]

Study type

2 (6)Narrative literature review [8,65]

3 (10)Pilot [40,52,55]

23 (74)Primary study [36,39,41-51,53,54,56-58,60-63,65]

3 (10)Protocol [37,38,59]

Intervention Characteristics
A total of 24 interventions were reported in 27 studies
[36-46,49,51-56,58-65] (Table 3). These interventions were
largely web-based (n=16, 67%%) [41-46,48,49,51,53-55,60-65]
and most aimed to improve (n=19, 79%)
[36,37,40,42-46,49,51-56,58-63] and, to a lesser extent, educate
users about mental health problems. Most interventions have
focused on stress-related disorders and symptoms (n=17, 71%)
[8,36-47,49-51,53-63,65], but a wide range of mental health
problems (eg, burnout, anxiety disorders, and substance-related
disorders) have also been covered to some extent. Where

reported [36,38,41,43-46,49,51-53,55,56,58-65], these
interventions (n=19, 79%) largely targeted employees in
professional occupations (eg, teachers and physicians). Most
of these interventions were made available in specific countries,
m a i n l y  i n  E u r o p e  ( n = 1 5 ,  6 3 % % )
[36,38,39,41,42,45,49,51,53-56,59,61-65], except for one that
was available internationally (n=1, 4%) [64]. Standardized
information about these 24 interventions, including year of
launch, language, number of employees and employers
interested in and who adopted the app, organizational size, and
internal policies, was not clearly reported where relevant and
could not be accurately extracted in detail.
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Table 3. Summary of intervention characteristics (N=24).

Frequency, n (%)Characteristics and citations

Technology

5 (21)Smartphone [36,39,40,52,56]

16 (67)Web [41-46,48,49,51,53-55,60-65]

1 (4)Web and smartphone [37]

1 (4)Web and telephone [38]

1 (4)Email [58]

Aim

4 (17)Assess [40,49,62,65]

1 (4)Educate [55,59]

19 (79)Improve [36,37,40,42-46,49,51-56,58-63]

5 (21)Manage [36,41,47,56,64]

6 (25)Monitor [40,51,54,55,59,62,65]

4 (17)Prevent [38,49,63,64]

7 (29)Promote [43,45,51,58,62,64,65]

3 (13)Support [39,41,51]

Target mental health problem

2 (8)Anxiety disorders and symptoms [37,38]

1 (4)Burnout [46]

1 (4)Chronic pain [38]

1 (4)Common mental disorders [39]

8 (33)Mood disorders and symptoms [37,38,40,42,52,57,61,63]

1 (4)Return to work [54]

3 (13)Sleep problems [38,45,58]

2 (8)Substance-related and addictive disorders [38,60]

1 (4)Stigma and discrimination [44]

17 (71)Stress-related disorders and symptoms [8,36-47,49-51,53-63,65]

7 (29)Well-being problems [36,40,41,51,54,62,64]

Country of implementation

2 (8)Australia [40,52]

1 (4)Canada [43]

1 (4)China [37]

2 (8)Germany [38,56]

1 (4)International [64]

3 (13)The Netherlands [49,54,63]

1 (4)New Zealand [44]

5 (21)Sweden [39,45,51,62,65]

5 (21)United Kingdom [36,41,42,53,55,59,61]

4 (17)United States [43,46,58,60]

Target occupational groups

2 (8)Armed forces occupations [44,60]

4 (17)Clerical support worker [45,55,61,62]

1 (4)Elementary occupations (eg, cleaners and laborers) [45]
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Frequency, n (%)Characteristics and citations

3 (13)Managers (eg, chief executive officer) [41,55,61]

5 (21)Not reported [37,39,40,42,54]

1 (4)Plant and machine operators and assemblers [61]

10 (42)Professionals (eg, teachers and physicians) [41,43,45,46,49,55,58,61-63]

3 (13)Service and sales workers [45,61,65]

1 (4)Social workers (ie, specifically child and family social workers) [36]

2 (8)Skilled agricultural, forestry, and fishery workers [38,61]

6 (25)Technicians and associate professionals [36,41,55,61,62,65]

Implementation Strategies

Overview
Overall, 98 examples of implementation strategies were
identified (Multimedia Appendix 2). Table 4 categorizes these
strategies into 17 discrete implementation strategies and maps
them onto relevant RE-AIM domains based on the perceived
intent of the themes. Each discrete implementation strategy is
reported with the percentage and absolute number of defining
strategy examples in relation to the 98 examples. Although
evaluating effectiveness strategies is beyond the scope of this
review, relevant effectiveness data could not be presented as
they were largely absent or incomplete.

A total of 36 examples of implementation strategies were
extracted from publications that focused on the implementation
of OeMH interventions, and 62 from publications that reported
results or noted implications related to their implementation.
There were no notable differences other than the larger number
of examples extracted from the latter group so strategy examples
would not be reported separately. Most strategy examples were
organized under implementation (61/98, 62%), followed by
reach (27/98, 28%), effectiveness (19/98), adoption (17/98,
17%), and maintenance (8/98, 8%). A couple of strategy
examples were organized into multiple domains (6/98, 6%).
The following sections provide a descriptive summary of the
strategy examples categorized in each RE-AIM domain.
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Table 4. Discrete implementation strategies mapped to relevant RE-AIM (reach, effectiveness, adoption, implementation, and maintenance) domains
(N=98).

Relevant RE-AIM domainsExample strategyDiscrete implementation strategies—proportion
of strategy examples; n (%)

Effectiveness, implementation,
and maintenance

Improve maintenance and adherence through the timely presen-
tation of findings from monthly user feedback surveys where after
follow-up actions can be immediately applied to the intervention
[64]

Develop and organize implementation quality
monitoring systems and act on insights in a
timely manner where feasible; 17 (17)

Reach, effectiveness, implemen-
tation, and maintenance

Filled knowledge gaps surrounding the effectiveness of eMental
health interventions in the workplace by conducting systematic
reviews on relevant topics [52]

Assess for readiness and tailor strategies to ad-
dress identified barriers and benefit from facili-
tators; 13 (13)

ReachUsers were recruited by sharing information about the intervention
through advertisements distributed via email and the organiza-
tions’ intranet and magazine [59]

Use mass media to increase reach; 9 (9)

Reach, effectiveness, adoption,
implementation, and mainte-
nance

A consultation process was carried out with users, clinical psy-
chologists, psychiatrists, information technology professionals,
and design and user experience specialists to ensure the app’s
content and design appealed to a broad range of workers from
different industries [40]

Capture local knowledge from implementation
sites and involve users early in the implementa-
tion and intervention development effort; 8 (8)

Reach, effectiveness, adoption,
implementation, and mainte-
nance

Interventions were improved and adapted to each participating
organization based on user feedback [36]

Promote adaptability in the intervention to meet
local needs without compromising fidelity; 8 (8)

ImplementationAutomatic email reminders were sent based on user-determined
intervals and user inactivity [45]

Send reminders; 7 (7)

ImplementationUsers were able to contact the intervention coach at any time to
ask for feedback, additional help, or advice and the coach would
respond within 24 hours [59]

Provide support to users during the intervention;
6 (6)

Reach, adoption, and implemen-
tation

Senior and middle management–led introductory seminars with
employees that aimed to explain the intervention, secure accep-
tance, provide answers to questions, and inspire their participation
[64]

Conduct educational meetings; 5 (5)

Reach and implementationUsers received a certificate of completion and the training was
recognized as continuing education toward the renewal of their
professional certification [43]

Provide incentives; 5 (5)

Reach, adoption, implementa-
tion, and maintenance

Identification of champions at the implementation site facilitated
organizational and employee buy-in [46]

Identify and prepare organizational champions
who will dedicate themselves to supporting,
marketing, and driving the implementation; 4
(4)

Reach, adoption, implementa-
tion, and maintenance

The program was developed as a quality improvement project
by the hospital and all research procedures (ie, retrospectively
reviewing these outcomes) were approved by the institutional
review board at the hospital [58]

Involve senior management; 4 (4)

ImplementationParticipants received immediate and automatic tailored feedback
and could monitor their own responses and trends over time [45]

Provide opportunities for users to obtain feed-
back on progress; 4 (4)

Effectiveness and implementa-
tion

Conducted a pilot study aimed at assessing the usability, feasibil-
ity, acceptability, and preliminary effects of an app-based inter-
vention designed to target depressive symptoms in a stressed
working population [55]

Stage implementation scale-up; 4 (4)

Reach and adoptionWhen recruitment efforts did not attract enough participants, ex-
ecutives with the largest workforces in the region and industry
were contacted directly via telephone and offered enrollment [45]

Customize recruitment activities to enhance
reach; 3 (3)

Reach, adoption, and implemen-
tation

All participants who returned the consent form received an email
welcoming them to the study and explaining how to log in and
use their personal webpage for the stress management program
[65]

Develop and distribute educational materials; 3
(3)

Reach and adoptionManagement representatives were offered spots to enroll their
organizations immediately after educational meetings about the
intervention or to enroll at a later time [45]

Provide immediate opportunities to demonstrate
commitment; 3 (3)
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Relevant RE-AIM domainsExample strategyDiscrete implementation strategies—proportion
of strategy examples; n (%)

ImplementationSystematic feedback was sought from researchers, expert clini-
cians, and veterans on the program and its content [60]

Use advisory boards and workgroups to provide
input and advice on implementation and improve-
ments; 3 (3)

Reach
Mass media services were mainly used to increase reach (9/27,
33%). Examples include email [36,43,46,52,58,59,63], industry
publications [43,59], targeted web-based advertisements (eg,
Facebook) [40,52], and the organizations’ intranet [59,61,63].
The provision of attractive incentives for participation (5/27,
19%) included monetary remuneration [60], vouchers [40],
points for employee reward schemes [58], educational credits
for professional certifications [43], and additional medical
benefits [65]. Other strategies included engaging potential users
through educational meetings [62] and materials [65] (2/27,
7%), employees tasked with the responsibility of supporting
the implementation of the intervention [46,61] (2/27, 7%), and
well-timed opportunities to commit [64,65] (2/27, 7%). Local
barriers to increasing reach among target users were identified
through consultations with implementation sites, eligible users,
and literature [52,61,64] (3/27, 11%), and recruitment activities
were later modified to avoid or overcome these barriers where
possible [63] (4/27, 15%).

Effectiveness
Strategies to improve the effectiveness of the intervention
mainly relied on insights obtained from a diverse group of
professionals in relevant fields, representatives of
implementation sites, target users, and intervention use data
(12/19, 63%). This insight was captured through stakeholder
consultations [41], steering group interviews and focus groups
with target users [36], peer review panels [41], and user
experience research [36,37,41,52,53,63] throughout the
implementation process. Several strategies adopted an
incremental approach to implementation [52,55,59] (3/19, 16%),
fostered adaptability in the intervention to adequately meet the
local needs [60] (2/19, 11%), or implemented measures to avoid
or mitigate identified barriers that could negatively impact the
effectiveness of the particular intervention [49,52] (2/19, 11%).

Adoption
Sharing and discussing details about the proposed intervention
with decision-makers was the most commonly used adoption
strategy. This involved conducting educational meetings
[45,62,64,65] (4/17, 24%) and distributing educational materials
about the intervention [45] (1/17, 6%). Engaging senior
management and others from the organization to identify
necessary adaptations for intervention to succeed in the
organization was also common. These strategies involved
organizational stakeholders early in the intervention
development process [49,64] (2/17, 12%) to adapt the
intervention to meet special organizational needs without
compromising fidelity [64] (1/17, 6%) and address other
identified barriers [39] (1/17, 6%). Some strategies also
identified staff members who could dedicate themselves to
supporting, marketing, and driving the implementation within

the organization, as this was expected to increase the likelihood
of success [46,49] (2/17, 12%). The provision of immediate
opportunities for decision-makers to confirm their commitment
to adopt the intervention was also used [45] (1/17, 6%).

Implementation
Implementation strategies focused on adapting interventions
and customizing the implementation process to implementation
settings, monitoring the consistency of delivery, and providing
various forms of support as needed. Implementers underwent
training, subscribed to a common protocol, and had their work
reviewed to help ensure fidelity. Some implementation strategies
were continuously monitored using both qualitative and
quantitative methods, including surveys, implementation
reviews, process evaluations, and other similar methods
[36-38,41,49,54,56,61,63,64] (16/61, 26%). A diverse group of
stakeholders were involved in the assessments across the
included studies. These assessments focused on measuring
effectiveness, acceptability, and engagement
[36-38,41,49,54,56,61,63,64] (16/61, 26%). Findings were
regularly applied quickly to overcome identified barriers and
improve ongoing implementation processes [36,60,63,64]
(10/61, 16%). Some support options included a reminder feature
(7/61, 11%) where users could set their own reminder
notifications [46] and be notified when their participation level
was too low [45,56,63] or when new updates became available
[43,46].

Maintenance
Maintenance strategies involved changes at the organizational
level, where accommodating work conditions [43,55] (2/8, 25%)
and support staff [58] (1/8, 13%) were sometimes arranged.
Embedding interventions within existing employee programs
was also expected to help sustain the use of the intervention
[58] (1/8, 13%). Special monitoring measures (eg,
postintervention acceptability surveys and opportunities for
monthly user feedback) were also established to provide insight
into how benefits to users could be sustained after the initiative
had officially ended [37,64] (2/8, 25%).

Barriers and Facilitators

Overview
The included publications reported 114 barriers and 131
facilitation measures (Multimedia Appendix 3), and 28 barriers
were accompanied by facilitation measures. There were no
notable differences between barriers and facilitators extracted
from publications that focused on the implementation of OeMH
interventions (108/217, 49.8%) or that reported results or noted
implications related to their implementation (109/217, 50.2%)
so these will be reported together. Examples of barriers and
facilitators organized by the relevant CFIR domains and
associated constructs are provided in the corresponding tables.
Most of the 217 identified barriers and facilitation measures
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were related to key attributes of interventions that influence
successful implementation (103/217, 47.5%), followed by the
inner setting of the organization (87/217, 40.1%), individual
characteristics of target users (25/217, 11.5%), and the outer
setting of the organization (2/217, 0.9%). The highest number
of barriers were categorized under the inner setting (54/114,
47.4%), followed by intervention characteristics (35/114,
30.7%), individual characteristics of target users (22/114,
19.3%), and the outer setting of the organization (2/114, 1.8%)
domains. The highest number of facilitators were categorized
under intervention characteristics (77/131, 58.8%), followed
by inner setting (44/131, 33.6%), individual characteristics of
target users (9/131, 6.9%), and outer setting of the organization
(1/131, 0.8%) domains.

Intervention Characteristics
Numerous barriers and facilitators were identified regarding
how the interventions were bundled, presented, and assembled
(ie, design quality and packaging) (Table 5). Participants from
several studies considered web-based platforms to be an
impersonal medium (eg, no face-to-face contact or human
interaction) [53,57,61], and some saw its use as inappropriate
for helping with sensitive topics such as mental health problems
[44]. Several usability issues (eg, poor accessibility, technical

issues, unclear navigational elements and user interface, and
overly effortful tasks) have also emerged as barriers
[40,52,53,60,61,64]. Accordingly, ensuring good usability
[8,39,40,53,57,64] and considering individual factors (eg, high
impulsivity benefits from continuous motivational components)
[39,45,57,65] in the design were also often reported as
facilitators.

The stakeholders’ perceptions of the evidence supporting the
effectiveness of the proposed occupational mental interventions
were influenced by several factors. The barriers included
between-group contamination due to limited randomization at
the individual level, unrepresentativeness of samples used for
the general workforce, use of new or adapted measures with
low reliability [55], and type 1 errors [58]. Identified facilitators
focused on the including diverse samples (eg, including
underrepresented industries and occupations) [55], collecting
comparable demographic data [55], including comprehensive
engagement measures [55], presenting interventions based on
credible information highly relevant to target employees [57],
using control conditions when evaluating effectiveness [42,58],
providing evidence from similar interventions that demonstrate
effectiveness [65], and conducting comprehensive and ongoing
process evaluations to inform implementation [51,63].

Table 5. Examples of barriers and facilitators organized under the intervention characteristics Consolidated Framework for Implementation Research
domain (N=217).

Example of identified facilitatorsExample of identified barriersRelevant associated construct—proportion of barriers
and facilitators; n (%) and brief description

Providing evidence from other programs and
interventions could be a strategy (oral presen-
tations or reading materials) to demonstrate
likely effectiveness [65]

Using newly created or adapted measures
demonstrating low reliability negatively im-
pacts the strength of findings [55]

Evidence strength and quality; 15 (6.9); stakeholders’
perceptions of the quality and validity of evidence sup-
porting the belief that the intervention will have desired
outcomes

The lack of a previous existing intervention
for well-being in the organization, except for
the intranet, which was difficult to use, so the
app resulted to be a huge advantage for em-
ployees [36]

Possible low motivation from employers and
organization in their employees return to
work as they came from small- to medium-
sized companies that had insurance for the
costs of sickness absence [54]

Relative advantage; 2 (0.9); stakeholders’ perception of
the advantage of implementing the intervention versus
an alternative solution

Possibility to use the program at their own
pace [60]

Materials presented in a modular format that
had to be completed start to finish in a single
sitting or in a set order [61]

Adaptability; 4 (1.8); the degree to which an intervention
can be adapted, tailored, refined, or reinvented to meet
local needs

Improving usability based on participant and
expert feedback [40]

Usability was affected by unclear navigation-
al elements and user interface [40]

Design quality and packaging; 80 (36.9); perceived ex-
cellence in how the intervention is bundled, presented,
and assembled

Outer Setting
Strict external policies and failure of interventions to meet
patient needs erected several barriers to the implementation of
OeMH interventions (Table 6). For example, strict legislation
and policies regarding privacy and confidentiality were
highlighted as potential reasons for the reduced adoption of

interventions based on innovative technologies [39]. Moreover,
failure to maintain employees’ confidentiality during these
programs was believed to discourage the use of interventions
for fear of being vulnerable to privacy breaches by employers
[59]. The sole facilitation measure identified for this CFIR
domain also addresses this point by urging implementers to find
ways to maintain employee confidentiality [59].
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Table 6. Examples of barriers and facilitators organized under the outer setting Consolidated Framework for Implementation Research domain (N=217).

Example of identified facilitatorsExample of identified barriersRelevant associated construct—proportion of barriers
and facilitators; n (%) and brief description

—aThe surrounding legislation and policy regu-
lation of privacy and confidentiality may
make it difficult to use innovative technology
[39]

External policy and incentives; 1 (0.5); a broad construct
that includes external strategies to spread interventions
including policy and regulations (governmental or other
central entity), external mandates, recommendations
and guidelines, pay for performance, collaboratives, and
public or benchmark reporting

Maintaining confidentiality between employ-
ee and employer [45]

Reluctancy of the potential participants in
participating for fear of demonstrating vulner-
ability [45]

Patient needs and resources; 1 (0.5); the extent to which
patient needs, as well as barriers and facilitators to meet
those needs, are accurately known and prioritized by
the organization

aNo facilitator reported.

Inner Setting
Many publications have identified the lack of resources
dedicated to implementation as a major barrier (Table 7). For
example, there is a lack of time for employees to use the
intervention [40,48,49,52,53,59,61], funds to meet additional
costs [39], unreliable systems that lead to data loss [58],
inflexible participation times [42], lack of workspaces to avoid
office distractions and private spaces [53] when completing
interventions [61], low technology (eg, computers and email)
adoption by the organization [64], little support from the app
or implementor [54], and insufficient resources for piloting [62].
Some interventions were also inadequately adjusted to
organizational processes [36,49,54,63] and insufficiently tailored
to the work situation and culture [42,48,54,58,63].
Organizational restructuring has also been identified as a barrier

to successful implementation and should be considered during
implementation planning [42,48,63].

Several facilitators have also been identified. For example, it
was recommended for employers to arrange dedicated time for
employees to participate in the intervention [59]; to allow
employees flexibility regarding the time, place, and pace when
completing the intervention [53]; to offer an option for
employees to use the intervention in a private workspace [53];
to provide recordings of any live sessions with feedback options
[42]; and to encourage employee access to or ownership of
technology (eg, smartphone) in use [50]. Intervention creators
can also support employers with recruitment [55], by obtaining
support from a dedicated organizational support group for
implementation [58], providing lower-cost intervention options
(eg, email based) [58], using reliable data storage methods [58],
and demonstrating cost-effectiveness of the proposed
intervention [64].
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Table 7. Examples of barriers and facilitators organized under the inner setting Consolidated Framework for Implementation Research domain (N=217).

Example of identified facilitatorsExample of identified barriersRelevant associated construct—proportion of barriers
and facilitators; n (%) and brief description

Changes in the organizations should be con-
sidered (in light of resulting delays and com-
munication problems) when planning inter-
vention studies [42]

Personnel shortage, turnover, and organiza-
tional restructuring hindered the use of the
strategy considerably [49]

Structural characteristics; 4 (1.8%); the social architec-
ture, age, maturity, and size of an organization

Conduct onsite testing before implementation
[42]

Restrictive internet security settings was a
barrier for accessing the intervention [42]

Networks and communications; 4 (1.8%); the nature
and quality of webs of social networks and the nature
and quality of formal and informal communications
within an organization

Embedding the intervention in a well-estab-
lished wellness program to benefit from exist-
ing infrastructure to promote the intervention;
users benefiting from incentive programs [58]

Alignment with other stakeholders was absent
and resulted in poor adherence to the recom-
mended roles and tasks [62]

Implementation climate; 17 (7.8); the absorptive capac-
ity for change, shared receptivity of involved individuals
to an intervention, and the extent to which use of that
intervention will be rewarded, supported, and expected
within their organization

—aSome stakeholders may be reluctant to imple-
ment new technology as it might threaten
their ability to keep their job [39]

Tension for change; 1 (0.5); the degree to which stake-
holders perceive the current situation as intolerable or
needing change

Alignment to relevant stakeholders is also
important and can be attained by offering
ongoing support to leaders at all organization-
al levels during an implementation [62]

It was not possible for employees to contact
their occupational physician themselves by
telephone outside their regular consultations.
This could have caused difficulty when an
employee struggled with a module in Re-
turn@Work and wanted to ask the occupation-
al physician for advice [54]

Compatibility; 21 (9.7); the degree of tangible fit be-
tween meaning and values attached to the intervention
by involved individuals; how those align with individu-
als’ own norms, values, and perceived risks and needs;
and how the intervention fits with existing workflows
and systems

—Complimentary gifts (eg, measuring tapes to
be used by users with diabetes) with logos
and information stimulate discussions and act
as reminders [64]

Organizational incentives and rewards; 2 (0.9); extrinsic
incentives such as goal-sharing awards, performance
reviews, promotions, and raises in salary and less tangi-
ble incentives such as increased stature or respect

Consult review boards and consider these is-
sues early in the data planning process [58]

Ensuring fidelity as coaches could not pro-
vide good feedback without supervision [63]

Readiness for implementation; 6 (2.8); tangible and
immediate indicators of organizational commitment to
its decision to implement an intervention

Adherence is better when managers are active
and engaged [64]

Senior management was not engaged and too
much responsibility for implementation was
given to the team members who did not prior-
itize these activities [49]

Leadership engagement; 7 (3.2); commitment, involve-
ment, and accountability of leaders and managers with
the implementation

Supporting statement from the employers
which will suggest to all employees who
participate in the study that they will have 1
hour per week over the 8-week period to
complete the program [59]

The intervention required all participants to
allocate the same time slot and competed with
other time commitments [42]

Available resources; 25 (11.5); the level of resources
dedicated for implementation and ongoing operations
including money, training, education, physical space,
and time

Email messages from the decision aid support-
ed the occupational physicians when guiding
employees. The email gave them sufficient
information and the layout was visually attrac-
tive [54]

Access to knowledge and information; 2 (0.9); ease of
access to digestible information and knowledge about
the intervention and how to incorporate it into work
tasks

aNo facilitator reported.

Characteristics of Individuals
Barriers were related to either the employer or the individual
(Table 8). Employer-related barriers included the perception of
low organizational commitment to addressing issues targeted
by the proposed intervention [49], perceived stigma associated
with intervention adoption [57], and a lack of privacy (eg,
sharing information disclosed within the intervention with
employers) [60]. Individual-related barriers included a general
lack of motivation and interest in using the intervention [40,53],
no opportunities to interact with others during the intervention

[57], poor consistency in using the intervention as directed [60],
poor digital skills [8,41,48,49], difficulty relating to content
[60], low work ability [47], and reduction in engagement and
adoption due to symptoms associated with medical conditions
[52,53]. Proposed facilitators include willingness to seek mental
health support [50], prior experience using an eHealth
intervention and interventions that are freely accessible [47],
low technical skill requirement (eg, no authentication) [41], and
content that is available in multiple media formats (eg, printed
versions) [41,57].
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Table 8. Examples of barriers and facilitators organized under the characteristics of individuals Consolidated Framework for Implementation Research
domain (N=217).

Example of identified facilitatorsExample of identified barriersRelevant associated construct—proportion of barriers
and facilitators; n (%) and brief description

Maintaining confidentiality between employ-
ee and employer [59]

Skepticism toward the independence of the
project from the organization [36]

Knowledge and beliefs about the intervention; 7 (3.2);
individuals’ attitudes toward and the value placed on
the intervention as well as familiarity with facts, truths,
and principles related to the intervention

The package developed in a free-to-access
and simple format that does not require log-
ging in to a system or any specific technical
expertise [41]

Lack of computer skills in team members
[49]

Self-efficacy; 12 (5.5); individual belief in their own
capabilities to execute courses of action to achieve im-
plementation goals

Willingness to seek professional mental
health services [50]

Barriers reported by participants at high risk
for a major depressive episode included per-
ceived stigma, lack of interaction with others
that is characteristic of eMental health, lack
of time, and lack of knowledge [57]

Other personal attributes; 6 (2.8); a broad construct to
include other personal traits such as tolerance of ambi-
guity, intellectual ability, motivation, values, compe-
tence, capacity, and learning style

Summary of Facilitation Measures
The identified facilitation measures were further synthesized
and organized by the associated CFIR construct (Table 9).
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Table 9. Summary of potential facilitation measures organized by associated Consolidated Framework for Implementation Research (CFIR) construct.

Facilitation measureAssociated CFIR construct

Strategies must provide evidence of effectiveness regarding the proposed or similar interventions in similar
contexts featuring a representative sample of employees and a control group, where feasible, using valid and
reliable measures.

Evidence strength and quality

Strategies must be perceived to provide an advantage over the implementation of an alternative or no solution.Relative advantage

Strategies must allow flexibility on intervention completion times, the pace of progression, access options,
and the format of provided materials.

Adaptability

Strategies must ensure that the design of the intervention is based on an explicit understanding of users, their
tasks, and environments and provides guidance (eg, reminders, knowledge base, progress tracking, and feed-
back); considers opportunities to integrate intervention features with organizational processes; creates person-
alized, informative, and nonstigmatizing content that encourages user participation; provides user adaptable
content and tasks (ie, increased user control); allows access via additional modalities (eg, ability to print content)
and formats (eg, video and audio); includes formative and summative usability testing and accessibility eval-
uations; highlights a strict approach to privacy and data security; and considers a multichannel recruitment
strategy.

Design quality and packaging

Strategies must identify and comply with applicable privacy legislation and policy regulations.External policy and incentives

Strategies must consider the capacity of stakeholders to complete assigned tasks and account for turnover and
other restructuring activities.

Structural characteristics

Strategies must involve all stakeholders, include onsite testing of required technology, and establish clear
communication procedures at the planning stage.

Networks and communications

Strategies must be cohesive and compatible with the organization’s culture (eg, high turnover and highly active
working environment), ensure that interventions can be used in distraction-free environments (ie, free from
excessive noise), account for prior negative experiences with similar interventions, secure support from senior
management for strategy implementation, and leverage existing programs by embedding interventions into
them.

Implementation climate

Strategies must consider the impact of implementation on-the-job security of stakeholders and how that affects
their perception of proposed changes.

Tension for change

Strategies must adequately reflect the implementation needs of the organization and its existing processes and
policies; be aligned with stakeholders at different organizational levels; provide adequate separation between
work and working with the intervention; and avoid stigmatization, especially of employees with mental health
conditions.

Compatibility

Strategies should offer incentives for using the intervention and consider incorporating gamification components
to offer these incentives.

Organizational incentives and rewards

Strategies must ensure that stakeholders are involved in strategy development, aware of the strategy and their
role in it, equipped with the necessary tools and access, and adequately trained to implement the strategy.

Readiness for implementation

Strategies must secure support from all stakeholders, especially an active and engaged senior management
who strongly sanctions and advocates for the intervention.

Leadership engagement

Strategies must provide organizational support for implementation, intervention support for users, dedicated
time and private spaces for completing interventions in the workplace, less time-intensive interventions, alter-
native options to live-participation activities (eg, live webinar recording), low-cost technology-based options
(eg, email) for interventions, reliable cloud data storage, access from varying device types, and implementation
cost estimates with demonstrated cost-effectiveness.

Available resources

Strategies must provide information that sets realistic expectations about the intervention and how to implement
it.

Access to knowledge and information

Strategies must clearly articulate the role of the organization in the development of the intervention and address
privacy and stigmatization concerns associated with using mental health interventions.

Knowledge and beliefs about the in-
tervention

Strategies must accommodate users whose performance is affected by symptoms (eg, lack of motivation) as-
sociated with their health conditions (eg, depression) and a lack of confidence using technology.

Self-efficacy

Strategies must consider users’ perception of and level of commitment to the organization.Individual identification with organi-
zation

Strategies must address a lack of motivation (eg, due to symptoms associated with health conditions) to adopt
and consistently use interventions and to seek help.

Other personal attributes

J Med Internet Res 2022 | vol. 24 | iss. 6 |e34479 | p.23https://www.jmir.org/2022/6/e34479
(page number not for citation purposes)

Bernard et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Discussion

Principal Findings and Comparison With Prior Work
The 31 included publications revealed 98 implementation
strategies used when implementing OeMH interventions, 114
barriers, and 131 facilitators. The findings support observations
[12,13] that the reporting of implementation strategies used for
eHealth interventions is largely incomplete, nonsystematic, and
unstructured. Nonetheless, the findings provide valuable insights
into what is known and where knowledge gaps lie in the area.

Implementation Strategies
The OeMH knowledge base does not provide definitive answers
regarding the implementation strategies to adopt and when and
how it is most effective and efficient to adopt them. For
example, the efficacy and cost-effectiveness of using innovative
methods such as web-based targeted advertising compared with
traditional methods (eg, posters) to increase reach is unclear
[66,67], despite the former’s success in being more
time-efficient [67] and effective at recruiting hard-to-reach
populations [67,68]. Those responsible for implementation must
use their judgment about which of the provided strategies would
be most appropriate for their circumstances. These findings
support the notion that the implementation of eHealth
technology (eg, eMental health [eMH] interventions) is often
narrowly seen as a postdevelopment activity rather than being
a crucial part of the development process [69]. Nonetheless,
this could be partly a consequence of many included studies
not specifically or comprehensively investigating
implementation and therefore not reporting other details
regarding implementation. Alternatively, publication restrictions
[70] (eg, strict word limits) and the multidisciplinary nature of
digital health research [71] may prioritize other study
information over details regarding implementation when
reporting on digital health interventions.

Barriers and Facilitators
Similar to findings related to medical devices [72], the findings
here also suggest that usability [73] appears to be the main
design consideration in the evaluation of OeMH interventions,
with little consideration given to other critical elements of the
user experience. Findings regarding the CFIR inner setting
domain highlight the need for researchers to articulate potential
facilitators, including those that may have failed in one
implementation context, as they might work in other contexts.
Existing research [74,75] addresses many of the barriers (eg,
associated with symptoms associated with mental health
problems and limited digital literacy skills) categorized under
the CFIR characteristics of individual domains and could
provide an easy opportunity to improve implementation if given
more consideration during the planning phase. Factors external
to the organization (eg, external policies, partners, and
competition) are known to greatly hinder or support the
successful implementation of technology [76-78] but have been
largely undocumented or overlooked by the included
publications.

Recency of Work and Coverage of Technologies
Similar to recent eMH reviews focusing on college students
[79] and user engagement [80], this review also reported an
increase since 2015 in eMH intervention studies meeting broad
inclusion criteria. Recent reviews [79,80] also found that the
eMH interventions described in the included studies were
primarily web-based despite the added benefits of mobile apps
that are coded for a specific mobile operating system such as
iOS and Android (eg, faster, functionality-rich, and offline
access) [81]. This is perhaps because web-based interventions
likely cost less to develop and could be accessed via more
devices if they were developed in a responsive way [81].
Emerging technologies, including AI, were considered in our
search strategy, but were not used by the OeMH interventions
described in the included studies. Nonetheless, this knowledge
area is expected to increasingly feature the use of emerging
technologies in the near future as the focus extends beyond
nascent explorations of their applications for mental health and
investigates the optimization of their implementation as well
[82].

Implications and Recommendations for Practice and
Future Research
Based on the findings of the scoping review, four practical
recommendations could be considered to avoid and mitigate
the identified barriers and improve the implementation of OeMH
interventions:

1. Strategies must demonstrate a relative advantage over
alternative solutions and promote flexibility in the delivery
of interventions based on an explicit understanding of users,
their tasks, and environments.

2. Strategies must promote the active engagement of
organizational leadership, assess organizational readiness,
and ensure compatibility with the organization’s
technological infrastructure and culture, in addition to
providing desirable incentives and the necessary resources
(eg, time and information about the intervention) for users
to use the intervention as directed.

3. Strategies must ensure transparency regarding the
intervention and implications of use and help users build
confidence in their ability to benefit from the intervention.

4. Strategies must identify and ensure that interventions
comply with applicable privacy legislation and policy
regulations.

Future IR should continue with the broad aim of understanding
what, why, and how OeMH interventions work under real-world
conditions, and how to improve their implementation. The
findings do not support the prioritization of any one aim over
others. However, findings show that IR principles [83] such as
the importance of context (eg, industry, size, and policies) and
the people using the research need more attention for OeMH
interventions. For example, surprisingly few findings were
relevant to CFIR contextual domains (eg, outer setting), which
speak to governmental regulations similar to COVID-19–related
policies that have a strong influence on working arrangements.
In addition, the general lack of detailed, systematic, and
standardized reporting on proposed digital health interventions
(eg, CONSORT-EHEALTH [Consolidated Standards of
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Reporting Trials of Electronic and Mobile Health Applications
and Online Telehealth]—Expanded CONSORT figure)
[32,84-86] and the implementation strategies used to achieve
these outcomes (eg, Standards for Reporting Implementation
Studies) [19,70] need to be remedied for IR to be properly used
in this area. Reporting could benefit from subscribing to
technology-centric frameworks (eg, the mobile health evidence
reporting and assessment checklist [71] and the integrated
technology implementation model [76-78]) that are more
comprehensive in capturing key technology implementation
factors (eg, accreditation, regulation, technology vendors,
individual adoption factors, and interfacing systems). This
should allow future studies to replicate and develop theories
based on assessments of the implementation strategies used. In
addition, any encountered or anticipated barriers and
corresponding remedies that might be useful in avoiding these
barriers or reducing their negative impact on implementation
should also be reported. The development of an OeMH
implementation checklist that includes comprehensive reporting
guidelines and other prompts to ensure consistency and
completeness when implementing these interventions would be
beneficial. Future IR should also focus on investigating a wider
range of common implementation outcomes (eg,
cost-effectiveness and sustainability) [87] facilitated by
implementation strategies for OeMH interventions that also
target more common mental health problems in the workplace
(eg, anxiety, substance use, and addiction). Issues regarding
lack of digital access and digital inequity are an ongoing
challenge [88], although not prominently featured in the results,
and should be considered to avoid OeMH interventions
contributing to any disparities. This study should also investigate
how implementation strategies for OeMH interventions could
benefit from emerging technologies. For instance, AI can use
usage data to complement existing methods to better identify
people who are at a high risk of mental health problems, support
health decision-making, and offer resources that meet users’
individual health needs [89]. This could have a profound positive
impact on implementation through improvements in the
effectiveness and maintenance of interventions.

Limitations
Search results were limited to publications in English, and a
publication date restriction was imposed from 2010 onwards;
however, given the broad search strategy, it is not anticipated
that many, if any, potentially eligible publications were missed
as a result. The term eMental was coined in 2002 [90], merely
8 years before this review’s year restriction, and a recent review
of 50 publications about OeMH interventions [6] included 11
publications that were published before 2010 and none were
eligible for inclusion in this study. In addition, despite our
exhaustive search strategy, 6 publications from 2010 to 2015
compared with 25 from the subsequent 5-year period were
eventually included. Incomplete reporting also made it
challenging to detail strategies (eg, their effectiveness), barriers,
facilitators, and contextual data (eg, industry, organizational
size, and employee level) from the included publications and
to synthesize these data later. Nonetheless, all researchers
involved in data extraction completed the training specifically
for this review, followed the same thorough approach, and the

extracted data were reviewed at least once by a second
researcher. Interrater reliability was not calculated, and reasons
for disagreement in screening decisions were not reported, which
might have affected the reproducibility of this study [91].
However, this does not compromise the consistency and
accuracy of the screening. Moreover, two 2-hour workshops
were conducted with training sessions, and reconciliation
meetings were consequently held when there were
inconsistencies in screening decisions.

Although multiple implementation strategies can legitimately
contribute to multiple RE-AIM domains, adopting a framework
with more specificity could potentially be useful for the
identification of more targeted strategies. Common
implementation models (eg, RE-AIM and CFIR) predate the
current development of eHealth, and concerns about their
inability to fully capture the complexities of eHealth
implementation have been raised [69] and persist [92] despite
some recent updates [32,86] and clarifications [33]. Nonetheless,
these generic frameworks are useful for guiding data extraction
and as tools for making valuable comparisons with other types
of interventions. Similar to other scoping reviews, this review
reports on the nature and features of the literature on the topic
of focus and does not attempt to present a view regarding the
appropriateness of the used methods and the strength or quality
of evidence. Similarly, the provision of more detailed
recommendations would have been premature and potentially
misleading, as this was unsupported by the data collected.
Further research is needed to determine valid facilitators and
how they should be used in the process of OeMH development
and delivery on a case-by-case basis while considering
contextual factors such as industry, organizational size,
employee level, and internal and external policies. Nevertheless,
these recommendations could still be particularly relevant for
OeMH interventions in comparison with similar interventions
in different contexts. Consequently, readers should be mindful
that the review cannot determine whether the included studies
provide robust or generalizable findings.

Conclusions
This scoping review represents one of the first steps in a research
agenda aimed at improving the implementation of OeMH
interventions by systematically selecting, shaping, evaluating,
and reporting implementation strategies. It has identified 98
implementation strategies, 114 barriers, and 131 facilitation
measures related to the implementation of these interventions.
A synthesis of these findings offers 19 recommendations that
provide initial guidance on how to improve the implementation
of OeMH interventions. This scoping review also highlighted
the need to combine common implementation models (eg,
RE-AIM and CFIR) with more technology-centric frameworks
(eg, integrated technology implementation model and the mobile
health evidence reporting and assessment checklist) to fully
capture the complexities of eHealth implementation. Despite
yielding less detailed insight than hoped, owing to incomplete
reporting and the adoption of incomprehensive frameworks by
the included publications, this scoping review’s findings can
still be critically leveraged by discerning decision-makers to
improve the reach, effectiveness, adoption, implementation,
and maintenance of OeMH interventions.
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Abstract

Background: Despite health behavioral change interventions targeting modifiable lifestyle factors underlying chronic diseases,
dropouts and nonadherence of individuals have remained high. The rapid development of machine learning (ML) in recent years,
alongside its ability to provide readily available personalized experience for users, holds much potential for success in health
promotion and behavioral change interventions.

Objective: The aim of this paper is to provide an overview of the existing research on ML applications and harness their potential
in health promotion and behavioral change interventions.

Methods: A scoping review was conducted based on the 5-stage framework by Arksey and O’Malley and the PRISMA-ScR
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses for Scoping Reviews) guidelines. A total of 9 databases
(the Cochrane Library, CINAHL, Embase, Ovid, ProQuest, PsycInfo, PubMed, Scopus, and Web of Science) were searched from
inception to February 2021, without limits on the dates and types of publications. Studies were included in the review if they had
incorporated ML in any health promotion or behavioral change interventions, had studied at least one group of participants, and
had been published in English. Publication-related information (author, year, aim, and findings), area of health promotion, user
data analyzed, type of ML used, challenges encountered, and future research were extracted from each study.

Results: A total of 29 articles were included in this review. Three themes were generated, which are as follows: (1) enablers,
which is the adoption of information technology for optimizing systemic operation; (2) challenges, which comprises the various
hurdles and limitations presented in the articles; and (3) future directions, which explores prospective strategies in health promotion
through ML.

Conclusions: The challenges pertained to not only the time- and resource-consuming nature of ML-based applications, but also
the burden on users for data input and the degree of personalization. Future works may consider designs that correspondingly
mitigate these challenges in areas that receive limited attention, such as smoking and mental health.

(J Med Internet Res 2022;24(6):e35831)   doi:10.2196/35831
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Introduction

Chronic diseases account substantially for morbidity [1] and
mortality [2] worldwide. The occurrence of such diseases can
be attributed to behavioral risk factors such as smoking, poor
nutrition, alcohol consumption, and the lack of physical activity
[3]. Despite the implementation of numerous lifestyle-based
health behavioral interventions targeting modifiable risk factors
such as obesity, stress management, and sedentary habits,
dropouts and nonadherence of individuals to such
recommendations have remained high [4]. Given the complex
interplay [5] of factors such as financial and psychosocial, as
well as vagueness of recommendations [6,7], it is challenging
for one to understand the reasons underlying nonadherence. Of
these factors, the psychosocial ones affecting adherence are
manifold, where the difficulty is in changing lifestyles, attitudes,
and beliefs of the individual coupled with feelings of guilt.
Moreover, the feelings of hopelessness and isolation expressed
by the individual further worsen by the lack of resources (eg,
lack of support, food, time for behavioral changes, and
treatment-related information). Against this background, it is
evident that individuals face unique obstacles to their adherence
to behavioral changes. To address such obstacles, behavioral
change interventions need to be both multifaceted and
personalized [6].

Machine learning (ML) techniques such as artificial intelligence
(AI) and natural language processing over the past decade have
resulted in advancements in learning algorithms, increased
availability of online data, and low developmental costs [8].
The field of ML builds upon advanced statistical, computational,
and probabilistic techniques to construct systems that
automatically learn from data sets and require limited (ie,
supervised) or no (ie, unsupervised) human input to yield
accurate predictions and insights [9]. ML has been incorporated
in various health processes such as detecting and diagnosing
conditions [10], assessing and monitoring population health
[11], providing prognoses and predicting treatment outcomes
[12], and improving health research and clinical administration
[13].

Alongside advances in mobile and wearable sensor technologies,
AI monitoring systems, and telecare services [14], ML has
gained popularity given its ability to analyze information from
vast and complex data sets to provide readily available
personalized experiences for users [8]. This ability to deliver
tailored interventions may address the said problem of
nonadherence [6], offering promising potential in health
promotion and behavioral change interventions. Considering
the rapid advances in ML over the last decade, this review aims
to provide an overview of the existing research on machine
learning applications and harness its potential in health
promotion and behavioral change interventions.

Methods

Overview
Given the relative novelty of this area of research, a scoping
review was undertaken to provide an overview of the literature.
This review adopted the 5-stage framework by Arksey and

O’Malley [15] and reported according to the PRISMA-ScR
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses for Scoping Reviews) guidelines [16], which is
as follows: (1) identifying the research question; (2) identifying
relevant studies; (3) selecting the studies; (4) charting the data;
and (5) collating, summarizing, and reporting the results. As a
scoping review aims to map the extent and nature of studies in
the literature rather assessing their quality [15], the team did
not perform a formal quality appraisal on the studies thus
included.

Identifying the Research Question
The main research question formulated to guide this review was
as follows: “How have machine learning technologies been used
as a strategy for health promotion and behavioral change
interventions?”

Identifying Suitable Studies
A search strategy was formulated to identify studies on ML
techniques to promote behavioral changes and physical or
mental health. A total of 9 databases were searched from
inception to February 2021, aimed at encompassing not only
multiple disciplines (Scopus and Web of Science), but also
specific disciplines, including biomedical (the Cochrane Library,
Embase, PubMed, Ovid, and ProQuest), nursing and allied
health (CINAHL), and psychology (PsycInfo). To maximize
the number of articles generated, no limits were applied to the
dates and types of publications in order to maintain a
comprehensive and updated search [17]. Relevant keywords
and Medical Subject Headings (MeSH) terms were used,
including “Learning, Machine,” “Behavior Control,”
“Healthcare,” and “Mental Health” (Multimedia Appendix 1).
Where appropriate, the keywords were truncated, and Boolean
terms were added to maximize the retrieval of all relevant
articles. End references of the studies were also hand searched
for relevant articles [18].

Selecting the Studies
Primary studies (including user preliminary testing or
preliminary studies) were eligible for title and abstract screening
if they had incorporated ML in promoting health or behavioral
changes and were published in English (since the team lacked
access to interpreters). Since this review aimed to examine
real-life implications and experiences of incorporating ML
techniques in health applications, articles were included only
if they had studied at least a group of participants. Accordingly,
those with no such reported results such as conference abstracts,
proposals, and newspaper columns were excluded. Additionally,
articles were excluded if they had examined other areas of
health, such as the detection or diagnosis of conditions,
population-health monitoring, prognosis and prediction of
treatment outcomes, and research and clinical administration.
Lastly, as ML techniques might overlap with statistical
approaches [19], the 3 reviewers exercised discretion in
determining those articles that had deployed ML techniques for
inclusion.

All records retrieved from database searches were uploaded
onto EndNote X9 (Clarivate Analytics), followed by the
electronic removal of duplicates. During the screening of titles
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and abstracts, the remaining articles were independently
reviewed by 2 reviewers (JOY and BC). Articles not meeting
the eligibility criteria were removed, while those deemed
suitable by at least one reviewer were downloaded for further
examination. The opinion of a third reviewer (YSG) was sought,
and disagreements between the reviewers were consensually
resolved.

Charting the Data
For each study, data extraction was conducted by one reviewer
(JOY) and independently verified by a second (YSG). The
following information was tabulated: author, year of publication,
aim, main findings, area of health promotion, user data analyzed,
type of ML used, challenges encountered, and future research.

Such information served to inform the subsequent formation of
themes in this review.

Results

Article Selection
The literature search concluded in February 2021 and yielded
2673 search results. The removal of 1035 duplicates was
followed by the screening of the titles and abstracts, during
which another 1481 articles were removed. Of the remaining
157 articles included in full-text screening, 128 (82%) were
removed with reasons such as duplicated articles, not using ML
as main components, or not focusing on health behavioral
change, leaving 29 (18.4%) for inclusion in this review (Figure
1).

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram [16].
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Characteristics of the Articles
The included articles were published between 2001 and 2020.
The domains of health promotion presented in the articles were
diverse, which are as follows: physical activity (9/29, 31%);
smoking cessation (4/29, 14%); physical activity and dietary
habits (4/29, 14%); stress detection or management (2/29, 7%);
weight management (2/29, 7%); physical activity and
sun-protection behavior (1/29, 3%); general self-health
management (1/29, 3%); self-management for mental health
(1/29, 3%); self-health management for hypertension (1/29,
3%); self-health management for sickle cell disease (1/29, 3%);
help-seeking behavior for heart attack (1/29, 3%); diabetes
prevention (1/29, 3%); and mindfulness meditation (1/29, 3%;
Multimedia Appendix 2). Three themes emerged from the
findings, which are as follows: (1) enablers, which it is the
adoption of information technology for optimizing systemic
operation; (2) challenges, which are the discussion of various
hurdles and limitations presented in the articles; and (3) future
directions, which explore prospective strategies in health
promotion through ML.

Themes

Theme 1: Enablers
Two key areas—the type of ML or AI technology used and data
analyzed—have been identified as crucial to the implementation
of the applications. Several studies used supervised ML
techniques and algorithms in their designs [20-23]; in these
studies, labelled data sets such as support vector machines [20],
Markov logic network models [21], Naïve Bayes classifiers
[23], and decision tree algorithms [22] were used to train
algorithms for the purpose of classification or prediction. One
study used unsupervised ML algorithms such as the Euclidean
distance similarity algorithm [24], which identified hidden
patterns in unlabeled data sets to recommend a best-fit message
for users. Another study employed the multiarmed bandit model
[25], a type of reinforcement ML technique that maximized
cumulative reward to help users reach their behavioral goals.
However, most studies either have not specified the type of ML
or have stated only the use of rule-based algorithms [26-39].

Among these studies, several incorporated AI virtual agents
such as embodied conversational agents or relational agents
[22,31,34,38,40], while others incorporated chatbots in their
designs [28,39,41,42]. The deployment of virtual agents allowed
feedback and data output from ML algorithms to be presented
to users and was typically designed to mimic human-like
appearances or facial expressions. The data analyzed in the 29
studies included self-reports [20,24,26,29,32-37,39,43-48], GPS
or wearable sensor data [20,23,25,29,31,36,39,45,46],
application-generated data such as conversations with chatbots
or  use r s ’ in te rac t ions  in  app l ica t ions
[21-24,27-29,31,34,35,38-42,45,46], and clinical data and health
records [21,49].

Theme 2: Challenges
Two subthemes were generated to cluster the different
challenges identified from the studies, which are (1) application-
or ML-related challenges and (2) methodological challenges
from current studies. Additionally, 4/29 (14%) studies

[24,28,31,37] have not discussed any challenges and were thus
excluded from this theme.

Application- or ML-Related challenges

Many studies have ascertained difficulties specific to their
application or ML models. One such challenge was related to
usability. In some studies, usability has been considered
beforehand and thus would usually not complicate subsequent
testing [28,44,45]. However, in 1/29 (3%) study targeting
physical activity [29], problems with usability were noted
because of space constraints in the participants’ homes and the
need to switch between various digital systems in their homes.
As the study involved older adults who might have had
difficulties navigating complicated digital devices, the system’s
usability warranted improvement.

Another challenge concerned the degree of personalization in
health-behavior applications, as underlined in 4/29 (14%) studies
[25,27,45,47]. A lack of personalization resulted in
application-generated suggestions that were not tailored to the
user [25]; it also resulted in the repetition of questions [27]. In
addition, overpersonalization, intruding into the individual’s
personal life, might breach confidentiality and privacy [45]. A
similar challenge was the degree of automation in the
applications, as highlighted by Block et al [49] and Traficante
[47]. While the pilot test of their intervention demonstrated
success in reducing diabetes-related factors, they suggested the
caveat that the addition of human support might be more
beneficial for specific users. Thus, the degrees of personalization
and of automation in these health-behavior applications warrant
prudent consideration of the balance between maximizing user
benefits and minimizing drawbacks.

The accuracy of self-reported outcome measurements
represented another hurdle, as reflected in 6/29 (21%) studies
[34,35,39,43,44,48]. While some adopted a mixture of objective
and self-reported outcomes [35,39,44], others collected only
self-reported ones [34,43,48]. Such outcomes typically attempted
to characterize health behaviors that were difficult to quantify,
such as physical activity and dietary intake, for which the
accuracy might thus be of concern. Furthermore, 1/29 (3%)
study [20] reported the obtrusiveness of body sensors as a
downside for its objective outcome measurements; to address
this, the authors reduced the number of such sensors and
monitored only the participants’ computer- and posture-based
behavioral patterns.

Challenges also arose from specific components of the system,
such as robot-programming [27], training ML models used in
the applications [40,42], and tracking users’ lifestyles [32,36].
In robot-programming, the principal difficulty lay in ensuring
human-like attributes in various robotic modules [27]. Such
aspects included speech (intonation and speed), appearance
(breathing, fidgeting, eye color, and face tracking), and fluency
of interactions with users (comprehension of speech) [27].
Additionally, certain human aspects such as summarizing and
reflecting upon the subjects’ meanings could not be replicated
by the robot [27].

In training ML models used in the applications, the principal
difficulty lay in the need for substantial input, as identified in

J Med Internet Res 2022 | vol. 24 | iss. 6 |e35831 | p.35https://www.jmir.org/2022/6/e35831
(page number not for citation purposes)

Goh et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


2/29 (7%) studies [40,42]. In both studies, their natural language
models enabled chatbots or virtual coaches to comprehend users’
utterances and to respond appropriately. Given the prerequisite
of considerable training for conversational fluency, users might
be frustrated with the inability of the models to understand them
[40]. To mitigate this, multiple-choice–based options, which
were more effective than free-form natural language input, were
added [40].

Lastly, in tracking users’ lifestyles, the principal difficulty lies
in the inconvenience for the users, as highlighted in 2/29 (7%)
studies [32,36]. The use of ecological momentary assessment
with repeated logging to obtain the users’ data (eg, physical
activity and dietary intake), was found to be both
time-consuming and inconvenient [32]. Thus, Maimone et al
[32] connected their tracking system to wearable devices with
sensors and external functions (eg, weather forecasting and
maps of bus stops). This not only minimized the burden on the
users, but also added contextualized details to their input.
Rahmani et al [36] took a step further by creating a personal
chronicle (“Personicle”) of the users’daily activities, integrating
data from multiple streams such as sensor data, smartphone
apps (eg, calendar, to-do lists, and social media), and ambient
sounds.

Methodological Challenges From Current Studies

Apart from application- or ML-related challenges,
methodological ones were also encountered. Of the 25 reviewed
studies, 15 (60%) [21-23,29,33,35,38,39,41,43-48] cited
challenges such as restricted generalizability due to small sample
sizes, limited data collection, inadequate demographic
representation, and the choice of a laboratory setting (ie, lack
of ecological validity). Others included short testing periods
[22,25,34,49] and limited outcomes due to the use of unrefined
prototypes or algorithms [26,35,41,45,46]. These challenges
were unsurprising since many of the included works were pilot,
feasibility, or usability studies. Developers were often faced
with limited resources, resulting in small-scale investigations
with prototypes either of low fidelity or pending refinement. In
such studies, late-stage participants tended to have better
experiences since the cumulative addition of user data would
enable both ongoing adjustments by the developers and
continuous systemic improvements by the ML algorithms [41].

Additionally, difficulties were observed in ensuring the quality
of collected data [20,39], in evaluative comparisons due to the
lack of a control group [39,43,44,48], and in determining
causality [39]. In ensuring data quality, the main difficulty
pertained to errors in data input such as sensor failures or
transmission faults [20] and in data entry by users [39]. For
example, in the study by Stein and Brooks [39], data of physical
activity collected through sensors could be altered by the users
while data of dietary intake were manually entered into the app
by them. Such data collection might have compromised the data
quality when incomplete or inaccurate input occurred due to
the users’ oversight. Lastly, the difficulty in determining
causality has been reported by Stein and Brooks [39] due to the
potential presence of confounding factors such as the subjects’
simultaneous engagement in other weight-loss interventions.

Theme 3: Future Directions
This review has provided valuable insights into ML-related
research, including improvements on how ML-based
technologies were being proposed for future health-promotion
applications. The majority of the studies
[20-22,24-29,31-34,36-49] have suggested the effectiveness of
ML in health promotion and behavioral changes. However,
some studies were unable to provide any statistical differences
in their outcomes when comparing ML-based and typical
applications [23,35]. Therefore, to address some of the said
challenges and, accordingly, to present areas for development
for future works, the following two subthemes were generated:
(1) future studies and (2) future application of ML. Two studies
[24,28] have not provided suggestions for any future research,
which resulted in their exclusion from this theme.

Future Studies

This subtheme examines two areas that may be
addressed—methodological designs and potential areas of
research—to inform future studies on ML. In terms of
methodological designs, many studies have underscored the
need for longitudinal investigations to allow for more data
collection for ML models and to determine whether the
intervention-induced behavioral changes are sustained over
prolonged periods [20,25,30,33,44,49]. This is especially true
in order to rule out the novelty effect of using ML as an
intervention for health behavioral change. Furthermore,
additional buffer time was recommended for participants to
accustom themselves to the app before the study [27].
Additionally, potential confounding variables should be
accounted for by screening participants beforehand [39] and by
broadening demographic representation, especially for age,
ethnicity, and socioeconomic status [26,27,33,38,39,41,48,49].
Lastly, all stakeholders’ perspectives should be considered to
holistically appraise the acceptability and usability of the
application [41,47].

In terms of potential areas of research, suggestions for future
studies are numerous. Studies could consider examining the
effects of various measures, such as the following: notification
content and purpose on users’ receptivity and response rates
[23]; complex graphics such as games and chatbots in users’
engagement during behavioral changes [46]; and the use of
digital services as active participants in users’ interactions [46].
Furthermore, research may be undertaken for tailoring variables
to address smokers in the precontemplation stage [37], for
comparing a simultaneous intervening mode with a sequential
mode for physical activity and fat-intake interventions [43], for
examining impacts of the emotivity of virtual agents [22], and
for adding the element of user control to ML-generated
suggestions [25]. Lastly, studies could also consider testing
their app on other health behaviors [21,23,26,42].

Future Application of ML

Apart from addressing the identified challenges, several
opportunities for future works have been highlighted for further
developing and refining ML in health promotion and behavioral
changes. Firstly, given the challenges of users’ inconvenience
and human- and sensor-related errors [20,34,35,39,43,44,48],
effective data-input modalities that require minimal users’effort
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and encourage continuous engagement warrant greater attention
[32]. Future works may accordingly consider developing
systems that detect sensor failures [20] and those that account
for erroneous self-reported measures [34]. Secondly, validated
outcome measures and surveys have been found to exhibit low
sensitivity in detecting subtle day-to-day behavioral changes,
as exemplified by the short-term interventions in one study [34].
Future works may accordingly consider further examining the
effectiveness of these interventions. Thirdly, ML-based
applications offer the potential to be integrated into health care
delivery systems [21]. However, care must be taken to ensure
the reliability and safety of the information thus provided to
users [21]. Lastly, Kulyk et al [31] have emphasized the need
for guidelines and standardization for evaluating health
technologies. They suggested multidisciplinary approaches and
independent evaluators to examine the effects of interventions
at all developmental stages of the app, not only to encourage
continued engagement and motivation, but also to meet the
target users’ needs.

Discussion

Principal Findings
This review has provided an insightful overview of the use of
ML technologies in health promotion and behavioral changes,
alongside a discussion of the challenges and potential
opportunities for future works. Barring 4 studies [22,37,43,47],
most others have been conducted over the past decade,
indicating a recent growing interest in this topic. Additionally,
the majority of the interventions in this review involved physical
activity, whereas those specific to certain illness or those
targeting smoking or mental health were relatively scarce.
Hence, such interventions involving physical activity may be
of interest for future works.

One noteworthy finding across the reviewed studies was the
amount of time required to develop their ML-based applications.
Some of the studies [20-25] specified the methods employed,
including supervised ML, unsupervised ML, and reinforcement
ML techniques. These differed in their use of supervised
(labelled) data sets, which needed additional human intervention,
and unsupervised (unlabeled) data sets. Unsupervised ML,
coupled with the incorporation of virtual agents, embodied
conversational agents, and human-like robots, required
substantial time and resources to program natural language
processing and to train the ML models [27,40,42]. Given the
need for such length of time, the methodological implication
was that most of the reviewed studies involved prototype
research and pilot studies.

Furthermore, the complexity and comprehensiveness of
ML-based applications grew with increasing amounts of data
fed to their algorithms. The practical implication was that the
experience differed between early-stage participants (who might
experience a more rudimentary system) and their late-stage
counterparts (who experienced a more refined one) [41]. These
findings indicated that, to appraise the impacts of such
ML-based applications more prudently and confidently, more
studies examining them in a later, more mature, developmental
stage would be warranted. Accordingly, developers might

consider structured data input such as multiple-choice–based
options [40] to aid the ML systems during the training of the
application to refine and improve the accuracy of the feedback.
These unique aspects of ML-based applications would deserve
consideration in future studies incorporating ML techniques in
their designs.

Another notable finding concerned hurdles in the design of the
studies that might compromise their results, namely the lack of
control groups [39,43,44,48], limited periods or samples for
data collection [21-23,29,33,35,38,39,41,43-48], and potential
confounders such as participation in other similar interventions
[39]. To improve study designs and minimize the risk of
confounders, the deployment of a waiting list control group and
the disclosure of participation in other similar interventions
should be instituted as part of the study methodology.
Additionally, for short-term pilot and prototype studies with
limited data collection, follow-up longitudinal studies might
provide not only more data that would benefit the training of
the ML system, but also insights into potential lasting effects
of the intervention. Lastly, against such a background of these
hurdles, health technologies would benefit from a set of
guidelines and standardization, as advocated by Kulyk et al
[31], for constant evaluation at all developmental stages to
maximize the users’potential to meet the target health behaviors.

Two other aspects merited discussion, which are as follows: (1)
the burden on users to provide accurate data for tracking their
lifestyles through self-reporting and the use of sensors; and (2)
the challenges surrounding personalization. Although systems
detecting sensor failures [20] and erroneous self-reported
measures [34] might enhance the accuracy of behavioral
measurement outcomes, further work in this area of research
would be needed, especially with the increase in sensor usage
in recent years [50]. Moreover, methods to reduce sensor failures
through hardware enhancements could improve the quality of
data. Additionally, both under- and overpersonalization would
lead to overly generic feedback for users and breaches of
privacy; this aspect thus warranted developers’ prudent and
sensitive handling to strike a balance between providing
customization and upholding privacy. Taken together, the
challenges identified by the reviewed studies have underscored
the need for a design that is nonobtrusive, requires minimal
users’ input, encourages continuous engagement, and enables
personalization while not encroaching upon privacy. Alongside
such efforts, greater investment in combining multiple ML and
AI techniques for synergy should likewise be pursued.

Limitations
This review offers a timely overview on the emerging field of
ML in health technologies, alongside potential referential value
for future works. Nonetheless, several limitations are
noteworthy. Firstly, the findings may not be generalizable since
this review has included studies in only English due to the lack
of access to interpreters. Additionally, the predefined scope of
this review meant that studies examining other areas of health,
such as detecting and diagnosing medical conditions, were
excluded. Secondly, despite the use of numerous combinations
to attempt to encapsulate the concept of ML in our search
strategy for this review, the wide variety of ML techniques,
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alongside their overlap with statistical approaches [19], might
have resulted in an omission of eligible studies. Finally, despite
the demonstrable viability of ML techniques in health promotion
and behavioral changes and their potential for integration into
health care systems, most of the reviewed works have been pilot
studies or prototype research, for which more investigations
would thus be warranted to determine the clinical utility of the
interventions.

Conclusions
This review has examined the use of ML in health promotion
and behavioral changes by mapping its associated challenges
and highlighting potential areas for future works. The findings
have collectively demonstrated that the challenges pertained to
not only the time- and resource-consuming nature of ML-based
applications, but also problems such as the burden on users for
data input and the degree of personalization. Future works may
consider designs that correspondingly mitigate these challenges
in areas such as mental health promotion where the use of ML
remains limited.
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Abstract

Background: Computerized psychological interventions can overcome logistical and psychosocial barriers to the use of mental
health care in the Veterans Affairs and Department of Defense settings.

Objective: In this systematic review, we aim to outline the existing literature, with the goal of describing: the scope and quality
of the available literature, intervention characteristics, study methods, study efficacy, and study limitations and potential directions
for future research.

Methods: Systematic searches of two databases (PsycINFO and PubMed) using PRISMA (Preferred Reporting Item for
Systematic Reviews and Meta-Analyses) guidelines were conducted from inception until November 15, 2020. The following
inclusion criteria were used: the study was published in an English language peer-reviewed journal, participants were randomly
allocated to a computerized psychological intervention or a control group (non–computerized psychological intervention active
treatment or nonactive control group), an intervention in at least one treatment arm was primarily delivered through the computer
or internet with or without additional support, participants were veterans or service members, and the study used validated measures
to examine the effect of treatment on psychological outcomes.

Results: This review included 23 studies that met the predefined inclusion criteria. Most studies were at a high risk of bias.
Targeted outcomes, participant characteristics, type of support delivered, adherence, and participant satisfaction were described.
Most of the examined interventions (19/24, 79%) yielded positive results. Study limitations included participant characteristics
limiting study inference, high rates of attrition, and an overreliance on self-reported outcomes.

Conclusions: Relatively few high-quality studies were identified, and more rigorous investigations are needed. Several
recommendations for future research are discussed, including the adoption of methods that minimize attrition, optimize use, and
allow for personalization of treatment.

(J Med Internet Res 2022;24(6):e30065)   doi:10.2196/30065

KEYWORDS

computer; digital; internet; interventions; veterans; service members; review; mobile phone

Introduction

Most individuals with diagnosable mental health disorders do
not have access to adequate care [1]. Computerized

psychological interventions are well-positioned to address this
treatment gap, as these interventions provide a cost-effective
and easily accessible alternative to traditional face-to-face
mental health care [2,3]. Computerized psychological
interventions, often delivered through the internet, have grown
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steadily in popularity over the past decade. Computerized
psychological interventions may be effective for the treatment
of a range of mental health disorders. Meta-analyses have
supported the efficacy of computerized psychological
interventions in the treatment of depression [4-6], anxiety [4,7],
posttraumatic stress disorder (PTSD; [8]), substance use
disorders (SUDs; [9,10]), and insomnia [11], with effect sizes
ranging from small [5,7,9] to medium-large [4,6,11]. Various
meta-analyses have outlined the therapeutic benefit of specific
computer-delivered treatment modalities, such as cognitive
behavioral therapy (CBT) [4,11], acceptance and commitment
therapy [12], and mindfulness-based therapy [13]. There is
evidence that computerized psychological interventions are as
effective as face-to-face interventions [4,14], suggesting that a
variety of mental health conditions can be addressed by
computerized treatments with the potential for widespread
dissemination of such therapies.

As the body of evidence supporting computerized psychological
interventions is robust, it is not surprising that the Department
of Veterans Affairs (VA) and the Department of Defense have
increasingly implemented these interventions [15], with
increasing studies examining computerized psychological
interventions in current and former service members. To our
knowledge, there has been no systematic review of the literature
examining computerized psychological interventions in veterans
and service members. Reviews of computerized psychological
interventions in general community samples might not
generalize to veterans and service members, given the unique
considerations in terms of gender ratio, severity of comorbid
conditions, socioeconomic factors, and situational or
environmental exposures. The use of computerized
psychological interventions in veterans and service members
will likely continue to rise. The objective of this systematic
review is to examine the literature on randomized controlled
trials (RCTs) using computerized psychological interventions
in veteran and military populations by describing study
characteristics and summarizing the efficacy of these
interventions. We also aim to examine the quality and limitations
of the identified studies. Finally, recommendations for future
research will be made.

Methods

Study Selection and Data Collection
Systematic searches of two databases (PsycINFO and PubMed)
were conducted from inception until November 15, 2020. The
search terms are described in Multimedia Appendix 1 (adapted
from Moore et al [16]). Duplicates were removed, and the
reference lists of the included studies were examined for
additional articles. A final list of included studies was circulated
among colleagues with subject matter expertise to verify that
no relevant papers were omitted. The following inclusion criteria
were used: (1) the study was published in an English language
peer-reviewed journal, (2) participants were randomly allocated
to a computerized psychological intervention or a control group
(non–computerized psychological intervention active treatment
or nonactive control group), (3) an intervention in at least one
treatment arm was primarily delivered through the computer or
internet with or without additional support, (4) participants were
military veterans or service members, and (5) the study used
validated measures to examine the effect of treatment on
psychological outcomes. Validated psychological outcome
measures are those measures with demonstrated reliability and
validity that quantify mood, well-being, emotion, affect, and/or
psychosocial functioning. The outcomes examined were mental
health disorders, as defined by the Diagnostic Statistical Manual,
fifth edition (eg, SUDs and neurocognitive disorders), as well
as psychosocial and behavioral correlates of these disorders (eg,
romantic relationship dysfunction and anger). As commonly
used VA smartphone apps are designed to be used in conjunction
with traditional face-to-face treatment [17], they were not
included. Papers were reviewed for inclusion at the title,
abstract, and full paper levels. RP determined if studies met the
inclusion criteria, and any ambiguity was discussed with SC
until a final decision was reached. Using a standardized form,
intervention characteristics, population characteristics, study
design, methods, procedures, and outcomes were recorded. The
number of papers identified, screened, and included is reported
in Figure 1.
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Figure 1. Flow chart of records identified through database screening.

Data Synthesis
Findings were grouped by the targeted psychological outcome
and population examined (veterans and/or service members).
These subgroups used similar methods, such as intervention
techniques and recruitment tactics, allowing for a more direct
comparison. Study outcomes were examined and visually
presented in a harvest plot by these subgroups, as well as the
control group (active or inactive), to provide a more nuanced
understanding of the study results. If a study included both an
active and inactive control group, the computerized
psychological intervention was compared with the active control
group to provide a more robust test of computerized
psychological intervention efficacy. Overall, the studies were
heterogeneous, and subgroups of similar studies were very small
(≤3), making meta-analysis inappropriate. A narrative synthesis
of the effects was conducted to describe the efficacy of
interventions on primary outcome measures. Effect sizes (Cohen
d of Hedges g if n<20) were extracted or calculated where
possible. The authors of the included studies were contacted
when insufficient data were provided in the article.

Quality Assessment
The Cochrane risk of bias tool [18] was used to determine the
methodological quality of the included studies. The assessed
features were sequence generation and allocation sequence
concealment (selection bias), blinding of personnel (performance
bias), blinding of outcome assessment (detection bias),
incomplete outcome data (attrition bias), and selective outcome

reporting (reporting bias). Two authors (RP and EC)
independently rated the risk of bias as high risk (eg, sequence
generation: randomization based on birthday), low risk (eg,
sequence generation: block randomization with randomly varied
blocks sizes), or unclear risk (eg, sequence generation: no
information on randomization method). Overall bias was rated
as low if ratings of bias were low in all domains or if bias was
unclear in 1 domain, and this was unlikely to have biased the
study outcome. Overall bias was rated as moderate if bias was
high in 1 domain or unclear in 2 domains, and this was unlikely
to have biased the study outcome. Overall bias was rated as
high if bias was rated as high in 1 domain or unclear in 2
domains, and this was likely to have biased study outcomes.
Similarly, overall bias was rated as high if bias was rated as
unclear in ≥3 domains or high in ≥2 domains. Ratings were
compared, and the 2 raters discussed discrepancies until a
consensus was reached.

Results

Intervention Characteristics

Overview
Characteristics of the included studies are outlined in
Multimedia Appendix 2 [19-42]. Most computerized
psychological interventions targeted PTSD and SUDs. Most
computerized psychological interventions were web-based,
although some studies used software programs installed on
study computers [19-23]. Intervention content was often
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presented with graphics and interactive features that allowed
tailored treatment content based on participant characteristics
[19,24-32]. Computerized psychological interventions offered
varying degrees of guidance in the 23 studies: 3 (13%) studies
[24,29,33] provided no human contact during any study phase,
15 (65%) studies [19-23,25-27,31,34-39] provided
administrative contact (eg, reminders, use support, and
structured or semistructured assessment), and 5 (22%) studies
[28,30,32,40,41] included therapeutic contact.

PTSD Interventions
Of the 24 computerized psychological interventions, 8 (33%)
addressed PTSD and related symptoms. Of the 23 studies, 3
(13%) studies examined expressive writing interventions of
different lengths [38-40] with PTSD symptomatology as the
primary outcome, 3 (13%) studies [26,28,36] tested the efficacy
of computerized psychological interventions that included a
variety of CBT-based techniques, such as cognitive restructuring
and behavioral modification. McLean et al [32] computerized
prolonged exposure, an evidence-based treatment (EBT) for
PTSD, and Larsen et al [37] examined the efficacy of cognitive
training on PTSD symptoms.

SUD Interventions
Interventions addressing SUDs were primarily focused on
drinking problems (3/23, 13% studies; 4/24, 17% interventions)
[22,29,33] or drinking or substance use problems and PTSD
[24,35]. One of the studies [25] tested the efficacy of a smoking
cessation intervention. Interventions addressing only drinking
problems were completed in one sitting [22,29,33]. All
interventions included alcohol assessment feedback and
psychoeducation on alcohol use. In addition, interventions
presented peer-specific norms for alcohol use [22,29,33] and
included motivational techniques [22,29]. Interventions
addressing comorbid alcohol/substance use and PTSD were
CBT based and significantly longer than interventions
addressing alcohol use in isolation [24,35]. Both interventions
integrated CBT components and motivational techniques aimed
at trauma and substance or alcohol use. Acosta et al [35] also
offered optional trauma exposure modules, although there was
limited engagement with this content. Calhoun et al [25] tested
the efficacy of a web-based smoking intervention, Quitnet,
which included behavioral goal setting and social support
components.

Other Interventions
Approximately 8% (2/24) of interventions targeted depression:
Bedford et al [19] examined a 6-session problem-solving
intervention, whereas Pfeiffer et al [30] examined Beating the
Blues, a well-established CBT for depression intervention. CBT
interventions were also used to treat anger [21] and insomnia
[31] and decrease suicidality by targeting perceived
burdensomeness and thwarted belongingness [23]. Cooper et
al [20] examined a brain fitness program to ameliorate the
deleterious effects of mild traumatic brain injury. Finally, 2
interventions included participants and their partners. Kahn et
al [27] examined an intervention aimed at promoting
postdeployment rehabilitation, which included
mindfulness-based techniques and massage therapy instructions.

Salivar et al [41] tested 2 interventions, combined for data
analyses, for low-income couples who experienced relationship
distress. Interventions integrated conflict management with
improving communication, commitment, and positivity
(intervention 1) or acceptance and implementing behavioral
change (intervention 2).

Recruitment and Sample Size
A subset of trials recruited veterans from one [21,25,37,40] or
more [22,30,34-36,38] VA facilities. Approximately 13% (3/23)
of trials [22,30,35] contacted veterans who were likely to meet
the study inclusion criteria based on information obtained from
the VA electronic medical record system, and another sent out
eligibility questionnaires and US $5 incentives to a large
(N=15,686) random sample of veterans [39]. Several trials
[19,24,26,27,33,34] recruited participants through targeted
emails on the web (eg, emails sent out to members of veterans’
associations) or through Facebook and other social media
advertising. In addition, veterans were recruited from university
campuses [19,34,37] and the community [23,34,37].
Approximately 30% (7/23) of studies recruited active duty
personnel [20,28,29,31] from military installations and
Department of Defense sites or a combination of active duty
personnel and veterans [32,36,41]. Of the 23 studies, 4 (17%)
studies included all or majority US army personnel
[20,31,32,36], 1 (4%) study recruited from various military
branches at different installations and sites [29], and 2 (9%)
studies did not specify the military branches represented in their
sample [28,41]. Pemberton et al [29] recruited a convenience
sample at 8 military installations and was able to recruit the
largest sample size (N=3070, compared with a sample range of
N=40 to N=180 for other studies recruiting service members).
However, the study authors noted several sample limitations,
such as the low prevalence of drinking problems and high study
attrition.

Web-only trials that recruited nationally through social media
or by US mail were generally more successful in obtaining large
sample sizes [26,27,33,38,39]. Sample sizes were generally
reduced in pilot trials [34,37,38], if ≥1 study arm required
intensive participant contact (eg, face-to-face treatment and
magnetic resonance imaging [21,31,34]), or if eligibility criteria
were stringent and/or required specialty assessment [20].

Adherence and Attrition
Adherence to the intervention was addressed in 87% (20/23) of
examined studies, although only 9% (2/23) of studies clearly
defined the level of engagement that differentiated adherence
versus nonadherence (ie, >80% of sessions completed [37] or
>5 sessions completed [30]). The remaining studies provided
a quantitative assessment of participant engagement with the
intervention, such as the time spent or sessions completed.
Adherence, defined as completion of all study sessions, ranged
from 25% to 100% (based on 12/23, 52% of studies with
available data [19,22,24,29,32-36,38,40,41]).

Attrition, defined as a loss to follow-up, was reported in all
studies. Across all studies, 36.25% (2994/8260) of participants
were lost at the first follow-up time point, which often coincided
with the posttreatment assessment. At the second follow-up
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time point (average follow-up length was 16 weeks), 45.59%
(3542/7770) participants across 87% (20/23) of studies were
lost. When computerized psychological intervention attrition
at the first follow-up time point was examined by support type,
attrition was 51.78% (2311/4463) in the no support group (3/23,
13% studies; 4/24, 17% interventions), 17.29% (548/3170) in
the administrative support group (15/23, 65% studies), and

21.5% (135/629) in the therapeutic support group (4/23, 17%
studies).

Risk of Bias

Overview
The Cochrane risk of bias tool [18] assessment of bias consensus
ratings for the included studies is found in Table 1.

Table 1. Consensus ratings for Cochrane assessment of bias.

Overall risk of
bias

Selective report-
ing

Incomplete dataBlind outcome assess-
ment

Allocation conceal-
ment

Random sequence
generation

Study

ModerateLowLowLowUnclearUnclearAcosta et al [35]

HighUnclearHighLowLowLowBedford et al [19]

HighUnclearHighLowUnclearUnclearBrief et al [24]

HighUnclearUnclearLowLowUnclearCalhoun et al [25]

HighLowHighLowHighHighClausen et al [34]

HighLowHighLowUnclearUnclearCooper et al [20]

LowLowLowLowUnclearLowCucciare et al [22]

LowUnclearLowLowLowLowEngel et al [36]

HighUnclearHighLowUnclearLowHobfoll et al [26]

LowLowLowLowUnclearLowKahn et al [27]

HighUnclearHighLowUnclearUnclearKrupnick et al [40]

HighLowUnclearLowUnclearUnclearLarsen et al [37]

HighUnclearHighLowUnclearUnclearLitz et al [28]

HighUnclearHighLowUnclearUnclearMcLean et al
[32,42]

ModerateLowLowLowUnclearUnclearPedersen et al [33]

HighUnclearHighLowHighHighPemberton et al
[29]

HighUnclearUnclearLowUnclearLowPfeiffer et al [30]

HighUnclearHighLowUnclearUnclearPossemato et al
[38]

HighUnclearUnclearLowUnclearUnclearSalivar et al [41]

ModerateUnclearLowLowUnclearLowSayer et al [39]

HighHighHighLowUnclearLowShort et al [23]

HighLowLowLowHighHighTaylor et al [31]

HighUnclearUnclearLowUnclearUnclearTimmons et al [21]

Sequence Generation
Of the 23 studies, 11 (48%) provided a detailed description of
their process of sequence generation, 8 (25%) were rated as low
risk for bias, and 3 (13%) were rated as high risk for bias.
Studies that were at high risk for bias either discontinued
randomization during the study because of technical difficulties
[31] or an investigator-moving institution [34]. Pemberton et
al [29] were unable to randomize as intended as internet speed
limited the availability of interventions at certain study locations.
Approximately 52% (12/23) of studies did not provide sufficient
detail on their process of sequence generation (eg, specified that
block randomization was used but failed to outline the process

of selecting block size), and their risk of bias was rated as
unclear.

Allocation Concealment
Of the 23 studies, 3 (13%) were rated as having a low risk for
bias, 2 (9%) explicitly stated that study staff were blind to
treatment allocation [19,25], and 1 (4%) used variable block
size, blinding study staff to treatment allocation [36]. The 13%
(3/23) of studies that were unable to randomize as intended (see
Sequence Generation section; Taylor et al [29], Clausen et al
[31], and Pemberton et al [34]) presumably had to unblind study
staff to treatment allocation and were rated as having a high
risk of bias. The remaining studies did not provide sufficient
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details about allocation concealment and were rated as having
an unclear risk of bias.

Blind Outcome Assessment
All but 17% (4/23) of studies used self-report or physiological
measures exclusively to assess outcomes, and these studies were
rated as low risk for bias. The studies that used clinician-guided
or rated assessment measures [20,28,32,34] specified that raters
were blind to the treatment arm and were thus rated as having
a low risk of bias.

Incomplete Data
Of the 23 studies, 17 (74%) clearly defined treatment attrition
and stated that they used intention-to-treat (ITT) analyses
[19,20,22,24-31,35-40]; however, 2 (9%) studies did not include
all randomized participants in ITT analyses [20,38] and 1 (4%)
study failed to impute missing data [19]. In addition, 30% (7/23)
of these studies [19,20,24,26,28,29,38] reported high attrition
(>15% difference in missing data between treatment arms and/or
>40% missing data overall [43]; as cited in Berge et al [44]),

which introduces risk for bias regardless of the statistical
methods used to attenuate this risk. The remaining studies either
conducted completer analyses [21,23,34,42], had missingness
that was not random [23,32,34], or failed to specify attrition
rates by treatment arm [41].

Selective Reporting
Approximately 35% (8/23) of trials preregistered their studies
[20,22,27,31,34,35,37], and 30% (7/23) reported preregistered
outcomes and were rated as having a low risk of bias. One of
the studies [23] reported outcomes significantly different from
those that were preregistered, and this study was rated as having
a high risk for bias. One of the studies published a protocol
paper outlining their methods and intended analyses and was
rated as having a low risk for bias [33]. The remaining studies
were not preregistered, and the risk for bias was rated as unclear.

Outcomes and Satisfaction
Figure 2 presents the outcome data visually in a harvest plot,
and study effect sizes are included in Multimedia Appendix 2.

Figure 2. Harvest plot of study outcomes by intervention, population, and control group. PTSD: posttraumatic stress disorder; SUD: substance use
disorder; TAU: treatment as usual.

Of the 23 studies, 13 (57%) reported positive results when
comparing computerized psychological interventions to
nonactive control groups or treatment as usual, 9 (39%) reported
results that supported the specified hypotheses, and 4 (17%)
reported partial support for the hypotheses. For example,
Krupnick et al [40] reported that expressive writing (compared
with treatment as usual) reduced PTSD hyperarousal symptoms;
however, there was no significant movement in other PTSD
domains. Sayer et al [39] found that expressive writing
(compared with placebo writing) reduced physical complaints,
anger, and general psychological distress but did not report a
reduction in PTSD symptoms. Similarly, Acosta et al [35] and
Engel et al [36] reported that gains in one domain (drinking and
PTSD, respectively) failed to generalize to other outcomes.

Approximately 9% (2/23) of studies reported that the
computerized psychological intervention under examination
outperformed an active control treatment. Litz et al [28] found
that self-management CBT (vs computerized supportive
counseling) reduced daily measures of PTSD and depression,
with 6-month follow-up reductions in depression, PTSD, and

anxiety in the completer group. Kahn et al [27] found that their
computerized psychological intervention led to improvements
in various mental health–related outcomes when compared with
residential treatment. Approximately 17% (4/23) of studies
found that their computerized psychological intervention
performed as well as the face-to-face treatment equivalent.
Positive results found in computerized psychological
interventions were comparable with those for in-person CBT
for insomnia [31], in-person group anger inoculation training
[21], therapist-led cognitive rehabilitation [20], and clinic-based
smoking cessation care [25]. McLean et al [32] found that
computerized prolonged exposure did not outperform
non–trauma-focused face-to-face treatment when examining
PTSD outcomes.

Approximately 17% (4/23) of studies failed to demonstrate
significant treatment effects, with expressive writing [38],
executive functioning training [34], and working memory
training [37] for PTSD not outperforming placebo. Similarly,
50% (1/2) of the computerized psychological interventions for
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alcohol use examined by Pemberton et al [29] did not
outperform the waitlist control group.

Satisfaction data were provided in several studies. Overall,
participants felt that they benefited from computerized
psychological intervention engagement: with 82% [35], 93%
[38], 96% [41], and 76.1% [39] of participants noting positive
treatment effects. One of the studies found similar satisfaction
rates between the computerized psychological intervention and
the in-person treatment equivalent [21]. Although participants
generally reported high treatment satisfaction and acceptability,
there were reports of computerized psychological interventions
being difficult to complete [34], difficult to understand [35], or
impersonal and time consuming [40].

Discussion

Principal Results and Comparison With Previous
Work
We aimed to systematically review the literature examining
computerized psychological interventions in veteran and military
populations. Across 23 studies, 24 interventions met the
inclusion criteria and were reviewed. PTSD and SUDs were the
most commonly targeted clinical difficulties, and other outcomes
included anger, depression, insomnia, traumatic brain injury,
relationship distress, suicidality, and readjustment difficulties.
Interventions spanned a range of modalities and mostly focused
on veterans, although a subset of studies recruited active military
personnel. Approximately 8% (2/24) of interventions included
romantic partners, whereas the other interventions followed an
individual format. Most studies provided administrative support
only, 13% (3/23) of studies provided no support, and 22% (5/23)
of studies provided clinically meaningful support. Results were
mostly positive; however, only 13% (3/23) of studies reporting
positive results were rated as low risk for bias. Similarly, all
studies that did not report significant treatment effects were
rated as having a high risk of bias. Therefore, we caution against
interpreting these results as unambiguous evidence of clinical
effectiveness or ineffectiveness. Although it appears that
computerized psychological interventions hold promise for the
treatment of psychological difficulties in veterans and military
service members, there is a need for more high-quality evidence
to increase the confidence with which conclusions can be drawn.

Given the broad inclusion criteria that allowed great
heterogeneity in intervention content and outcomes, a limited
number of RCTs were identified. This is especially true in
comparison with the number of RCTs that examine
computerized psychological interventions in the general
population. For example, Andrews et al [4] identified 53 RCTs
that targeted depression and anxiety. Although the literature
search returned a substantial number of pilot trials and process
papers, limited RCTs were identified, indicating that the step
from examining feasibility to establishing efficacy has not been
decisively made. Furthermore, a high or unclear risk of bias
across multiple features was common, with attrition bias being
a concern for 48% (11/23) of the studies reviewed, greatly
reducing the confidence with which inferences can be made.
There are generally high rates of attrition in computerized
psychological intervention trials [45], and veterans might be at

a higher risk of attrition from treatment [46]. Although 74%
(17/23) of the studies included in this review attempted to
compensate for missing data by using ITT analyses, 30% (7/23)
of studies had such a significant loss of data that high risk for
bias was introduced regardless of the statistical methods used
to attenuate this risk. Future research should attempt to reduce
data loss by incorporating procedures associated with improved
study retention. For example, clear study completion deadlines
and prescheduled posttreatment assessments have been shown
to reduce attrition [47], and adherence is improved when
interventions are designed to include persuasive technology (ie,
technology designed to include elements of social influence,
such as praise, personalization, and social learning [48]).
Therapeutic support (vs no support or administrative support)
is also associated with improved retention in computerized
psychological intervention trials [49], although it is not clear
whether the benefits of including therapist contact outweigh the
limitations placed on intervention scalability. Recently, evidence
[50,51] has supported the efficacy of single-session web-based
interventions, which can maximize recruitment while
minimizing attrition. Of the studies reviewed here, Pedersen et
al [33] reported low attrition rates and medium effect sizes for
a single-session intervention administered in a help-seeking
sample, demonstrating that these interventions can be
successfully adapted for use in veterans.

Attrition is associated with insufficient statistical power,
especially when the initial sample sizes are small, as was the
case in many of the studies reviewed. Future research should
anticipate high rates of attrition and set recruitment goals to
ensure adequate statistical power for detecting treatment effects.
In addition to dropout, low study use is another common concern
in studies examining computerized psychological interventions.
Notably, only 9% (2/23) of studies [30,37] defined study use
(eg, minutes spent in the program or modules completed) as
constituting adherence versus nonadherence. Similarly, only
30% (7/23) of studies described the relationship between use
metrics and study outcomes. It is important to further consider
these metrics in computerized psychological intervention
research, as there is evidence that a dose–response relationship
exists for computerized psychological interventions. For
example, increases in modules completed [52] and more frequent
use [53] are related to greater improvement at posttreatment.
Examining study use and its relationship to outcome would also
elucidate which intervention components are associated with
change, allowing for the optimization of treatment.

Several studies have noted that sample characteristics limit the
generalizability of the results. As is the case with much veteran
and military research, samples tended to be mostly male. There
is a need for computerized psychological interventions
addressing the unique needs of female veterans, with recent
evidence suggesting that these interventions are feasible,
satisfactory, and potentially beneficial [54]. Male veterans who
experienced military sexual trauma and transgender veterans
are other subpopulations that might benefit from computerized
psychological interventions because of high mental health
disorder rates and numerous barriers to establishing care [55,56].
Further, some studies limited enrollment to post–9/11 war
veterans. This cohort is younger and might be more computer
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literate than the overall veteran population; however, given that
a substantial proportion of veterans served in VA are ages >65
years [57], it is important to investigate the utility of
computerized psychological interventions for this population.
Although evidence suggests that computerized psychological
interventions can provide additional care options for rural
patients [58], there is a need to establish ways of extending
coverage to veterans who live in rural areas without adequate
internet infrastructure or transportation.

Several studies noted sample heterogeneity within treatment
arms as a limitation. Although limiting sample variability can
enhance the interpretability of findings, it also constrains
generalizability. Alternatively, given a robust sample size,
statistical methods can be leveraged to identify characteristics
within heterogeneous samples associated with beneficial and/or
adverse computerized psychological intervention treatment
effects [59]. This would allow a stepped care approach, where
minimally invasive and cost-effective treatments such as
computerized psychological interventions are initially offered
to those who are most likely to benefit, and resource-intensive
face-to-face treatments are reserved for veterans or service
members who require a higher level of care. Optimizing service
delivery by identifying subsets of veterans or military personnel
who are well-suited for computerized psychological intervention
treatment is an important avenue of research, and initial
explorations in this area are being reported [60].

VA is increasingly focusing on offering EBTs for mental health
disorders. Although various interventions reviewed here
included evidence-based practices (eg, exposure and
motivational techniques), only 13% (3/23) of studies digitalized
an EBT [30-32]. There is evidence that face-to-face EBTs used
at VA can be successfully offered in a computerized format, as
there have been positive trials of web-based exposure-based
trauma treatment [61] and CBT for chronic pain [62] in general
community samples. Similarly, there is an evidence base for
web-based CBT [63] and acceptance and commitment therapy
[64] for depression. Future research should continue to focus
on digitalizing those treatments that have proven efficacy.

Limitations
This review has several limitations. First, owing to small sample
sizes and high rates of potential bias, conclusions that
computerized psychological interventions are potentially

beneficial for veterans and service members are tentative. Lack
of reporting was common across studies, resulting in many
unclear bias ratings, which introduces uncertainty in our overall
assessment of bias. Second, findings might not generalize to
the broader veteran population, as many of the reviewed studies
limited enrollment to post–9/11 veterans. Third, only English
language articles were included, and all the studies reviewed
were conducted in North America with US veterans or service
members, and results cannot be extrapolated to other contexts.
Fourth, only 1 author (RP) evaluated the results of the search;
having an additional reviewer of these results would have
strengthened the methodology. Finally, the methods of the
studies included in this review are diverse, which in some
instances complicates direct comparisons. The study
heterogeneity also precluded conducting a meta-analysis, which
would be the most robust way of assessing intervention efficacy.
As the literature examining computerized psychological
interventions in veterans and service members grows, efforts
should be made to synthesize results by conducting a
meta-analysis, which would provide evidence for intervention
utility in this population.

Conclusions
Computerized psychological interventions are uniquely
positioned to optimize treatment access and use for service
members and veterans. These interventions could be integrated
into a stepped care framework and reduce the burden on the
health care system while increasing engagement with mental
health services in this vulnerable population. Despite increased
research interest, significant work remains in the development
and evaluation of computerized psychological interventions
targeted at veterans and service members. Although initial
outcomes suggest that computerized psychological interventions
are potentially beneficial for this population, much of the
available research is at high risk for bias and fails to fully
incorporate known evidence-based practices. There is an
opportunity to design treatments that minimize threats to internal
validity (eg, attrition and limited engagement) by including
strategies to increase user motivation and by distilling treatments
to include the most active intervention components. As veterans
and service members report complex mental health challenges,
as well as perceived and actual barriers in obtaining adequate
care, there is an acute need to address the limitations of the
existing literature.
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Abstract

Background: The popularity of yoga and the understanding of its potential health benefits have recently increased. Unfortunately,
not everyone can easily engage in in-person yoga classes. Over the past decade, the use of remotely delivered yoga has increased
in real-world applications. However, the state of the related scientific literature is unclear.

Objective: This scoping review aimed to identify gaps in the literature related to the remote delivery of yoga interventions,
including gaps related to the populations studied, the yoga intervention characteristics (delivery methods and intervention
components implemented), the safety and feasibility of the interventions, and the preliminary efficacy of the interventions.

Methods: This scoping review was conducted in accordance with the PRISMA-ScR (Preferred Reporting Item for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews) guidelines. Scientific databases were searched throughout April
2021 for experimental studies involving yoga delivered through technology. Eligibility was assessed through abstract and title
screening and a subsequent full-article review. The included articles were appraised for quality, and data were extracted from
each article.

Results: A total of 12 studies of weak to moderate quality were included. Populations varied in physical and mental health
status. Of the 12 studies, 10 (83%) implemented asynchronous delivery methods (via prerecorded material), 1 (8%) implemented
synchronous delivery methods (through videoconferencing), and 1 (8%) did not clearly describe the delivery method. Yoga
interventions were heterogeneous in style and prescribed dose but primarily included yoga intervention components of postures,
breathing, and relaxation and meditation. Owing to the heterogeneous nature of the included studies, conclusive findings regarding
the preliminary efficacy of the interventions could not be ascertained.

Conclusions: Several gaps in the literature were identified. Overall, this review showed that more attention needs to be paid to
yoga intervention delivery methods while designing studies and developing interventions. Decisions regarding delivery methods
should be justified and not made arbitrarily. Studies of high methodological rigor and robust reporting are needed.

(J Med Internet Res 2022;24(6):e29092)   doi:10.2196/29092

KEYWORDS

complementary therapies; mind-body; remote delivery; telerehabilitation; eHealth; yoga; technology; mind-body

Introduction

Background
As of 2016, a total of 36 million Americans had engaged in
some form of yoga practice [1], with other countries
demonstrating similar patterns of yoga practice [2-4]. Although
healthy individuals incorporate yoga into their fitness routines

to improve physical and mental health [1], yoga has also been
used to manage symptoms of disease [2-5]. Even before the
COVID-19 pandemic in 2020, individuals sought access to yoga
in their home environments. In fact, results from a 2016 survey
revealed that yoga was most commonly practiced at home [1].
During the pandemic, public health policies and individuals’
personal preference for social distancing and staying at home
stopped or limited in-person practice. Under these
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circumstances, the availability of resources to practice yoga
remotely increased, which could be beneficial for individuals
with functional limitations.

However, when examining the available scientific literature,
yoga interventions are most often delivered in person [6].
Although this may be feasible for constrained research projects,
it greatly limits real-world applicability. First, access to qualified
yoga instructors inevitably varies based on geographical location
[7]. Second, individuals’ socioeconomic status and access to
transportation limit their access [8]. Third, inherent physical
limitations may hinder the patients’ ability to attend in-person
yoga classes. Therefore, in-person yoga instruction presents
several barriers regardless of the public health climate, such
that alternative delivery methods (eg, videos, videoconferencing,
and mobile apps) have been developed and are being used
extensively. However, there seems to be a gap in the literature
regarding interventions conducted in research studies and
real-world practices.

Little is known about the evidence regarding the practice and
outcomes of yoga using remote delivery methods. A previous
scoping review of the yoga literature [6] included studies in
which yoga was conducted at sites other than yoga studios, such
as at home, where yoga instructors may not be present. However,
details regarding intervention delivery were not provided,
although there are multiple ways of delivering yoga remotely
[6]. For example, information about yoga can be provided
through hard copy resources, such as pamphlets and card decks,
or through more engaging technological means. Specifically,
technologies such as videoconferencing, DVDs, websites, and
mobile apps can be used to provide yoga interventions.
Furthermore, content can be delivered either (1) synchronously
(an instructor interacts with participants in real time, eg, through
videoconference) or (2) asynchronously (material is prerecorded
for participants to use without real-time interaction). Despite
these options and their potential impact, few studies have
explored their use. Thus, little is known about how yoga is
delivered remotely, whether remote delivery is used for some
specific populations more than others, and what types of yoga
are being delivered remotely.

With this, it is important to know that yoga is a multilayered
ancient philosophy and practice intended to facilitate well-being
through the cultivation of awareness by integrating mind and
body, with an emphasis on self-realization [9]. There are various
forms, often referred to as branches of yoga, which facilitate
one’s ability to reach a greater state of being. For instance,
Karma yoga is the branch that focuses on devotion to service,
Jnana yoga focuses on the development of knowledge, and
Hatha yoga involves the practice of physical postures. Hatha
yoga is typically what comes to mind when one thinks of yoga
in the Western world. The term Hatha yoga refers to the branch
of the physical practice of yoga and is also usually used to refer
to a broad style of yoga that incorporates postures and breathing.
There are other styles of yoga that fit under the umbrella of the
physical practice of yoga—Hatha yoga—but are often specified
further. Examples of these styles include Iyengar yoga and
Vinyasa yoga. For example, Iyengar yoga focuses on body
alignment, sequencing, and timing. By contrast, Vinyasa yoga
is generally energetic and involves flowing through sequences

of postures with breath integration. In addition to the branches
of yoga and specific styles of the physical practice of yoga,
there are 8 limbs of yoga. These 8 limbs are described in the
Yoga Sutras of Patanjali, a foundational text, and include (1)
yama (abstinences), (2) niyama (observances), (3) asanas
(postures), (4) pranayama (breath control), (5) pratyahara
(withdrawal of the senses), (6) dharana (concentration), (7)
dhyana (meditation), and (8) samadhi (bliss) [9]. These limbs
help to inform the practice of yoga in general, and some of them
are incorporated in Hatha yoga. Most commonly, asana,
pranayama, and dhyana are incorporated into Hatha yoga;
however, in some cases, different combinations of the limbs of
yoga are used. A previous scoping review of the yoga literature
showed that most yoga intervention studies did not specify the
style of yoga used however, of those that did, the most
commonly reported styles were Hatha yoga (129/456, 28.3%
of studies) and Iyengar yoga (41/456, 8.9% of studies) [6]. It
is unknown whether similar patterns occur when yoga is
delivered remotely.

Objective
Yoga can be delivered both in person and remotely, and there
has been an increase in the availability and use of remotely
delivered interventions in real-world applications. However, it
is not known whether the scientific literature reflects this or
reflects what types of populations have been enrolled in studies
that have investigated the remote delivery of yoga, what the
characteristics of these interventions are (including how remote
delivery occurs), and what components of yoga are incorporated.
Furthermore, the general feasibility and safety of these
interventions or their preliminary efficacy are yet to be clearly
defined. Therefore, the purpose of this scoping review was to
examine the existing literature regarding the practice of yoga
through remote delivery methods and identify current gaps
related to (1) the populations studied, (2) the intervention
characteristics (delivery methods and intervention components
implemented), (3) the safety and feasibility of the interventions,
and (4) the preliminary efficacy of the interventions.

Methods

This review was conducted in accordance with the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
guidelines [10].

Search Strategy
Scientific databases, including PubMed, Scopus, Web of
Science, PEDro, CINAHL, PsycINFO, IEEE Xplore Digital
Library, and Cochrane Library, were searched during April
2021. The search strategies were modified for each database,
with the Medical Subject Headings terms used as applicable.
The following terms were used in various combinations: yoga,
Iyengar, ashtanga, hatha, asana, telerehabilitation,
tele-rehabilitation, telemedicine, videoconferencing, video,
telenursing, DVD, remote delivery, eHealth, video games,
online, and virtual reality (see Multimedia Appendix 1 for the
specific search terms and search methods used for each
database).
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Inclusion and Exclusion Criteria
Articles were included if they investigated (1) adults aged ≥18
years; (2) an experimental intervention study with pre- and
posttesting for at least one group; (3) a yoga intervention using
physical yoga postures (asanas) and at least one other of the
[9] 8 limbs of yoga, as described in the Yoga Sutras of Patanjali,
including yama (abstinences), niyama (observances), pranayama
(breath control), pratyahara (withdrawal of the senses), dharana
(concentration), dhyana (meditation), and samadhi (bliss); and
(4) a method of remote yoga delivery through technology for
at least one group (eg, video, mobile app, and videoconferencing
platform) as the primary intervention.

Yoga interventions can be heterogeneous and are often poorly
described in the literature [6]. In some cases, they do not reflect
the integration of the mind and body as intended in traditional
practice [9]. To address this, we stipulated that selected articles
should explicitly include physical postures (body) and another
of the [9] 8 limbs of yoga (mind) using either English or Sanskrit
words. This was intended to limit poorly described interventions
or interventions in which yoga was not the primary intervention.
For example, although mindfulness-based stress reduction
includes components of yoga, there are other significant
intervention components that make these interventions different
from typical yoga interventions, which, if included, introduce
even more heterogeneity across studies. Furthermore, it also

allowed us to exclude studies that used only physical postures
that could be more akin to exercise interventions.

Article Screening and Data Extraction
All the data management processes discussed in this section
were completed by the 3 authors (AJP, EZA, and JFD) in the
following manner. The articles were divided into thirds. Then,
2 authors, screened, reviewed, and appraised, (two-thirds or
66.7% of the articles) with the third author available to resolve
conflicts, such that each author (AJP, EZA, and JFD) was able
to perform each task. The abovementioned criteria guided
eligibility screening (completed via Rayyan QCRI [11]) and
full-text article assessment. For articles that were included based
on the full-text assessment, data were extracted simultaneously
with the full-article review, and then a quality assessment was
completed. The Quality Assessment Tool for Quantitative
Studies Effective Public Health Practice Project was used to
assess the level of bias and methodological quality of each study
[12]. Data were extracted into a Microsoft Excel sheet designed
by the scoping review authors (initial design by AJP, edited and
approved by EZA and JFD) before the article review. The data
extraction categories were determined by the authors (initial
selection by AJP, edited and approved by EZA and JFD) based
on the objective of the review (see Table 1 for descriptions and
examples of data extracted from each study).
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Table 1. Data extracted from selected articles (scoping review; information extracted from each selected article and examples).

ExamplesContent area and extracted information

General study information

Randomized controlled trial; single-group studyStudy type as defined by the study authors in the introduction or
methods sections

United StatesCountry in which the study was conducted

Regular activity control group; active control group such as a strengthen-
ing program

Comparison group used as described by the study authors (if applicable)

Study populations

N=50Number of participants (total [N] and per group [n])

Women with depressionDescription of population, including defining characteristics such as
the health condition, as described by the study authors

Mean age of the total sample was 55.07 (SD 9.69) yearsMean age of the participants and SD (if provided) for the total sample
and each group

Number of women in the study out of the total number of participantsSex distribution of participants in the total sample and in each group

Yes—the study authors reported that individuals with cancer often have
transportation and scheduling challenges that make it difficult to attend

Justification of delivery method in relation to the study population, as
described by the study authors (ie, did the study authors describe why

in-person appointments; no—the study authors did not describe why
they chose remote delivery

they delivered the intervention remotely, and if they did, what was the
reason)

Intervention characteristics: delivery methods

HomeIntervention setting

Synchronous (videoconferencing) and asynchronous (prerecorded video)Whether delivery was synchronous or asynchronous; delivery was
considered synchronous if interventions were delivered in real time
such that the instructor could interact with the participant or participants;
delivery was considered asynchronous if intervention materials were
prerecorded and could be accessed at any time

Name of a specific videoconferencing platform; type of prerecorded
video (ie, DVD)

The technology used to deliver the intervention

If each participant received access to a prerecorded video and watched
the video on their own (individual delivery)

Whether delivery was group or individual; it was considered group
delivery if multiple people participated in the yoga intervention together
at one time; it was considered individual delivery if a participant en-
gaged in the intervention alone

Participants received an in-person introduction yoga class before starting
the intervention period

Whether participants had additional interactions with the study team
outside of assessment sessions and prescribed intervention sessions

Participants received written instructions providing additional information
on how to practice yoga

Whether participants received supplementary materials

Intervention characteristics: yoga intervention components and other details

Hatha yoga or Iyengar yogaStyle of yoga implemented

Breathing; postures; meditation; relaxationSpecific limbs of yoga implemented

Yoga instructor (200 hours)Yoga instructor credentials, as reported by the study authors, including
instructor training (ie, are they a yoga instructor, yoga therapist, or
other health care professional) and their certification training hours

30 minutes per session with 2 sessions per week for 6 weeksYoga dose: frequency and duration reported in minutes per session,
sessions per week, and total number of weeks

Yes—the study authors reported that they designed the prerecorded
videos specifically for the population enrolled in the study; no—the study

Whether the yoga sequences were designed, adapted, or selected for
the specific study population, as described by the study authors, or
whether this was not reported authors did not report whether the yoga intervention was designed for

the study population

Yes—although the study authors required participants to watch the yoga
video 1 time per week, the study authors encouraged participants to view

Information about additional home practice (ie, did the study authors
describe whether participants were encouraged to engage in additional

the yoga video an additional 2 to 3 times per week if possible and asked
them to log how often they did this

practice outside of the prescribed intervention and how this was kept
track of)

Intervention feasibility and safety
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ExamplesContent area and extracted information

66% (44/67) of the yoga group completed the studyStudy adherence (ie, did participants complete the study overall, includ-
ing the intervention period and assessment sessions) reported as how
many people in each group completed the study

Mean yoga practice was 44 min/week and the prescribed dose was 60
min/week; the benchmark for “good adherence” was participants who
practiced yoga ≥6 times over 2 weeks, and 55% (37/67) of the yoga
group met this benchmark

Intervention adherence (ie, did participants complete the intended yoga
intervention dose); intervention adherence was reported as it was report-
ed in each study; some studies reported it as the mean yoga practice,
whereas others set a threshold or benchmark and reported intervention
adherence as it related to the benchmark

Participants experienced technological challenges in 77% (24/31) of the
sessions

The presence or absence of technological challenges, as described by
the study authors

No adverse events occurred, the study did not report information about
adverse events; 9 mild adverse events occurred in the yoga group and 4
mild adverse events occurred in the comparison group

The presence or absence of adverse events, as reported by the study
authors for each study group, or whether the study authors did not report
any information about adverse events

Preliminary efficacy

The patient-reported outcome measure—the Beck Depression Invento-
ry—showed significant within-group improvements

The outcome measures were categorized into patient-reported outcome
measures, physical performance and function outcome measures, and
physiological outcome measures based on what the measures assessed;
subsequently, a summary of results for these outcomes was extracted
(eg, were there significant improvements between groups and significant
improvements within groups)

Results

Overview
The search resulted in 1978 articles, with 1728 (87.36%)
remaining after duplicates were removed. The title and abstract

screening resulted in the inclusion of 2.03% (35/1728) of
articles. Following a full-article review, of the 35 articles, 12
(34%) articles [13-24] published between 2003 and 2021 were
included in the final qualitative analysis (see Figure 1 for the
PRISMA [Preferred Reporting Items for Systematic Reviews
and Meta-Analyses] flowchart).

Figure 1. Illustration showing the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of the search,
screening, and full-article review results.
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General Study Information and Study Quality
Of the 12 studies, 8 (67%) were randomized controlled trials
(RCTs) [13,14,18-23], 2 (17%) were quasi-experimental
nonrandomized studies [16,17], 1 (8%) was an open-label
single-group study [24], and 1 (8%) was a case series [15]. The
comparison groups in the RCTs included regular activities
[14,21], wait-list control [18], DVD program for strengthening
[13], DVD program for walking [22], web-based stretching or

toning program [23], and informational handouts about yoga
[20]. One of the RCTs compared an in-person yoga intervention
with a yoga DVD [19]. All active comparison groups were
comparable in dose with the yoga interventions [13,19,22,23].
One of the quasi-experimental studies used health education
[16], whereas the other [17] did not describe the comparison
group. The methodological quality of the studies ranged from
weak (7/12, 58% of studies [14-17,20,21,24]) to moderate (5/12,
42% of studies [13,18,19,22,23]; Table 2).

Table 2. General study information, including the first author, type, country, study groups, and results of the quality appraisal assessment.a

Global

ratingb
Withdrawals
or dropouts

Data collec-
tion methods

Blind-
ing

ConfoundersStudy

design

Selection
bias

Study groupsAuthor, study type, and
country

WeakWeakWeakWeakWeakWeakWeakYoga video vs regular ac-
tivity

Armstrong et al [14],

RCT,c United States

WeakWeakStrongWeakWeakWeakWeakYoga video; no compari-
son

Awdish et al [15], case
series, United States

WeakModerateStrongWeakWeakModerateWeakYoga via videoconferenc-
ing vs health education
phone call

Donesky et al [16], non-
randomized quasi-experi-
mental, United States and
United Kingdom

WeakModerateWeakWeakStrongModerateModerateYoga DVD; control not
clearly described

Gunda et al [17], nonran-
domized quasi-experi-
mental, United States

Moder-
ate

StrongStrongWeakStrongStrongModerateWeb-based yoga videos vs
wait-list control

Huberty et al [18], RCT,
United States

Moder-
ate

WeakStrongModer-
ate

ModerateStrongModerateWeb-based yoga videos (2
doses) vs stretch and tone
control

Huberty et al [23], RCT,
United States

WeakWeakStrongWeakWeakWeakModerateTele-yoga moduleJasti et al [24], single
group, India

Moder-
ate

ModerateStrongWeakStrongModerateStrongYoga DVD vs in-person
yoga

Kyeongra et al [19],
RCT, United States

WeakModerateModerateWeakStrongWeakModerateYoga DVD vs handouts
about yoga

Mullur et al [20], RCT,
United States

WeakWeakStrongWeakStrongStrongModerateYoga DVD vs regular ac-
tivities

Sakuma et al [21], RCT,
Japan

Moder-
ate

ModerateStrongModer-
ate

StrongStrongModerateYoga DVD vs DVD on
walking

Schuver et al [22], RCT,
United States

Moder-
ate

ModerateStrongWeakModerateStrongModerateYoga DVD vs DVD on
strengthening

Stan et al [13], RCT,
United States

aThe quality appraisal assessment was completed using the Quality Assessment Tool for Quantitative Studies with six domains contributing to the score:
(1) selection bias, (2) study design, (3) confounders, (4) blinding, (5) data collection methods, and (6) withdrawals and dropouts.
bGlobal ratings were determined as follows: no weak ratings=strong, one weak rating=moderate, and ≥2 weak ratings=weak.
cRCT: randomized controlled trial.

Study Populations
The studies included individuals with physical and mental health
conditions, as well as generally healthy adults. For example,
17% (2/12) of studies involved individuals with cancer, such
as early-stage breast cancer [13] and myeloproliferative
neoplasms (blood cancers) [18]. Approximately 25% (3/12) of
studies involved individuals with cardiopulmonary conditions,
including pulmonary hypertension [15], neurocardiogenic
syncope [17], and a combination of chronic obstructive
pulmonary disease (COPD) and heart failure (HF) [16]. Other

studies involved sedentary adults who were overweight [19],
veterans with diabetes [20], women who had experienced
stillbirths [23], and women with depression [22]. Approximately
25% (3/12) of studies involved adults without any specified
health conditions, including adult women [14], female childcare
workers [21], and the general public in India during the
COVID-19 pandemic [24]. The mean age of the participants
ranged from 21 to 71 years. Across all studies, most participants
were female, and 50% (6/12) of studies included only female
participants [13-15,21-23]. For more details related to the study
populations, refer to Table 3.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e29092 | p.59https://www.jmir.org/2022/6/e29092
(page number not for citation purposes)

James-Palmer et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. Characteristics of the participants included in the reviewed studies.

Sex, n (%)Age (years), mean (SD)Number of ParticipantsPopulationStudy

ControlYogaTotalControlYogaTotalControlYogaTotal

MaleFemaleMaleFemaleMaleFemale

0 (0)15 (100)0 (0)15 (100)0 (0)30 (100)55 (9)54 (10)55.07
(9.69)

151530Adult womenArmstrong
et al [14]

N/AN/A0 (0)3 (100)0 (0)3 (100)N/A48, 32,
and 24

48, 32,
and 24

N/Aa33Women with pul-
monary hyperten-
sion and addition-
al chronic health
conditions

Awdish et
al [15]

2
(25)

6 (75)3 (43)4 (57)5 (33)10 (66)70.5
(2.7)

73
(14.3)

71 (8.5)8715Adults with
chronic obstruc-
tive pulmonary
disease and heart
failure

Donesky et
al [16]

2 (9)21 (91)1 (5)20 (95)3 (7)41 (93)22 (3)21 (3)21 (3)232144Adults with neu-
rocardiogenic
syncope

Gunda et al
[17]

1 (5)20 (95)2 (7)25 (93)38 (6)45 (94)55.0
(11.4)

58.3
(9.3)

56.9
(10.3)

212748Adults with
myeloprolifera-
tive neoplasm

Huberty et
al [18]

0 (0)30 (100)0 (0)30 (100;
YLD)
and 30
(100;
YMD)

0 (0)90 (100)NSNSNSd3030

(YLDb)
and 30

(YMDc)

90Women who
have experienced
stillbirth

Huberty et
al [23]

N/AN/A26
(27)

69 (73)26
(27)

69 (73)N/A40.39
(13.33)

40.39
(13.33)

N/A9595General adult
public

Jasti et al
[24]

1
(14)

6 (86)1 (14)6 (86)2 (14)12 (86)58.4
(6.8)

58.7
(4.1)

58.6
(5.4)

7714Sedentary adults
who are over-
weight

Kyeongra
et al [19]

5
(100)

0 (0)4 (80)1 (20)9 (90)1 (10)68.8
(5.97)

60
(10.34)

64.4
(NS)

5510Veterans with

CKDe and dia-
betes

Mullur et
al [20]

0 (0)31 (100)0 (0)67 (100)0 (0)98 (100)35.8
(13.0)

32.6
(11.5)

33.6
(NS)

316798Female childcare
workers

Sakuma et
al [21]

0 (0)20 (100)0 (0)20 (100)0 (0)40 (100)39.8
(11.23)

45.55
(12.30)

42.68
(4.95)

202040Women with a
history or diagno-
sis of depression

Schuver et
al [22]

0 (0)16 (100)0 (0)18 (100)0 (0)34 (100)63.0
(9.3)

61.4
(7.0)

62.1
(8.1)

161834Women with ear-
ly-stage breast
cancer and can-
cer-related fa-
tigue

Stan et al
[13]

aN/A: not applicable.
bYLD: yoga low dose (60 min/week).
cYMD: yoga moderate dose (150 min/week).
dNS: not specified.
eCKD: chronic kidney disease.

In addition to extracting information about the enrolled
populations, justification of the intervention delivery method
based on the enrolled population was extracted when available.
This was done to identify whether the study authors chose to
implement remote delivery to address population-specific needs.
Approximately 50% (6/12) of the studies reported some type

of justification for the remote delivery method and related it to
population-specific needs. Interestingly, one of these studies
was designed during the COVID-19 pandemic and was
conducted to provide easily accessible stress management
strategies to the general public during social isolation [24].
Approximately 17% (2/12) of the studies [13,16], one for
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individuals with COPD and HF [16] and the other for women
with breast cancer [13], justified their choice of implementing
a remote intervention by noting that transportation-related
barriers impeded individuals’ abilities to attend in-person
interventions. Another study involving veterans with diabetes
supported the choice of implementing a remote intervention by
noting that physical impairments make it challenging for
individuals to access and engage in physical activity [20].
Another study with older adults [14] reported low adherence to
in-person exercise interventions in this population. Finally, a
study with childcare workers [21] justified remote delivery
using a yoga DVD as it was a convenient low-cost option. In
contrast, 50% (6/12) of studies [15,17-19,22,23] did not provide
any justification for the implementation of remote delivery.

Yoga Intervention Characteristics

Delivery Methods
As per the inclusion criteria, all reviewed studies [13-24]
involved remote delivery of yoga. There were no inclusion
criteria that stipulated the intervention setting; however, all the
included studies stated that the interventions occurred in the
participants’ homes. Approximately 83% (10/12) of studies
implemented asynchronous delivery through prerecorded yoga
videos using DVDs [13,15,17,19-22], a mobile app [15], a
website [18,23], and a video (type not specified) [14]. Among
the studies that delivered yoga via DVDs, one of the studies
compared in-person yoga with yoga delivered via DVD [19].
One of the studies implemented synchronous delivery [16] via
the videoconferencing platform DocBox (MicroDesign) to
provide real-time video interactions between the instructor and
the participants. The study team installed the technology in the
participants’ homes, and a DocBox technician provided
technological support for the entire study duration. One of the
studies referred to using a tele-yoga module and mentioned a
minimum of supervised sessions, implying that there were
supervised and unsupervised sessions; however, further details
of the delivery method were not clearly described [24].

By nature, 83% (10/12) of studies implementing asynchronous
delivery were delivered individually [13-15,17-23]. For the
study implementing synchronous delivery, the instructor saw
the entire group to provide feedback; however, participants only
saw the instructor and needed to be unmuted to ask questions
[16]. Some studies that implemented asynchronous delivery
included interactions with the study team at periodic intervals
through phone calls [13,22], in-person visits [14], and
introductory classes (one [14,20] or two [19]). Some studies
that implemented asynchronous delivery used strategies to
optimize safety, including written instructions [13,14,19,20],
ability-based movement sequences [15], intensity ramp-ups
across videos [18], and preparatory instructions within each
video [23]. The study in which the intervention was delivered
synchronously included safety measures in which a nurse
observed and assessed participants before and after each
tele-yoga class [16].

Approximately 50% (6/12) of studies implementing
asynchronous delivery used only 1 yoga video or sequence for
the study’s duration [13,14,19-22]. In 25% (3/12) of studies,
participants used a variety of videos [17,18,23]. One of these

studies provided beginner and intermediate ratings to help
participants choose videos [18], whereas the other provided 12
videos to be watched in a specific order to optimize safety [17].
In the case series, it was clear that each participant watched
different videos; however, it was unclear whether a given
participant watched the same yoga video or sequence for the
study duration [15]. For the study comparing an in-person yoga
intervention with a DVD, it was unclear whether the in-person
sessions differed from week to week and whether the in-person
and DVD groups performed the same sessions [19].

Yoga Intervention Components and Other Details
Approximately 50% (6/12) of studies did not specify the style
of yoga used [13,14,17,20,21,24], whereas 50% (6/12) used
specific styles, including gentle Hatha yoga [22,23], Vinyasa
yoga [19], Iyengar yoga [16], a combination of Hatha yoga and
Iyengar [15], and a combination of Hatha yoga and Vinyasa
[18]. Approximately 50% (6/12) of studies [15,16,20,22-24]
indicated that the yoga interventions were designed or adapted
for their specific populations. One of these studies also provided
additional preselected videos available on the web for
participants to choose from after completing the videos designed
for the intervention [23]. Approximately 17% (2/12) of studies
[13,19] indicated that the yoga videos were selected with the
population in mind. Approximately 17% (2/12) of studies
[14,17] did not mention whether the programs were chosen for
their populations. One of the studies used a yoga program that
had previously shown benefits in people with low back pain;
however, further rationale for its selection was not provided
[21]. One of the studies selected specific yoga videos posted
on the web but also created 6 videos specifically for the study
[23].

Approximately 42% (5/12) of studies [14,17,20-22] did not
specify the credentials of yoga instructors. One of the studies
[13] specified that a certified yoga therapist provided the
intervention, whereas another [16] specified that a certified yoga
instructor and physical therapy assistant provided the
intervention. The remaining studies specified that certified yoga
instructors (500-hour certifications [18] or >200-hour
certifications [19,23]) provided the interventions.

Approximately 33% (4/12) of studies specified using breathing
exercises and physical postures [19-21,24]. One of the studies
specified using postures and meditation [23]. Approximately
58% (7/12) of studies mentioned using breathing exercises,
postures, and meditation and relaxation [13-16,18,22]. Of these
7 studies, 4 (57%) used meditation [15,17,18,22], 2 (29%) used
relaxation [13,14], and 1 (14%) used both relaxation and
meditation [16].

The yoga interventions ranged in duration from 2 to 12 weeks,
with individual session lengths ranging from 10 to 90 minutes
and frequency ranging from once a week to daily practice.
Interestingly, one of the studies included 2 different prescribed
yoga doses (low, 60 min/week, and moderate, 150 min/week)
[23].

Most studies considered remotely delivered interventions as
home practice and, therefore, did not assess or account for
additional home practice. However, they accounted for all the
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practices at home when reporting adherence (if reported). The
study comparing in-person yoga with a yoga DVD specified
instructions for the desired frequency of additional home

practice [19]. See Table 4 for a summary of the yoga
intervention characteristics.

Table 4. Information about intervention characteristics.a

Number
of weeks

Sessions per
week

Duration (minutes
per session)

Yoga limbsYoga styleGroup vs in-
dividual

TechnologyAsynchronous vs
synchronous

Study

10430Breathing, pos-
tures, and relax-
ation

NSbIndividualVideo (type
unspecified)

AsynchronousArmstrong et
al [14]

83 to 6NSBreathing, pos-
tures, and medita-
tion

Hatha and
Iyengar

IndividualDVD and mo-
bile app

AsynchronousAwdish et al
[15]

8260Breathing, pos-
tures, meditation,
and relaxation

IyengarGroupVideoconfer-
ence

SynchronousDonesky et
al [16]

12360Breathing, pos-
tures, and relax-
ation

NSIndividualDVDAsynchronousGunda et al
[17]

12Requested 60
min/week

Requested 60
min/week

Breathing, pos-
tures, and medita-
tion

Hatha and
Vinyasa

IndividualWeb-based
videos

AsynchronousHuberty et al
[18]

1260 min/week
(LD); 150
min/week
(HD)

60 min week

(LDc); 150

min/week (HDd)

Postures and medi-
tation

Gentle
Hatha

IndividualWeb-based
videos

AsynchronousHuberty et al
[23]

4≥140Breathing and pos-
tures

NSNSUnspecified
tele-yoga

Asynchronous
and synchronous

Jasti et al
[24]

8Required one
90-minute ses-
sion, encour-
aged 2 more
for “home
practice”

Required one 90-
minute session, en-
couraged 2 more
for “home prac-
tice”

Breathing and pos-
tures

VinyasaIndividualDVDAsynchronousKyeongra et
al [19]

12As often as
possible

10Breathing and pos-
tures

NSIndividualDVDAsynchronousMullur et al
[20]

2Daily7.5Breathing and pos-
tures

NSIndividualDVDAsynchronousSakuma et al
[21]

12260 to 75Breathing, pos-
tures, and medita-
tion

Gentle
Hatha

IndividualDVDAsynchronousSchuver et al
[22]

123 to 590Breathing and pos-
tures

NSIndividualDVDAsynchronousStan et al
[13]

aInformation about the intervention characteristics such as the delivery method, including whether the intervention was delivered synchronously or
asynchronously; the type of technology used; whether the intervention was delivered to a group or individual; and yoga intervention components,
including the yoga style, yoga limbs, and intervention dose (frequency and duration).
bNS: not specified.
cLD: low dose.
dHD: high dose.

Intervention Feasibility and Safety

Overview
The extracted data that were related to feasibility included
information about adherence and occurrence or absence of
technological challenges. The components of adherence were
subcategorized into intervention adherence (ie, whether
participants completed the intended yoga intervention dose)

and study adherence (ie, whether participants completed the
study overall). The following sections present the results related
to adherence. We reported the results as specified in each study
and used the term compliance instead of adherence for one of
the studies that reported its results using that term.

Intervention Adherence
Adherence to the intervention was assessed or reported
differently across studies. Approximately 33% (4/12) of studies

J Med Internet Res 2022 | vol. 24 | iss. 6 |e29092 | p.62https://www.jmir.org/2022/6/e29092
(page number not for citation purposes)

James-Palmer et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


did not report on intervention adherence [14,15,17,20].
Approximately 25% (3/12) of studies [13,21,23] defined
benchmarks or categories such as compliance or good adherence
using specific thresholds. Approximately 42% (5/12) of studies
reported intervention adherence through mean yoga practice
using self-reported logs [18,19,22,23] or class attendance
(synchronous [16] and in-person [19] interventions). In addition
to self-reporting, 17% (2/12) of studies using web-based videos
also used web analytics programs to monitor the time spent
viewing these videos [18,23].

One of the studies set a benchmark for adherence (completion
of 90% of the prescribed yoga dose in 9 out of 12 weeks). In
this study, there was a low-dose group, in which 44% (8/18) of
the participants met the benchmark, and a moderate-dose group,
in which 6% (1/16) met the benchmark [23]. The study using
the term compliance defined it as exercising >3 times per week
for ≥7 weeks [13]. The authors showed that 39% (7/18) of the
yoga group were compliant with the intervention as compared
with 44% (7/16) in the strengthening group [13]. Finally, another
study defined good adherence as those who practiced ≥6 times
over 2 weeks and defined poor adherence as those who practiced
1 to 5 times over 2 weeks [21]. This study showed that 55%
(37/67) of the yoga group had good adherence, 16% (11/67)
had poor adherence, whereas 10% (7/67) did not report their
adherence [21].

The mean yoga practice was also reported in several studies to
indicate yoga intervention adherence. In the study comparing
a yoga DVD with a walking DVD, a mean practice of 119.75
(SD 58.95) minutes for the yoga group was reported and a mean
practice of 78.25 (SD 52.50) was reported for the walking group
[22]. The target intervention dose for both groups was 120
minutes [22]. The study comparing in-person yoga with yoga
delivered via a DVD reported that the in-person group practiced
yoga for 75 minutes per week compared with 53.4 minutes per
week in the DVD group [19]. The targeted dose was
administered for 90 minutes per week. One of the studies using
web-based videos showed mean yoga participation of 40.8
minutes per week by use of a software that counted how long
they viewed web-based videos [18]. However, the self-reported
mean practice of the same participants was 56 min/week.
However, based on the self-reported practice measure, only
15% (4/27) of participants completed the required intervention
dose of ≥60 minutes per week [18]. The other study using
web-based videos showed, via self-report, that the low-dose
group achieved a mean weekly yoga practice of 73% (44/60
minutes) of the target dose, and the moderate-dose group
achieved a mean weekly yoga practice of 49% (77/150 minutes)
of the prescribed dose [23]. However, web analytics revealed
that these numbers overreported yoga practice [23]. Another
study reported a mean yoga practice of 11.48 (SD 7.55) sessions
but did not indicate a target dose [24]. Finally, the synchronous
yoga study showed a mean attendance of 90% (14.5/16 required
yoga classes) [16].

Study Adherence
In addition to intervention adherence, study adherence was
reported as the number of individuals who completed the study
compared with those who were enrolled. Approximately 33%

(4/12) of studies did not report whether any individuals dropped
out or whether all those enrolled completed the study
[14,15,17,20]. In the study comparing yoga DVDs with a control
group, 66% (44/67) of participants in the yoga group and 77%
(24/31) of participants in the control group completed the study
[21]. In the study comparing a yoga DVD with a strengthening
DVD, 78% (14/18) of participants in the yoga group and 56%
(9/16) of participants in the strengthening group completed the
study [13]. The study comparing a yoga DVD with a walking
program DVD reported that 90% (18/20) of participants in the
yoga group and 80% (16/20) of participants in the walking group
completed the study [22]. The study comparing yoga delivered
via videoconferencing with an educational phone call control
reported that 86% (6/7) of participants in the yoga group and
75% (6/8) of participants in the control group completed the
study [16]. The study comparing in-person yoga with DVD
yoga showed that 86% (6/7) of participants in the in-person
group and 57% (4/7) of participants in the DVD group
completed the study [19]. The study comparing web-based yoga
videos with a wait-list control group reported that 79% (27/34)
of participants in the yoga group and 75% (21/28) of participants
in the control group completed the study [18]. The study
comparing web-based yoga videos with a stretch and tone
program reported that 57% (34/60) of participants in the yoga
group and 47% (14/30) of participants in the control group
completed the study [23]. Finally, the single-group study
reported that 57% (54/95) of participants completed the study
[24].

Technical Challenges and Satisfaction
The study implementing synchronous yoga reported
technological challenges in 77% (24/31) of the yoga sessions
and a mean enjoyment of 8.3 (SD 2.7) on a 10-point scale [16].
One of the studies using web-based videos reported that
participants noted some technological challenges, attributing
most to slow internet connections [23]. This study also noted
high participant satisfaction in the web-based yoga video group
and the web-based tone and stretch group [23]. The single-group
study involving an unspecified tele-yoga program reported that
92.6% of the participants reported the intervention to be feasible
(and safe) [24]. Finally, one of the studies assessed program
satisfaction and found that the in-person group showed
significantly greater satisfaction with the instruction method
than the DVD group [19].

Adverse Events and Safety
Approximately 33% (4/12) of studies did not specify the
occurrence or absence of adverse events [14,17,19,22].
Approximately 42% (5/12) of studies reported no adverse events
[15,16,18,20,21]. One of the studies reported that 92.6% of the
participants reported the intervention to be safe and feasible but
did not provide further details [24]. One of the studies comparing
a yoga DVD program with a strengthening DVD program for
women with breast cancer reported 4 mild adverse events in the
strengthening group and 9 mild adverse events in the yoga group
[22]. However, the authors concluded that these mild adverse
events could be attributed to recent reconstructive surgeries or
medication side effects related to the participants’ cancer
treatment and management [22].
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Preliminary Efficacy

Patient-Reported Outcome Measures
Patient-reported outcomes included various measures assessing
anxiety, depression, sleep, fatigue, quality of life, general health,
syncope functional status, multifactorial myeloproliferative
neoplasm symptoms, sexual function, and pain. One of the
studies did not analyze whether there were statistically
significant differences between pre- and postmeasurements,
despite having collected the data [18]. The single-group study
showed significant improvements in perceived stress and yoga
performance [24]. The study comparing a yoga DVD with a
walking program DVD for women with depression showed
within-group improvements but did not show between-group
differences [22]. However, when controlling for baseline levels
of rumination, the study showed significantly lower rumination
in the yoga group [22]. The study comparing the use of a yoga
DVD with a strengthening DVD showed significant
within-group improvements in fatigue but did not show
significant between-group differences [13]. The study that
included childcare workers showed statistically significant
improvements in low back pain, upper arm or neck pain, and
menstrual pain in individuals who demonstrated good yoga
intervention adherence [21]. The study comparing a web-based
stretch or tone program with a web-based yoga program for
women who had experienced stillbirth noted significant
improvements in depression, perinatal grief, self-compassion,
and self-rated health, favoring the yoga group [23]. Finally, the
study that included individuals with neurocardiogenic syncope
showed a statistically significant improvement on the Syncope
Functional Status questionnaire following the yoga intervention
[17].

Physical Performance and Function Outcome Measures
Physical performance and functional outcome measures
comprised flexibility, strength, the 6-minute walk test, and

balance. One of the studies assessing the effect of yoga on
flexibility in older women showed statistically significant
improvements in the sit and reach test in the yoga group, along
with improvements in trunk extension, shoulder flexion, and
left and right ankle flexibility [14]. In contrast, another study
investigating the impact of a yoga DVD on childcare workers
did not show any improvements in flexibility [21]. However,
they did not specify the measure of flexibility used [21]. The
studies assessing upper and lower extremity strength [16] and
assessing grip strength [21] did not show any improvements.
Approximately 17% (2/12) of studies [15,16] found no
improvements in the 6-minute walk test; however, one of these
studies [16] showed statistically significant improvements in
shortness of breath and distress related to dyspnea in the yoga
group following the 6-minute walk test. The study assessing
balance used the functional reach test and did not report any
improvements [21].

Physiological Outcome Measures
Physiological measures that showed significant improvements
in at least one study included heart rate, blood pressure, oxygen
saturation, presyncope and syncope events, and specific blood
tests. One of the studies on veterans with diabetes showed
statistically significant improvements in heart rate, diastolic
blood pressure, and capillary blood glucose [20], whereas
another study on individuals with neurocardiogenic syncope
did not show any significant improvement in heart rate or blood
pressure [17]. The study on individuals with neurocardiogenic
syncope also showed statistically significant improvements in
the number of presyncope and syncope events in participants
who completed the yoga program [17]. See Table 5 for a
summary of the results of each study for the patient-reported
outcome measures, physical performance and performance
outcome measures, and physiological measures.
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Table 5. Outcome measures assessed in each study.

OutcomesComparisonStudy and type

Yoga video vs regular activityArmstrong et al [14], RCTa • Sit and reach testb

• Trunk extensionb

• Trunk flexion
• Shoulder extension
• Shoulder flexionb

• Left ankle flexibilityb

• Right ankle flexibilityb

Yoga video; no comparisonAwdish et al [15], case series • Subjective changes via journalingc

• Health Promoting Lifestyle Profile 2c

• 6-minute walk testc

• Oxygen saturationc

Yoga via videoconferencing vs
health education phone call

Donesky et al [16], quasi-experimen-
tal nonrandomized study

• Safety: see the Adverse Events and Safety section
• Acceptability: see the Intervention Adherence section
• Technical issues: see the Patient-Reported Outcome Measures section
• Upper and lower body muscle strength
• 6-minute walk test
• Symptoms following the 6-minute walk testb

• Quality of life: St George’s Respiratory Questionnaire and Kansas

City Cardiomyopathy Questionnaired

• Depression Personal Health Questionnaire-8
• Overall dyspnea: Dyspnea-12 questionnaire
• General Sleep Disturbance Scale

Yoga DVD; control not clearly de-
scribed

Gunda et al [17], quasi-experimental
nonrandomized pilot study

• Log of the number of presyncope and syncope events: in the interven-
tion group, for those who finished the yoga regimen, there was a
statistically significant improvement in the number of episodes of
syncope and presyncope

• SFSQe: statistically significant decrease in the mean SFSQ score
from the control phase to completion of the intervention phase

• Head-up tilt table: resting heart rate
• Blood pressure

Web-based yoga videos vs wait-list
control

Huberty et al [18], pilot RCT • Yoga participation: see the Intervention Adherence section
• Adverse events: see the Adverse Events and Safety section
• Blood draw feasibility and practicality
• Inflammatory biomarkersc

• Fatigue: single item from the multifactor MPN-SAFc,f

• Multifactor MPN-SAF: total symptom scorec

• Quality of life: single item from the NIHg PROMISh Global Health

measurec

• Sleep disturbance: Sleep Disturbance Scale
• Short Form 8ac

• Pain intensity: Pain Intensity Short Form 3ac

• Anxiety distress: Emotional Anxiety Short Form 8ac

• Depression emotional
• Distress: Depression Short Form 8ac

• Mental health: PROMISc

• Sexual function: 8-item for men; 10-item for womenc

• Physical health: PROMISc
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OutcomesComparisonStudy and type

• Adherence: see the Intervention Adherence section
• Acceptability: all groups achieved satisfaction benchmarks
• Adverse events: see the Adverse Events and Safety section
• Demand: no group met the demand benchmark
• Impact of Event Scale
• State-trait Anxiety Inventory
• Patient Health Questionnaire-9i

• Perinatal Grief Scalei

• Self-Compassion Scalei

• Self-rated health (Short Form-12)i: a significant decrease in low-dose
and control groups

• Emotion Regulation Questionnaire
• Mindful Attention Awareness Scale
• Pittsburg Sleep Quality Index

Web-based yoga videos, including
2 different doses vs stretch and tone
control

Huberty et al [23], RCT

• Adherence: see the Intervention Adherence section
• Difficulty rating: mean score indicated that the yoga module was

easy to practice
• Feasibility: 92.6% of participants found the yoga to be safe and fea-

sible
• Yoga Performance Assessment scaled

• Perceived Stress Scaled

Tele-yoga moduleJasti et al [24], single-group open-
label trial

• Adherence: see the Intervention Adherence section
• Modifiable Activity Questionnaire
• Program satisfaction: see the Patient-Reported Outcome Measures

section

Yoga DVD vs in-person yogaKyeongra et al [19], pilot RCT

• Capillary blood glucoseb

• Heart rateb

• Diastolic blood pressureb

• Hemoglobin A1c
• Systolic blood pressure
• Weight
• BMI

Yoga DVD vs handout about yogaMullur et al [20], pilot RCT

• Measure of body pain according to the Visual Analog Scale (range

0-100)j

• Japanese version of the General Health Questionnaire
• Body weight
• BMI
• Flexibility (measure not described reported in comparator)
• Grip strength
• Functional reach test

Yoga DVD vs regular activitiesSakuma et al [21], RCT

• Beck Depression Inventoryd

• Ruminative Responses Scalek

Yoga DVD vs walking DVDSchuver et al [22], pilot RCT

• Feasibility: see the Intervention Adherence section
• Safety: see the Adverse Events and Safety section
• Fatigue: Multidimensional Fatigue Symptom Intervention Short

Formd

• Quality of life: Functional Assessment of Cancer Therapies–Breastd

DVD vs strengthening DVDStan et al [13], pilot RCT

aRCT: randomized controlled trial.
bStatistically significant between-group difference favoring the remote-delivered yoga group.
cOnly effect sizes were calculated.
dStatistically significant within-group differences.
eSFSQ: Syncope Functional Status Questionnaire.
fMPN-SAF: Myeloproliferative Neoplasm Symptom Assessment Form.
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gNIH: National Institutes of Health.
hPROMIS: Patient-Reported Outcomes Measurement Information System.
iStatistically significant improvements in the yoga group compared with the control group. Yoga comprised 2 different yoga intervention doses. For
further details, refer to the study by Huberty et al [23].
jStatistically significant improvement for individuals who demonstrated good adherence to the yoga group (≥6 times per 2 weeks) for low back pain,
upper arm or neck pain, and menstrual pain.
kStatistically significant between-group difference when controlling for baseline levels.

Discussion

Principal Findings and Comparison With Prior Work
The purpose of this scoping review was to examine the existing
literature regarding the practice of yoga through remote delivery
methods and identify current gaps related to (1) the populations
studied, (2) the intervention characteristics (delivery methods
and intervention components implemented), (3) the safety and
feasibility of the interventions, and (4) the preliminary efficacy
of the interventions. In summary, the studied populations
included adults across their life spans, including individuals
with physical and mental health conditions and some generally
healthy adults. The review showed that, to date, most studies
implementing remotely delivered yoga have implemented
asynchronous delivery. In addition, the delivered interventions
were primarily Hatha yoga interventions, including postures,
breathing exercises, and meditation and relaxation exercises.
The interventions were shown to be generally safe and feasible,
with some feasibility challenges present in the study that
implemented synchronous delivery. The heterogeneity of the
included studies did not allow for an adequate evaluation of the
preliminary efficacy of remotely delivered yoga interventions.

This scoping review showed that remotely delivered yoga has
been successfully implemented in a heterogeneous sample of
populations with and without chronic conditions. This is similar
to the body of literature investigating the impact of in-person
yoga [6]. In this review, studies included older adults; childcare
workers; and individuals with chronic conditions such as COPD,
HF, cancer, depression, diabetes, pulmonary hypertension, and
cardiogenic syncope. Notably, most of these populations have
also been implicated in in-person yoga studies. For instance,
individuals with COPD [25] and HF [26], individuals with
cancer [27,28], women with depression [29], older adults [30],
adults with diabetes [31], and adults with cardiovascular
conditions [32] have all been included in previous in-person
yoga studies. Interestingly, no two studies reviewed here were
conducted on the same population. Replication of studies for
similar populations is seen in the in-person yoga literature [6]
but is missing from the body of literature reviewed in this study.
Therefore, replication using larger samples is needed. In
addition, despite the variety of populations enrolled in the
included studies, some populations that were commonly enrolled
in in-person yoga studies were not included in the reviewed
studies. For example, none of the included studies involved
populations of individuals with neurological conditions or
balance impairments. This differs from the body of literature
investigating in-person yoga, which shows a large body of
studies investigating yoga in these individuals [33,34].

It is unclear why some populations were enrolled in studies
investigating remotely delivered yoga, whereas others were not.

In an attempt to gain a better understanding of this, information
related to the authors’ motivation to implement remote delivery
was extracted. However, as reported in the Results section, half
of the studies (6/12, 50%) [15,17-19,22,23] did not provide any
reason for choosing the remote delivery method. Previous
guidelines for the development of yoga interventions have
highlighted that intervention delivery must be considered in
intervention design and are discussed in the second domain of
dose and delivery of yoga [35]. There are multiple reasons why
remote delivery may be beneficial, some of which have been
mentioned in the reviewed studies. For example, previous
studies have shown that multiple factors can impede engagement
in exercise and physical activity, including transportation
barriers, lack of time, decreased motivation, feelings of
intimidation because of physical or environmental barriers,
costliness, stigma, and a general lack of resources [36-38]. These
barriers may also impede access to in-person yoga, and as such,
a better understanding of facilitators and barriers associated
with in-person and remote delivery methods is needed. In fact,
previous studies support the notion that interventions delivered
through technology show higher adherence in older adults [39].

When examining delivery method characteristics, most studies
(10/12, 83%) implemented asynchronous delivery. This is
similar to the results of another scoping review that investigated
web-based mindfulness interventions for people with physical
health conditions, which showed that 69% (11/16 studies)
implemented asynchronous delivery [40]. Furthermore, another
systematic review investigating remotely delivered therapy for
mental health showed that 73% (8/11 studies) implemented
asynchronous delivery [41]. This may be because asynchronous
delivery requires fewer resources; however, this has not been
formally established. Specifically, for the purpose of this review,
no studies to date have compared synchronous and asynchronous
remote delivery methods in yoga interventions. A total of 2
previous reviews also showed that there were no studies
comparing synchronous and asynchronous remote delivery
methods for their respective interventions: web-based
mindfulness [40] and remotely delivered therapy [41]. One of
the studies comparing synchronous and asynchronous delivery
of tele-exercise for individuals with spinal cord injury showed
significantly higher adherence and average weekly training load
for the synchronous training group compared with the
asynchronous group, suggesting that synchronous training may
offer added benefits [42]. Thus, a current gap in the literature
relates to the investigation of synchronous remote delivery of
yoga, despite promising outcomes for other interventions
[40-42].

Although more studies included in our review implemented
asynchronous delivery than synchronous delivery, the one study
investigating synchronous delivery reported high adherence and
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enjoyment [16]. However, it also showed some feasibility
challenges. It should be acknowledged that we cannot arrive at
conclusions about the feasibility of all synchronously delivered,
remotely delivered yoga interventions as there was only one
study included in this review that implemented synchronous
delivery. In addition, the other scoping reviews that investigated
remotely delivered interventions did not speak to the feasibility
of synchronously delivered interventions [40,41]. A previously
published study indicated that certain videoconferencing
platforms and practices may facilitate web-based engagement
in remote research [43]. Thus, synchronous yoga interventions
using widely available and commonly used videoconferencing
platforms should be implemented and investigated to determine
the approaches that limit technological challenges.

When examining the other intervention characteristics, such as
the implemented style and limbs of yoga, our findings are similar
to those found in the in-person yoga literature [44]. Although
some of the studies reviewed here did not report the yoga style
or limbs used, others reported a style of yoga that fell under the
umbrella of Hatha yoga (the physical practice of yoga) without
further specification. Limited available guidance on the optimal
style may be is the reason behind a lack of specific reporting
surrounding yoga style in general. In fact, a previously published
systematic review [45] indicated that RCTs using different yoga
styles did not differ significantly in their odds of achieving their
desired outcomes. This demonstrated that there may not be an
optimal style of yoga, and other factors such as preference and
availability can help determine style [45]. However, future work
should strive to report the style and limbs of yoga being
implemented in interventions to help identify whether there are
population-specific intervention characteristics that can optimize
outcomes. For instance, a specific yoga style may be more
beneficial for a given population. For example, a study
comparing meditative yoga to power yoga for stress reduction
in physically active, yoga-naive women showed significant
improvements in salivary cortisol and state anxiety following
a single meditative yoga session compared with power yoga
[46], demonstrating that certain types of yoga may be more
beneficial in specific situations. In addition, one yoga style may
be delivered remotely more easily than another. For example,
it may be more challenging for individuals with chronic health
conditions and limited yoga experience to engage in a Vinyasa
flow intervention involving rapid transitions from posture to
posture while trying to follow a prerecorded video. However,
this has yet to be investigated and could not be examined in this
review or previously published reviews [6,45]. Thus, future
studies should investigate the interactions among yoga style,
study population, and other intervention characteristics,
especially delivery method.

Limitations
This scoping review had some limitations. First, only studies
with pre- and posttesting were included. This was stipulated in
the eligibility criteria and was intended to facilitate the
exploration of preliminary efficacy. However, this may have
resulted in the exclusion of studies, such as feasibility studies
or qualitative analyses, which could have provided additional
insight into the current state of the literature. Specifically, we
are aware of 4 studies [47-50] that were excluded because of a

lack of explicit pre- and posttesting. Second, the heterogeneity
of the included studies and assessed outcomes prevented the
identification of conclusive preliminary efficacy findings. Third,
the searches were completed in April 2021. With the
continuation of the COVID-19 pandemic, publications involving
telerehabilitation in general [51-53] and remotely delivered
yoga interventions, in particular, may increase over the next
few years. This could possibly require an update to this review.
Regardless of these limitations, this scoping review identifies
key gaps in the related literature and provides a strong
foundation to optimize future research.

Strengths
This scoping review had several strengths. A broad range of
databases was searched, which allowed a comprehensive search.
This review provides a robust quality assessment of the included
studies, provides a realistic picture of the literature and facilitates
the interpretation of the findings. In addition, this review covers
a broad range of content areas, including (1) the populations
studied, (2) the intervention characteristics (delivery methods
and intervention components implemented), (3) the safety and
feasibility of the interventions, and (4) the preliminary efficacy
of the interventions. This broad range of content allows readers
to obtain a full picture of the state of the related literature and
understand the current gaps. This is intended to help provide a
path forward to optimize future research.

Future Directions
Multiple steps can be taken to address the gaps identified in this
review and optimize future research. Future studies involving
larger sample sizes should assess populations similar to those
enrolled in the reviewed studies to determine whether the results
can be replicated. In addition, populations not examined in the
included studies, such as those with neurological conditions or
other populations that have been shown to benefit from in-person
yoga, should be enrolled in future studies that implement
remotely delivered yoga. Future studies should justify the choice
of delivery methods and relate this justification to
population-specific needs. Moreover, future studies should
consider and investigate the interactions among delivery
methods, yoga intervention components, and other study
characteristics. They should explore the implementation of
synchronous delivery and compare different delivery methods.
Specifically, synchronous yoga interventions using widely
available and commonly used videoconferencing platforms
should be investigated to determine whether this approach limits
technological challenges and facilitates feasibility. Finally,
future studies should report information regarding adverse
events, adherence, and other safety and feasibility measures to
provide robust information regarding the implementation of
these interventions.

Conclusions
This review synthesized the literature regarding the remote
delivery of yoga and provided information about gaps in the
literature related to study populations, intervention
characteristics, intervention safety and feasibility, and
intervention efficacy. Overall, this review revealed a broad gap
in the literature, showing that little attention has been paid to
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yoga intervention delivery methods. Future studies and yoga
intervention development guidelines should further consider
the delivery methods when developing interventions. For
instance, population-specific needs and barriers should be

accounted for when determining delivery methods. In addition,
more studies implementing synchronous delivery methods and
studies comparing delivery methods should be conducted, and
robust reporting of intervention characteristics is required.
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Abstract

Background: Mobile health (mHealth) is widely used as an innovative approach to delivering physical activity (PA) programs.
Users’ adherence to mHealth programs is important to ensure the effectiveness of mHealth-based programs.

Objective: Our primary aim was to review the literature on the methods used to assess adherence, factors that could affect users’
adherence, and the investigation of the association between adherence and health outcomes. Our secondary aim was to develop
a framework to understand the role of adherence in influencing the effectiveness of mHealth PA programs.

Methods: MEDLINE, PsycINFO, EMBASE, and CINAHL databases were searched to identify studies that evaluated the use
of mHealth to promote PA in adults aged ≥18 years. We used critical interpretive synthesis methods to summarize the data
collected.

Results: In total, 54 papers were included in this review. We identified 31 specific adherence measurement methods, which
were summarized into 8 indicators; these indicators were mapped to 4 dimensions: length, breadth, depth, and interaction. Users’
characteristics (5 factors), technology-related factors (12 factors), and contextual factors (1 factor) were reported to have impacts
on adherence. The included studies reveal that adherence is significantly associated with intervention outcomes, including health
behaviors, psychological indicators, and clinical indicators. A framework was developed based on these review findings.

Conclusions: This study developed an adherence framework linking together the adherence predictors, comprehensive adherence
assessment, and clinical effectiveness. This framework could provide evidence for measuring adherence comprehensively and
guide further studies on adherence to mHealth-based PA interventions. Future research should validate the utility of this proposed
framework.

(J Med Internet Res 2022;24(6):e30817)   doi:10.2196/30817

KEYWORDS

mobile health; mHealth; physical activity; adherence; framework; scoping review; mobile phone

Introduction

Background
There is strong evidence that physical activity (PA) is associated
with improvements in physical health, mental health, and
well-being [1]. However, many people are at risk of inactivity

and there is poor uptake of, and adherence to, PA interventions
[2]. Promoting PA and maintaining people’s adherence are
crucial public health issues.

Technological innovation (eg, mobile health [mHealth]) is
developing rapidly and is being widely applied in the health
care field [3]. mHealth mainly focuses on the delivery and
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monitoring of health care services [4] and could also be an
alternative approach to delivering PA interventions, overcoming
the limitations of traditional PA approaches (eg, classes or
workshops) [5]. Compared with traditional approaches, mHealth
can use vivid video and pictures and may be more attractive
and acceptable [6]. The use of mHealth can help deliver exercise
programs to a wide audience at a low cost. In addition, mHealth
technologies can provide timely feedback, reminders and
support, continuous monitoring, and outcomes assessment [7,8].

There is a common issue with innovative health technologies,
including mHealth, which is users’ adherence to mHealth
programs. For example, people who download an exercise app
do not always use, or continue to use, the app. Research suggests
that suboptimal exposure to the PA program lessens the effects
of these interventions [9]. Measuring users’ adherence to
mHealth and exploring the factors that could influence users’
adherence and the association between adherence and
intervention outcomes are important to understand how PA and
other outcomes can be improved.

Although there are systematic reviews summarizing evidence
on the adherence to technology-based interventions, previous
reviews are rather generic, do not differentiate mHealth from
other technology-based interventions, do not focus on PA, and
do not address the issue that adherence to a PA intervention
may differ from adherence to other interventions such as those
for medications or therapy. For example, Donkin et al [10]
summarized measurement methods for adherence to any
e-therapies and evaluated the association of adherence with
intervention outcomes. Perski et al [11], focusing on digital
behavior change interventions, developed a conceptual
framework to explain the impacts of potential factors on people’s
engagement with digital behavior change interventions. By
contrast, other reviews may focus on PA but restrict themselves
to specific digital technologies. For example, Attig et al [12],
focusing on wearable trackers for PA, summarized reported
reasons for abandoning their use, such as usability issues and
privacy concerns.

mHealth is a commonly used innovative solution to deliver
health interventions. The characteristics of instant access,
portability, and direct feedback make mHealth different from
other technologies such as desktop computers [4]. We believe
that these characteristics could affect the adherence of users of
mHealth-based interventions in a way that is different from
adherence to other technologies. Therefore, it would be better
to consider mHealth-based interventions more specifically rather
than grouping them together with other, generic technologies.
Given this, we consider that the measurement of users’
adherence to mHealth-based PA should not only reflect generic
technologies’ features, where applicable, but also incorporate
mHealth-specific factors. For example, the automatically
recorded number of days when mHealth devices are worn and
the automatically recorded daily amount of PA, such as step
counts, are commonly used indicators in measuring users’
adherence to mHealth-based PA interventions [8]. However,
such indicators have not been well considered in existing
reviews that cover information technologies in general. Overall,

there is a lack of evidence on determinants of the adherence to
mHealth-based PA and the influence of adherence on health
outcomes; in addition, there seems to be no agreed measurement
method of adherence to mHealth devices that aim to improve
PA engagement.

A scoping review of the literature was therefore carried out to
explore how adherence to mHealth aiming at improving PA
engagement is measured, to investigate which factors affect
users’ adherence, and the association between adherence and
intervention outcomes. A framework is needed to identify the
association among factors, adherence measurement, and health
outcomes. The framework can be used in future to guide the
measurement of adherence to mHealth-based PA programs and
facilitate further research on the effectiveness of mHealth-based
programs.

Objectives
The aims of this study were to synthesize evidence about (1)
how adherence to mHealth PA interventions has been measured
in the literature, (2) the factors that influence the adherence,
and (3) the association between adherence to mHealth PA
interventions and health outcomes. An additional aim was to
propose an operational concept of adherence to mHealth-based
PA programs and a framework for identifying the links among
the determinants of adherence, adherence measurements, and
intervention outcomes.

Methods

The PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
guidelines were followed for reporting this review [13]. Refer
to Multimedia Appendix 1 for the PRISMA-ScR checklist. The
review protocol was not registered on the web.

Literature Search and Search Strategy
To identify relevant studies, the initial electronic searches were
run in September 2020 in 4 databases: MEDLINE, PsycINFO,
EMBASE, and CINAHL [14]. Update searches were performed
in February 2022. Refer to Multimedia Appendix 2 for the
search strategies. There were no restrictions on publication year,
but searches were limited to English language publications.

Eligibility Criteria
We considered a study eligible if it met the criteria presented
in Table 1. Following the World Health Organization’s
definitions of mHealth [15], we defined mHealth-based PA
programs as interventions that use mobile devices to deliver
PA. The devices could be smartphones, smartwatches, PDAs
such as wristbands, and other wireless technologies. In addition,
there were no restrictions on how adherence to mHealth
interventions was defined and assessed in this review as long
as the authors described the measurement or definition of
adherence. Furthermore, this review used the PA definition
provided by the World Health Organization [16]: any bodily
movement produced by skeletal muscles that requires energy
expenditure.
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Table 1. Inclusion and exclusion criteria.

Exclusion criteriaInclusion criteriaItems

Types of study •• Unpublished studiesAny experimental and nonexperimental study design
• Papers that were not peer reviewed

Types of participants •• Studies recruiting children (aged <18 years) or partici-
pants with cognitive impairment or psychiatric disorders

People aged ≥18 years (including older adults)

Types of interventions •• Studies that delivered interventions using a desktop or
laptop computer

Studies that evaluated the use of mHealtha to promote

PAb
• Studies that used mHealth purely to monitor PA rather

than deliver or guide PA• mHealth devices could be used alone or in combination
with other forms of interventions, such as physiotherapy.
PA could be one part of the whole intervention, such as
a behavior change program for weight

Types of outcomes •• No exclusion criteriaStudies that measured any outcomes on the adherence to
using mHealth to promote PA

amHealth: mobile health.
bPA: physical activity.

Study Selection
We used EndNote (Clarivate Analytics) to manage records
identified through the electronic searches. After removing
duplicate records, we screened titles and abstracts at first to
identify potentially eligible studies and then screened their full
texts to include eligible studies. Given that this is a scoping
review, only 1 reviewer (YY) was involved in this process.
However, any problem was resolved by consulting another
researcher (CT or EB).

Data Extraction
We used predefined data extraction forms and extracted the
following details: (1) characteristics of the included studies:
study design, study population, sample size, the description of
the intervention, mHealth used, the goal of the intervention,
control program, follow-up duration, and outcome measurement;
and (2) factors that could influence adherence and the
relationship between adherence and outcomes.

Data Synthesis
The critical interpretive synthesis approach was used to
synthesize both qualitative and quantitative data [17]. Concepts
identified in the full texts of included studies were labeled. The
research questions were used as a top-down coding frame. We

coded text fragments that were explicitly or implicitly related
to any of the following three topics: (1) adherence measurement,
(2) predictors of adherence, and (3) association between
adherence and intervention outcomes. Synthetic constructs (ie,
concepts that explain similar themes) were developed from the
codes, and relationships between the synthetic constructs were
specified.

Framework Development Methods
On the basis of the aforementioned synthetic constructs, we
developed an integrative adherence framework by following
the theoretical causal pathway to map the synthetic constructs
of the scoping review. This framework can show the links
among the determinants affecting adherence, multidimensional
adherence measurements, and the association between adherence
and health outcomes.

Results

Search Results
The electronic database searches retrieved a total of 10,902
records. Title and abstract screening of these 10,902 records
resulted in 150 (1.38%) requiring full-text inspection. Of these
150 papers, 54 (36%) were included in this review (Figure 1).
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of the study selection process. mHealth: mobile
health.

Characteristics of the Included Studies
The characteristics of the included studies are summarized and
reported in Textbox 1 (refer to Multimedia Appendix 3 [18-71]
for full details). Most of the interventions were delivered through

smartphone apps. The sample sizes of the included studies
ranged from 10 to 16,948 (median 86). The average age of
participants in the included studies ranged from 23.6 (SD 4.6)
years to 73.2 (SD 7.3) years (median 51.7, SD 11.2).
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Textbox 1. Summary characteristics of the included studies.

Types of studies

• Randomized controlled trial design (33 studies) [18,20-22,24,25,30,31,33,34,39-47,50-53,57,58,60,61,63,65-68,71], including 9 pilot studies
with small sample sizes [20,21,33,40,42,47,50,51,68]

• Pre-post quasi-experimental studies with 1 arm (10 studies) [19,23,29,37,38,49,55,56,62,69]

• Observational study design (4 studies) [26,36,48,64]

• Subgroup analyses of the intervention groups of the randomized controlled trial (2 studies) [54,59]

• Nonrandomized controlled pilot trial (3 studies) [27,28,35]

• Nonrandomized 2-arm, matched case-control trial (1 study) [60]

• Cross-sectional web-based survey (1 study) [36]

Types of participants

• General population (such as university students and staff or healthy adults; 10 studies) [26,35,36,39,45,48,49,57,64,70]

• People with specific characteristics (17 studies)

• Physically inactive community dwelling (4 studies) [41,53,59,65]

• People who were overweight (4 studies) [24,68,69,71]

• Older adults (4 studies) [22,23,31,37]

• Pregnant or postpartum women who were overweight (2 studies) [28,60]

• Shift workers (1 study) [47]

• Mothers (1 study) [52]

• Nurses (1 study) [55]

• People with specific diseases (27 studies)

• Diabetes or at high risk of diabetes (9 studies) [19,32,38,42,43,46,50,51,63]

• Cancer (5 studies) [20,44,56,61,62]

• Cardiac event (4 studies) [18,30,54,67]

• Musculoskeletal conditions (3 studies) [21,25,58]

• Pulmonary disease (2 studies) [27,34]

• Stroke (1 study) [33]

• Parkinson disease (1 study) [40]

• Excessive weight (in patients in primary care; 1 study) [66]

• Patients awaiting surgery (1 study) [29]

Types of mobile health

• Delivering interventions through a smartphone app (52 studies) [18-55,57-70]

• Using a wrist-worn activity tracker (1 study) [56]

• Using a PDA (1 study) [71]

Functions of mobile health

• Helping users to self-monitor and document their behavior (such as physical activity, diet, and weight; 49 studies) [18-20,22-30,32-35,37-50,53-71]

• Providing feedback, reminders, and social support (38 studies) [18,22-24,28,30,32-35,38-43,45,47,49,50,53-69,71]

• Analytic and assessment features and setting activity targets or plan (38 studies) [18,19,22-25,28,32,33,35,38-45,47,51,53-57,59-61,63-68,70]

• Providing behavior change education and instruction (30 studies) [18,21,23,25,27,28,30-34,38,40-42,44-47,50,51,54,55,58,60,61,63,66,67,69]

• Game-based function (5 studies) [35,37,39,43,51]

Types of outcomes

• The feasibility of the mobile health interventions
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• Adherence (27 studies) [18,21,23,25-27,29-31,33-35,40,42-44,50-54,56,58,67-69,71]

• Engagement (19 studies) [20,22,28,29,32,36-39,46-49,59-62,64,65]

• Retention (10 studies) [23,28,32,42,47,48,56,59,60,64]

• Acceptability (9 studies) [20,24,28,40,53,54,60,62,68]

• Usefulness or usability (7 studies) [23,47,49,50,54,57,70]

• Satisfaction (5 studies) [33,40,56,58,68]

• Recruitment (4 studies) [28,37,56,60]

• Uptake (4 studies) [30,42,44,57]

• Completion (3 studies) [44,59,67]

• Safety (2 studies) [40,56]

• Program use (2 studies) [57,70]

• Adoption (1 study) [55]

• Implementation (1 study) [55]

• Maintenance (1 study) [55]

• Fidelity (1 study) [60]

• Change in health behavior

• Physical activity level (step count; 19 studies) [18,20,22,23,28,31,35,36,39,40,49,50,52,53,62,64-67]

• Dieting (4 studies) [28,53,62,66]

• Clinical indicators

• Change in weight or BMI (13 studies) [20,24,26,28,30,38,46,52,57,62,66,69,71]

• Physical function and walking or exercise capacity (10 studies) [19,23,25,27,31,33,34,40,50,58]

• Quality of life (9 studies) [19,31,33,34,39,40,50,65,67]

• Glycated hemoglobin levels or fasting blood glucose (5 studies) [19,30,38,51,63]

• Perceptions of treatment effectiveness (3 studies) [21,25,58]

• Blood pressure (2 studies) [30,66]

• Oxygen uptake peak (1 study) [18]

• Psychological indicators

• Physical activity motivation (4 studies) [37,42,43,51]

• Depression, anxiety stress, and mood (4 studies) [22,28,39,69]

• Self-efficacy (5 studies) [18,22,28,29,66]

• Education about heart-related health (1 study) [54]

• Adverse events (2 studies) [23,27]

• Cognitive performance (1 study) [22]

• Disease knowledge (1 study) [18]

Follow-up

• Range: 3 weeks to 24 months (median 12 weeks)

Summary of Adherence Measurement Methods
We identified 31 specific adherence measurement methods used
(Table 2). The top 3 most frequently used methods were
manually entering self-monitored health behavior data into the
device (17 studies), recording PA data (eg, step count)

automatically recorded on the devices (10 studies), and recording
the frequency of daily access to the app (8 studies).

These 31 measurement methods were related to 8 measurement
indicators that generally reflect 4 measurement dimensions:
length, breadth, depth, and interaction (Table 2). Among the 4
dimensions, the breadth dimension was the most frequently
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measured (35 studies). Of the 54 included studies, 31 (57%)
measured adherence in only 1 dimension, 15 (28%) measured

adherence in 2 dimensions, and 6 (11%) measured adherence
in 3 dimensions, whereas 2 (4%) included all 4 dimensions.

Table 2. Adherence measurement methods.

Specific methods reported in the included studiesDimensions and measurement indicators

Length: the time users spend on the mHealtha devices (reported by 15 studies)

Device use time and frequency • Recorded the frequency of daily access to app (ie, app visit or log-in; 8 studies)
[28,32,49,55,56,65,66,68]

• Self-reported how frequently the app was used (2 studies) [36,51]
• Recorded the duration of time spent on the device (2 studies) [32,60]

Duration of use until attrition • Number of days devices were used (3 studies) [20,37,49]
• Time to attrition (1 study) [48]
• Trial retention (1 study) [68]
• Duration of program use (1 study) [64]

Breadth: the proportion of mHealth functions and features used out of the total available (reported by 35 studies)

Device functions used • Having physical activity data (step count and exercise) automatically recorded on the devices (10
studies) [20,35,37,40,43,59,62,64,65,70]

• Manually entering or uploading self-monitored health behavior data to the device (17 studies):
physical activity [24,26,29,30,32,38,41,42,44,47,48,53,57,69,71], and meals, weight, and other
behavioral targets [24,26,28,29,32,38,47,53,62,69]

• Recorded actual use and each feature (6 studies) [22,37,39,42,46,49]
• Recorded game played and the total duration of game played (1 study) [43]

Completion of modules • The number of sessions attended, completed, or canceled by participants (6 studies)
[23,27,48,52,54,69]

• Self-reported adherence to treatment or the physical activity program assessed by means of stan-
dardized questionnaires (2 studies) [31,34]

• Received counseling sessions (1 study) [41]

Depth: how well the program has been used (reported by 13 studies)

Meeting tasks or challenges • Self-reported adherence to the physical activity plan or target (3 studies) [31,50,58]
• Points won when participants achieve their daily goals (2 studies) [51,59]
• The duration of exercise performed vs prescribed (1 study) [54]
• Attendance of the planned assessment (1 study) [67]

Behavior change (eg, physical activity
level and diet habits)

• Devices monitored physical activity levels such as average daily step count or physical activity
time (4 studies) [18,19,48,50]

• Self-reported walking and sitting time (1 study) [33] and exercise time (1 study) [54]
• Self-reported the number of behavior targets met (2 studies) [28,45]

Interaction: how users interact with the intervention programs (reported by 19 studies)

Active interaction • Writing, or responding to, a post (6 studies) [38,55,59-61,65]
• Setting behavior change goals or challenges (6 studies) [22,28,45,60,63,64]
• Receiving and responding to SMS text messages (4 studies) [21,22,38,62]
• Sending digital gifts to teammates (2 studies) [59,65]
• The number of notifications or prompts opened and responded to (1 study) [57]
• Points earned when interacting with the program components (1 study) [63]
• Join a Facebook group (1 study) [60]

Passive interaction • Reading articles, texts, or watching video clips through app (6 studies) [25,28,38,41,48,60]
• Completing telephone calls and the duration of calls (2 studies) [46,62]
• The number of opened notifications (1 study) [32]

amHealth: mobile health.

Factors That Affect Adherence to mHealth PA
Programs
In the included studies, there are 3 factors affecting the
adherence reported: user characteristics, technology-related
factors, and contextual factors (Table 3). For the 5 specific user

characteristics, the included studies showed inconsistent
evidence on the influence of age, education status, and weight
on adherence, whereas the studies by Ryan et al [59] and
Guertler et al [64] consistently suggested that men had higher
adherence. The study by Edney et al [39] reported that being
overweight reduced adherence. The included studies consistently
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showed that almost all 12 technology-related factors (9 mHealth
functions and 3 specific factors related to the experience of
using mHealth devices) increased users’ adherence. Only 1

contextual factor was identified in this review: weekdays have
higher adherence than weekends [59].

Table 3. Factors that affect adherence to mobile health (mHealth) physical activity interventions.

Association with physical activity app adherence

User characteristics

Age • Inconsistent results
• Older age, more adherence (2 studies) [39,64]
• Unrelated to adherence (1 study) [51]

Sex • Male with higher adherence (2 studies) [59,64]

Weight • Inconsistent results
• Overweight reduced adherence (1 study) [39]
• Baseline weight or BMI was unrelated to adherence (1 study) [49]

Education • Inconsistent results
• Middle education category with higher adherence (1 study) [59]
• Higher education status increased adherence (1 study) [46]

Baseline physical activity • Baseline steps unrelated to adherence (1 study) [49]

Technology-related factors

mHealtha functions • Feedback on progress or motivation increased adherence (6 studies) [32,37,42,55,66,71]
• Networking platforms or app-specific communities increased adherence (3 studies) [36,58,66]
• Reminder feature increased adherence (3 studies) [57,59,66]
• Access to historical physical activity data increased adherence (3 studies) [32,37,47]
• Interpersonal contact function increased adherence (2 studies) [42,47]
• Tailored interventions increased adherence (2 studies) [42,47]
• Automation of data input increased adherence (1 study) [32]
• Information update increased adherence (1 study) [32]
• Multiple tasks decreased adherence (1 study) [55]

User experience • Ease of use increased adherence (2 studies) [57,66]
• Feeling challenged increased adherence (1 study) [37]
• Fun-to-use intervention increased adherence (1 study) [66]

Weekdays have higher adherence than weekends (1 study) [59]Contextual factors

amHealth: mobile health.

Association Between Adherence and Intervention
Outcomes
Associations between adherence and intervention outcomes
were reported in 13 studies. Higher adherence was reported as
having associations with higher PA in 5 studies [36,39,61,65,70]
or with physical function in 1 study [27], with greater weight
loss in 6 studies [26,38,39,46,59,71], and with greater reductions
in glycated hemoglobin levels in 2 studies [38,51]. Höchsmann
et al [43] reported that participants’ adherence was positively
associated with intrinsic PA motivation inventory change scores.

Proposed Framework of the Adherence to mHealth
PA Interventions
The framework proposed by Perski et al [11] explicitly links
potential influences on engagement and relationships between

engagement and intervention effectiveness. We drew on the
same structure for our adherence framework. We mapped our
aforementioned review findings into a similar framework to
illustrate interactions among the factors affecting adherence to
mHealth PA interventions, the 4 dimensions of the adherence
measurement, and intervention effectiveness (Figure 2).

Generally, most specific factors were related to aspects of user
characteristics, the technology itself, and contexts that could
increase users’ adherence. The adherence to mHealth could be
reflected by indicators associated with 4 dimensions (length,
breadth, depth, and interaction) and could be measured largely
by automatically recorded data and self-reported methods.
Higher adherence could improve intervention effectiveness on
health behaviors as well as psychological and clinical outcomes.
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Figure 2. Framework of adherence to mHealth physical activity interventions. HbA1c: glycated hemoglobin; PA: physical activity.

Discussion

Principal Findings
In this scoping review, we synthesized evidence from 54 studies.
The findings are as follows:

1. Users’ personal characteristics (eg, sex and education
status), mHealth devices’ features, and contextual factors
were reported to increase users’ adherence to mHealth PA
interventions.

2. Adherence was reportedly reflected or measured in 4
dimensions and their corresponding indicators: breadth
(device functions used and completion of modules), depth
(meeting tasks or challenges and behavior change), length
(device use time and length of use), and interaction (active
or passive interaction with the program elements).

3. Higher adherence was associated with better outcomes in
terms of health behaviors (eg, increasing PA), PA
motivation, and clinical outcomes (eg, decrease in glycated
hemoglobin levels, blood pressure, and weight).

These findings were summarized to propose an initial
comprehensive adherence framework based on a theoretical
causal pathway with three parts: (1) the factors that can affect
users’ adherence to mHealth PA interventions, (2)
multidimensional adherence measurements, and (3) the
association between adherence and intervention outcomes.

Adherence Measurement Issues
This scoping review identified 3 issues related to the
measurement of adherence to mHealth PA programs in the
literature. First, there is little consensus on how adherence
should be defined and measured. In total, 31 specific adherence
measurement methods were identified in the literature. The
heterogeneity of the methods of assessing adherence makes
comparison across studies difficult. Second, adherence
measurement should be evidence based or theory informed;
however, only the study by Adu et al [32] referred to a

framework to measure adherence. Third, adherence to PA
interventions is a complex definition rather than a
single-dimension method [72], but many of the studies (31/54,
57%) included in this review measured adherence using only 1
dimension.

This review attempts to address the aforementioned issues
through developing a new adherence conceptual framework
based on the review findings. This framework, with 4
dimensions, is expected to inform the comprehensive
measurement of users’ adherence to mHealth PA interventions.
The four dimensions are as follows:

1. The length dimension can reflect whether the users still use
the mHealth devices and how much time they spend on the
devices. This dimension should be considered essential in
measuring adherence and can be reflected by the time to
attrition, the frequency of access to the devices, and the
duration of use.

2. The breadth dimension can reflect how many device
functions are involved in PA and how many modules are
completed by participants. This dimension can help
understand the usability of each function of an mHealth
device and the engagement and involvement of users. It
was the most frequent consideration in measuring adherence
in the included studies. This dimension is especially worth
considering when the mHealth program has multiple
functions or a number of intervention modules.

3. The depth dimension can assess how well users adhere to
the task of an mHealth program. It can be measured by
whether participants complete the program tasks or meet
the PA target. For mHealth programs included in this
review, tasks were usually related to behavior changes that
could be considered to reflect the depth dimension. For
example, the device recorded or self-reported PA time.

4. The interaction dimension reflects how users interact with
mHealth programs. In the included studies, the most
frequently used methods to assess interaction included
recording and counting the number of posts written or users’

J Med Internet Res 2022 | vol. 24 | iss. 6 |e30817 | p.81https://www.jmir.org/2022/6/e30817
(page number not for citation purposes)

Yang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


responses and assessing the users’ access to educational
materials.

Evidence on the topic of adherence or the related concept of
engagement was included in 3 previous research studies
[11,12,73]; however, all 3 differ from this review in terms of
the focus of the interventions. Perski et al [11] developed a
conceptual framework to highlight potential influences on
engagement with a digital behavior change intervention and
relationships between engagement and target behaviors. The
authors’ framework specified potential direct and indirect
influences on engagement but did not aim to show how the
engagement could be measured. The framework we have
developed in this review focuses on the topic of adherence
measurement and also explores the factors that influence users’
adherence to mHealth. In addition, Perski et al [11] considered
the engagement of users with a broad range of digital behavior
change interventions rather than focusing on mHealth-based
PA interventions. Attig et al [12] emphasized the exploration
of factors that are related to the abandonment of an activity
tracker rather than conceptualizing a framework for
abandonment. Attig et al [12] identified less-intensive device
use, less device interaction, and amount of PA achieved as
important factors that affect abandonment of activity tracker
use. We agree with the importance of these factors and have
included them in our proposed adherence framework. Couper
et al [73] analyzed data from a randomized controlled trial that
aimed to evaluate the effectiveness of a web-based intervention
in promoting dietary changes. They produced a 2D adherence
measurement approach that consisted of breadth and depth.
Breadth was defined as how widely users could access all
available functions on the website, and depth was defined as
how deeply users were engaged in the web-based material.
Couper et al [73] considered that the breadth-depth engagement
led to intervention outcomes: users’ retention and behavior
changes. However, we consider retention and behavior change
as specific aspects of length and depth, respectively. This is
because both retention and behavior change are only
intermediate, moderating effects in terms of mHealth use
patterns, rather than determining the influence of users’
adherence on clinical outcomes resulting from PA, such as
specific balance and strength outcomes. Given this, we consider
our evidence-based adherence framework to be specifically
relevant to mHealth-delivered PA interventions.

When choosing methods to measure adherence, researchers
need to consider the following issues:

1. The characteristics of the mHealth program (eg, whether
the mHealth program has multiple functions). The length
and breadth dimensions are generally applicable to most
mHealth programs, whereas the interaction and depth
dimensions are usually applicable only to mHealth programs
with relevant functions.

2. The purpose of the study. For example, if the study’s
purpose is to assess the effectiveness of the mHealth
intervention, users’ deep engagement with the mHealth
intervention is needed, meaning that the interaction and
depth dimensions should be considered.

The final issue regarding adherence measurement is how
adherence data can be collected. Automatic recording and
self-reporting adherence are 2 common approaches, but they
both have strengths and limitations. Automatic recording can
be objective but may not detect some specific types of activity
(eg, stationary movement or upper or lower body movement)
[74]. Self-reporting is easy to use and applicable to all types of
PA, but the validity of this approach can be affected by social
desirability bias [75]. The ideal way to measure adherence to
mHealth PA interventions may be a combination of the objective
measurement using mHealth and self-reporting.

Factors That Influence Users’ Adherence
Some findings of this review are inconsistent with previous
work: this review suggests that male sex, older age, and
secondary education could be predictors of higher adherence.
However, in a systematic review investigating the predictors of
adherence to web-based psychological interventions, Beatty
and Binnion [76] suggest that female sex and older age predict
higher adherence. Another review finds that younger age is
associated with higher adherence to internet interventions [77].
These disagreements may be related to the differences in the
types of interventions and target populations considered.

This review found 12 technology-related factors that could affect
users’ adherence, including 9 related to mHealth functions and
3 related to users’ experience. This is consistent with another
systematic review in terms of technology-related factors (eg,
PA tracking, PA goal setting, and customization of exercise)
[78]. In the study by Attig et al [12], the reasons for
abandonment included data inaccuracy, privacy concerns,
discomfort, loss of motivation, and loss of tracking feasibility.
This finding suggested that the mHealth devices themselves are
the key to users’adherence, and in designing mHealth, the target
users could be involved to improve device functions and thus
adherence.

Adherence and Intervention Outcomes
As this review and the adherence framework demonstrates,
adherence could affect intervention outcomes, including health
behavior outcomes such as PA level, psychological indicators
such as PA motivation, and clinical indicators such as weight
loss and blood pressure. The findings suggest that further studies
should explore the association between adherence and health
outcomes from the aforementioned 3 perspectives.

Hawley-Hague et al [72] and Donkin et al [10] suggest that
different types of clinical outcomes could be predicted using
different types of adherence indicators (eg, log-ins were related
to outcomes in physical health interventions, whereas module
completion was most related to outcomes in psychological health
interventions). Understanding how adherence influences the
effectiveness of interventions could be crucial to understanding
how adherence should be defined. However, this review
identified only a limited number of studies that evaluate the
association between adherence to mHealth and health outcomes.
Further study is needed to explore in depth the association
between each adherence dimension and each health outcome
dimension.
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Limitations of This Review
This review includes limitations. First, given that this is a
scoping review, the searches for this review were limited to
publications in English; hence, evidence published in other
languages could have been missed. Second, the proposed
adherence framework was based on the findings of the scoping
review alone; therefore, it may not include all possible factors
because of the limited evidence in the literature. Further research
could improve this framework by considering evidence from
other sources such as expert group meetings. Third, this
framework explores the adherence predictors and the association
between adherence and health outcomes. However, we did not
further explore how these predictors affect each adherence
dimension and the associations between each adherence
dimension and intervention outcomes. This is because the
included studies have limited evidence regarding these issues.
Further studies are needed to explore the adherence to mHealth
programs by each adherence dimension.

Conclusions
This review suggests that adherence can be measured using the
dimensions of length, breadth, depth, and interaction; that users’
characteristics, technology-related factors, and contextual factors
can affect adherence; and that adherence is significantly
associated with outcomes in terms of health behaviors,
psychology, and clinical measures. These findings inform the
development of a framework, linking together the adherence
predictors, comprehensive adherence assessment, and clinical
effectiveness. The framework could facilitate a comprehensive
measurement of adherence as well as guide mHealth device
development and further studies on adherence to mHealth PA
interventions. Further research is needed to validate this
framework; for example, by considering evidence from other
sources such as expert group meetings or using Delphi
approaches.
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Abstract

Background: Persons who are deaf are more likely to avoid health care providers than those who can hear, partially because
of the lack of means of communication with these providers and the dearth of available interpreters. The use of video remote
interpretation, namely the video camera on an electronic device, to connect deaf patients and health providers has rapidly expanded
owing to its flexibility and advantageous cost compared with in-person sign language interpretation. Thus, we need to learn more
about how this technology could effectively engage with and respond to the priorities of its users.

Objective: We aimed to identify existing evidence regarding the use of video remote interpretation (VRI) in health care settings
and to assess whether VRI technology can enable deaf users to overcome barriers to interpretation and improve communication
outcomes between them and health care personnel.

Methods: We conducted a search in 7 medical research databases (including MEDLINE, Web of Science, Embase, and Google
Scholar) from 2006 including bibliographies and citations of relevant papers. The searches included articles in English, Spanish,
and French. The eligibility criteria for study selection included original articles on the use of VRI for deaf or hard of hearing
(DHH) sign language users for, or within, health care.

Results: From the original 176 articles identified, 120 were eliminated after reading the article title and abstract, and 41 articles
were excluded after they were fully read. In total, 15 articles were included in this study: 4 studies were literature reviews, 4 were
surveys, 3 were qualitative studies, and 1 was a mixed methods study that combined qualitative and quantitative data, 1 brief
communication, 1 quality improvement report, and 1 secondary analysis. In this scoping review, we identified a knowledge gap
regarding the quality of interpretation and training in sign language interpretation for health care. It also shows that this area is
underresearched, and evidence is scant. All evidence came from high-income countries, which is particularly problematic given
that most DHH persons live in low- and middle-income countries.

Conclusions: Furthering our understanding of the use of VRI technology is pertinent and relevant. The available literature
shows that VRI may enable deaf users to overcome interpretation barriers and can potentially improve communication outcomes
between them and health personnel within health care services. For VRI to be acceptable, sign language users require a VRI
system supported by devices with large screens and a reliable internet connection, as well as qualified interpreters trained on
medical interpretation.

(J Med Internet Res 2022;24(6):e32439)   doi:10.2196/32439
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Introduction

Background
Accessible information and communications technology (ICT),
mobile phones, and tools such as video remote interpretation
(VRI) aim to enable effective communication between persons
who are D/deaf (“Deaf” refers to the linguistic minority while
“deaf” refers to persons with hearing impairment) and hard of
hearing and those who use sign language as their first language
(hereafter, deaf or hard of hearing [DHH] sign language users)
and health care personnel. VRI refers to a video camera on an
electronic device, either a computer or tablet, that is used to
connect patients and health providers with a sign language
interpreter via video call. Its use has rapidly expanded owing
to its flexibility and advantageous cost compared with in-person
sign language interpretation [1]. The cost-efficiency of such
technology is a serious concern given that 80% of the DHH
population live in low- and middle-income countries (LMICs),
where resource constraints tend to limit the availability of
qualified sign language interpreters [2]. VRI aims to overcome
communication barriers in health care. DHH persons are more
likely to avoid health care providers than those who can hear,
partially because of the lack of means of communication with
these providers and the dearth of available interpreters [3,4].
Even if interpreters are available, the pool of sign language
interpreters tends to be relatively narrow, even in high-income
contexts [5]. Forthcoming research suggests that general sign
language training does not cover skills to work effectively within
the health care context; therefore, issues arise from the limited
number of interpreters and their lack of skills [6-8]. Furthermore,
health care personnel tend to lack awareness about working
with sign language interpreters, alongside limited awareness of
deaf communities in general. This results in poor
communication, and ultimately, patients do not obtain the
information they need to decide on their health or treatment [5].

DHH populations tend to be particularly disadvantaged
compared with other persons with a disability. They tend to
occupy poorer socioeconomic positions, hold lower health
literacy, have insufficient knowledge of health-related
vocabulary, and are often unaware of their family medical
histories, all of which prevent them from outlining risk factors
for their health [9]. DHH individuals have a greater prevalence
of obesity, higher levels of hypertension, and higher levels of
self-reported depression compared with hearing persons [6,9,10].
There is also a particular concern of underdiagnoses of raised
blood pressure and undertreatment of hypertension, diabetes,
hyperlipidemia, and cardiovascular disease, among others, due
to the lack of effective means of communication between health
personnel and deaf patients [6,9-11]. Recent studies claim that
by improving communication between deaf persons and nondeaf
persons hearing health personnel would have a positive impact
on preventive care [12-14].

Objective
The rapid adoption of VRI technology in health care opens up
opportunities to set up more accessible health care. Thus, we
need to learn more about how this technology could effectively
engage with and respond to the priorities of its users. Emerging
literature shows that DHH users tend to prefer in-person to VRI
interpretation [15-17]. Furthermore, satisfaction with VRI
interpretation tends to be low [15]. We do not have evidence
on whether users are comparing interpreters with the same level
of skills one via VRI and one in-person, so they are comparing
the sentiment of indeed like with like or not. Thus, we need
more clarity on the elements of VRI systems that have been
examined, such as procedures, available protocols, challenges,
and successes. Having detailed data, all elements regarding
in-person and VRI interpretation protocols would allow
determining the technology that holds some constraints more
clearly or the protocol could be improved and made more
efficient. It is also necessary to identify the essential elements
of VRI as a precondition to encourage rigorous studies and
ensure fidelity when implemented. The scoping review approach
chosen for this study will allow us to determine the state of
available evidence, which is needed before rigorous empirical
studies are conducted. Therefore, for the purpose of this study,
we used the guidance for conducting systematic scoping reviews
by Peter et al [18] to determine the following with respect to
the use of VRI in the health care context: does the existing
literature provide sufficient evidence on how VRI can enable
deaf users to overcome interpretation barriers and improve
communication outcomes between them and health care
personnel within health care settings?

Methods

Overview
In this review, we identified relevant studies in English, Spanish,
and French published between 2006 when the first relevant
publication in the area was identified and March 2021 in
PubMed, Web of Science, Embase, MEDLINE, and Google
Scholar. The key search terms used were as follows: Sign
language user*s, Deaf, Hard of Hearing, Deafblind and VRI,
video remote sign language interpretation, video interpreting
service, video conference interpreting and community health,
health system, and health personnel. The search also covered
all types of health-related activities that are often linked to
community health. See search strategies in Multimedia
Appendix 1.

Study Selection
Articles were included for full-text reviews if they were about
the use of VRI for DHH users for, or within, health care. Titles
and abstracts were screened, and if an article was considered
representative of the inclusion criteria, the full text was
reviewed. Data extraction was conducted by 2 reviewers,
independently, on 20% of the papers. The discrepancies were
minimal.
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If the paper was selected for full review, data related to the use
of VRI for sign language users within the health care context
were extracted. Data extracted from the articles that reported
on the analysis, use, or implementation of VRI within the health
care context were entered into an Excel (Microsoft Inc) form.

Key findings were extracted in a summary format. Information
on authorship, publication year, article type, methodology,
population, lessons learned, and recommendations regarding
the use of VRI were recorded in this form (Figure 1).

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of study selection.

Analysis
We conducted an inductive content analysis of the selected
records following the steps outlined by Elo [19]. The extracted
findings from each study were subjected to open coding, and
similar codes across articles were then identified as concepts
coded inductively into the key concepts. Finally, in line with
the aims of the study, the concepts were grouped into either the
advantages of VRI or the challenges or limitations of VRI.

Patient and Public Involvement
This study was performed without the involvement of DHH
patients. However, it does involve organizations for DHH
individuals as well as persons with a disability. The National
Deaf Federation of Colombia (FENASCOL) advised MRV on
the pertinence of this research. JC, a DHH scientist, has
coauthored this paper, contributing to its conceptualization,
interpretation of the results, and attainment of clarity and
accuracy of the writing.

Ethics Approval
The research protocol of this study was approved by the ethics
committee of the University of Geneva (CUREG_2021-05-50).

Results

Overview
From the original 176 articles identified, 120 were eliminated
after reading the article title and abstract, and 41 articles were
excluded after they were fully read. In total, 15 articles were
included in this study: 4 studies were literature reviews, 4 were
surveys, 3 were qualitative studies, and 1 was a mixed methods

study that combined qualitative and quantitative data, 1 brief
communication, 1 quality improvement report, and 1 secondary
analysis. Table 1 includes summaries of the articles that met
our inclusion criteria.

There is limited research on the use and efficiency of VRI to
improve communication between DHH individuals and health
personnel within health settings. The current published scientific
literature does not allow us to understand either the use of this
technology or its impact on quality of care, patient satisfaction,
or health outcomes. Nearly half (n=7, 46%) of the articles
included empirical evidence on adult DHH VRI users, 1 (6%)
on DHH children, 1 (6%) on sign language interpreters, and 1
(6%) on subject matter experts working with older DHH adults.
Less than half (n=6, 40%) of the articles explicitly addressed
the role of DHH persons as coauthors of the articles and steps
followed to fulfill ethical and moral obligations of putting the
voice of the DHH population at the center of their research,
promoting well-being and the human rights of this population.

A limitation of the available literature is the lack of
representation of the DHH population as a whole, given that all
the articles are from high-income countries, namely 12 from
the United States, 1 from Denmark, 1 from Norway, and 1 from
Canada. This is a significant gap, given that 80% of persons
with disabling hearing loss live in LMICs [19]. Currently,
resource constraints and other social and political barriers in
LMICs that could affect the availability, use, and efficiency of
sign language interpretation via VRI within health care are not
included in the published literature.

The current literature shows the key advantages of pursuing
improvements in this technology as well as some recurring
challenges and limitations (Textbox 1).

J Med Internet Res 2022 | vol. 24 | iss. 6 |e32439 | p.91https://www.jmir.org/2022/6/e32439
(page number not for citation purposes)

Rivas Velarde et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Summaries of studies included in this review.

Main findings that related to the use

of VRIa within health care

Duration of the
intervention

DesignStudy population
and sample size

AimsCountryStudy

No informationLiterature reviewD/deafTo outline challenges

that D/deafb people

United
States

Berry and
Stewart, 2006
[20]

• Suggest capacity building for
medical staff regarding commu-
nication needs of D/deaf pa-
tients. It provides a protocol to

face within health
care. It outlines recom-

identify interpreters, as well asmendations to ensure
a list of tips for working witha successful medical

visit. an interpreter, such as speaking
to patients when using an inter-
preter.

No informationQualitative studies
(semistructured fo-

Participants were
deaf, communication

To better understand
the health care experi-

United
States

Steinberg et
al, 2006 [21]

• It points out that fear, mistrust,
and frustration were prominent
in participants’ descriptions ofcus group meet-

ings)
preference for ASL,
and willingness to
share health care ex-
periences

ences of deaf people
who communicate in

ASLc
health care encounters, as well
as a list of inadequate common
practices such as writing notes
and using family members as
interpreters.

No informationBrief communica-
tion

Published and unpub-
lished literature on
the interpretation in
health care

This study reviews
published literature
and unpublished data,
documenting the use
of telephonic and

United
States

Masland et al,
2010 [1]

• This study looks at the cost-ef-
fectiveness of VRI for all lan-
guage translation including
sign language.

• VRI advantages outlined in the
study are flexibility, conve-video interpretation

methodologies to im- nience, quality of interpreta-
prove health care
communication.

tion, and cost. Some arguments
are made that the savings in
hiring an ASL interpreter can
pay for the installation of video
interpretation networks in
some hospitals.

• The results linked the use of
VRI to fewer tests, less visits
to the hospital, and better
treatment adherence. However,
evidence represented is in spo-
ken leagues not sign language.

June 15A cross-sectional
survey

ASL interpretersThis research aimed
to identify ASL inter-
preters’perceptions of

United
States

Hommes et al,
2018 [22]

• The results indicated that VRI
technology in the absence of
an ASL interpreter is consid-
ered a better option by manybarriers to effective
deaf and HOH patients thancommunication be-
note-writing or lip-reading;tween deaf and HOHd

however, the occasional tech-patients and health
care providers. nology malfunctions limit it as

a consistently reliable tool.
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Main findings that related to the use

of VRIa within health care

Duration of the
intervention

DesignStudy population
and sample size

AimsCountryStudy

• This study found that sign lan-
guage users, both children and
adults, prefer VRI over other
communication technology.
Adults with a bachelor’s de-
gree or higher reported more
frequent use of mobile video
interpretation and texting de-
vices.

• This study underlines the need
for a user-centered approach
and user involvements to ad-
dress environmental and per-
sonal factors affecting assistive
technology use. It recommends
that deaf people may benefit
from accessing well-trained
personnel who understand the
individual’s needs and facili-
tate technology-person match.

2014National surveys of
children and adults
with hearing loss

269 children (0-15
years of age) and
839 adults (16-65
years of age)

This study examined
the prevalence of
technology use and
interpreting services
use among people
with hearing loss as
they relate to demo-
graphic characteristics
of this population.

Den-
mark

Dammeyer et
al, 2017 [23]

• The study found that accessible
communication was associated
with 81% lower odds of dissat-
isfaction with communication.

• Better communication was
linked to better relationships
with the health providers. The
study claims that improving
communication would have a
positive impact on preventive
care.

• The study identifies several is-
sues with the use of VRI. One
of the most common barriers
to accessible communication
via VRI were technical prob-
lems, as well as quality of sign
language interpreting services.

• Communication via VRI was
considered not user-friendly,
creating frustrations for both
deaf individuals and their pro-
fessional health care providers.
Health providers attempted to
adapt to VRI issues by
lipreading or speech or writing
notes back-and-forth, both
methods were inadequate and
did not lead to improved com-
munication.

• The study made specific techni-
cal recommendations on when
and how to use VRI in clinical
settings.

May 2018 until
March 2019

Web-based survey
(cross-sectional
study)

ASL users in North
Carolina

To examine the extent
to which communica-
tion aids and services
used by ASL users
and their health care
providers aligns with
preferences, satisfac-
tion, and unmet needs
and to elicit from
stakeholders’ strate-
gies to address dispar-
ities

United
States

Myers et al,
2021 [16]

Between 2016
and 2018

Secondary Analy-
sis of National
health trends Sur-
vey in ASL

Persons that use
ASL as a primary
language, age of 18
years or above, and
presence of bilateral
hearing loss

United
States

Kushalnagar
et al, 2019
[15]
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Main findings that related to the use

of VRIa within health care

Duration of the
intervention

DesignStudy population
and sample size

AimsCountryStudy

This study aimed to
investigate the nation-
al trends of deaf pa-
tients’ satisfaction
with the quality of
VRI in health settings
and recommend ac-
tions to improve VR
quality and deaf pa-
tients’ satisfaction
with VRI in health
care settings.

• The study shows that almost
half of the people reached by
the survey did not have access
to VRI over the last 12 months.

• It also shows that those who
have access were largely dissat-
isfied with the quality of the
service. About 41% (n=228) of
the deaf patient sample rated
the quality of VRI as satisfacto-
ry. The rest (n=327, 59%) rated
their VRI experience as unsat-
isfactory.

• VRI tends to be cost-effective
and its flexibility is of great
advantage to service providers,
users, and interpreters.

• The study claims that if D/deaf
ASL health care users are pro-
vided with a fully functioning
VRI system with qualified in-
terpreters, this system can po-
tentially reduce the number of
emergency visits and unneces-
sary diagnostic tests, all of
which are associated with cost
burden.

• This study provides the views
of both health workers and sign
language users—the findings
pointed out that VRI is the
preferred way of communica-
tion of patients and health
providers for noncritical care.

• VRI offers preparedness
unattainable with in-person in-
terpretation. Furthermore, in-
person interpretation is limited
in its availability and repre-
sents at times economic loss.

• It outlines technical limitations
regarding VRI and recommen-
dation for its use.

• It points out that patient’s ac-
ceptance of VRI was linked to
time constraints and type of
care. Thus, acceptance was
limited as it was described as
waste of money as it did not
prove effective for communica-
tion.

• For providers, its convenience
and flexibility were very impor-
tant.

No informationMixed methods de-
sign incorporating
both an online sur-
vey and qualitative
interviews

1. Health care
providers who had
used VRI in clinical
settings in the past
10 years were 18
years or older and
spoke English. 2.
DHH patients who
had used VRI in
clinical settings in
the past 10 years
were 18 years or
older and used ASL

This study identifies
health care providers’

and DHHe patients’
interpreting prefer-
ences for VRI and in-
person interpretation
during critical care
and noncritical care

United
States

Yabe, 2020
[17]

• This article outlines the proto-
col of cultural adaptation na-
tional survey items exploring
VRI.

• Linguistic adaptation of items
related to time, explanation of
illness and use of diagrams,
captions and videos is very
useful for validation studies
using sign language.

N/AgQualitative studies
(cognitive inter-
views)

Deaf adults (ages
18-90 years and
above) who use ASL

United
States

Kushalnagar
et al, 2017
[24]
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Main findings that related to the use

of VRIa within health care

Duration of the
intervention

DesignStudy population
and sample size

AimsCountryStudy

The objectives of this
study are (1) to cultur-
ally adapt and linguis-
tically translate the

HINTSf items to ASL
(HINTS-ASL) and (2)
to gather information
about deaf people’s
health informa-
tion–seeking behav-
iors across technolo-
gy-mediated plat-
forms.

• Older adults are moving away
from TTYj and TDDk to em-
brace VPsl and VRSm; 51% of
respondents use VRI. They
noticed that consumer service
and support such as free deliv-
ery and personnel to set tech-
nology up had a very positive
impact on the consumer experi-
ence.

• Participants reported difficulty
keeping up with software up-
dates and other technology
maintenance activities that re-
quire a higher level of comput-
er literacy. Thus, many older
adults in the deaf community
appear to be comfortable with
daily technologies and ATs and
especially video-based internet
technologies that support com-
munication accessibility such
as VP and VRS.

—iOnline or paper
copy questionnaire

Participants had to
be 50 years of age or
older and self-identi-
fy as DHH

This study explored
technology use among
older deaf adults with
regard to attitudes,
adoption style, and
frequency of use for a
wide range of tech-
nologies, including

ATsh for persons with
hearing loss and gener-
al everyday technolo-
gies.

United
States

Singleton et
al, 2019 [25]

• This article reviews some rele-
vant literature and points out
recommendations to use VRI.
However, it does not include
any empirical evidence.

• They recommend using VRI
when an in-person interpreter
is not available and only in
agreement with the patient.

• It lays out the recommendation
of the National Association of
the Deaf Seniors of America
for the use of VRI for ASL
communication.

N/ALiterature review
(descriptive re-
view)

Descriptive reviewThe goal of this re-
view is to help mem-
bers of the breast cen-
ter team better under-
stand (1) the mandates

of the ADAn and the
challenges faced by
patients with select
communication dis-
abilities.

United
States

Kasales et al,
2020 [26]

N/ALiterature review
(conceptual analy-
sis)

VRI deaf usersTo critically assess the
impact and role of

SLISo in those coun-
tries where SLIS have
been institutionalized

NorwayMeulder and
Haualand,
2019 [27]
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Main findings that related to the use

of VRIa within health care

Duration of the
intervention

DesignStudy population
and sample size

AimsCountryStudy

• This article presents an analy-
sis of the role that sign lan-
guage interpretation has in so-
cial services including health
care.

• The paper makes a strong argu-
ment for the importance of
language-concordant services.

• It does refer broadly to sign
language interpretation includ-
ing VRI. It highlights that ac-
cess and communication in the
health care setting are mainly
conceptualized and arranged
with a hearing person’s perspec-
tive. Little has been done to
allow health settings or person-
nel to be bilingual and there-
fore more accommodating to
the sign language users, cultur-
al gaps, discriminatory set up,
and other issues might not be
apparent to the interpreter and
shall be considered.
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Main findings that related to the use

of VRIa within health care

Duration of the
intervention

DesignStudy population
and sample size

AimsCountryStudy

• Findings of the study revealed
challenges faced by deaf per-
sons as they age. These chal-
lenges include access to social
services, adequate housing, and
technology.

• The findings state that access
to interpreters is an issue in
most health settings. Experts
interviewed pointed out that
this shortage of qualified sign
language interpreters can be
overcome by using VRI. Thus,
they also pointed out that VRI
may be inappropriate when
people are dealing with high
levels of stress such as a medi-
cal emergency. In these cases,
in-person interpretation may
be more appropriate, if avail-
able.

• The findings show that device
maintenance and software up-
dates are difficult for this pop-
ulation. The study recommends
one-to-one training for uptake
of new technologies, as well as
mixed available technologies
such as haptic devices as medi-
cation reminders.

—Qualitative study
(interviews)

Interviews with sub-
ject matter experts
working with older
deaf adults

The goal of this study
was to identify the
range of challenges in
everyday activities
that might be experi-
enced by older adults
aging with preexisting
impairments in vision,
hearing, or mobility.

United
States

Preusse et al,
2016 [28]

• This paper offers an overview
of good practices and questions
regarding health service provi-
sion for DHH patients.

• It lays out that DHH patients
are more likely to experience
poverty and less likely to ac-
cess ICTp including smart-
phones.

• VRI is mentioned as a tool to
overcome communication bar-
riers and improve satisfaction,
quality of care, and health out-
comes. However, it also men-
tioned that evidence on the
impact of interpretation and
VRI is lacking. These recom-
mendations assume that inter-
pretation availability either via
VRI or in person is an efficient
way forward.

N/ALiterature review—The aim of this paper
is to summarize evi-
dence and good prac-
tices on how to enable
better communication
between DHH and
health personnel, par-
ticularly physicians.

United
States

McKee et al,
2015 [29]

March 30 and
May 31, 2020

Quality improve-
ment report

—This report documents
the experience in us-
ing web-based technol-
ogy in an emergency
department to meet
communication needs
of our patients who

have LEPq including
deaf sign language
users during the
COVID-19 pandemic.

CanadaKwok et al,
2021 [30]
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Main findings that related to the use

of VRIa within health care

Duration of the
intervention

DesignStudy population
and sample size

AimsCountryStudy

• This study focuses on the use
of VRI more generally for pa-
tients of linguistic minorities
including sign language.

• It reports on the cost-efficiency
of the intervention, laying out
prices of VRI inclusive of sign
language and claiming that
such a cost is not problematic
to absorb by the hospital.

• VRI technical issues were eas-
ily overcome and personnel
became acquainted to its use
relatively easily. Furthermore,
the study claims that the use of
VRI also complies with securi-
ty protocols in place during the
COVID-19 pandemic and al-
lows the protection of inter-
preters and others from expo-
sure.

• The authors of the paper
judged that this intervention
was successful for both hearing
patients and DHH patients.
Thus, there is no evidence that
it was the case.

aVRI: video remote interpretation.
bD/deaf: “Deaf” refers to the linguistic minority while “deaf” refers to persons with hearing impairment.
cASL: American Sign Language.
dHOH: hard of hearing.
eDHH: deaf or hard of hearing.
fHINTS: Health Information National Trends Survey.
gN/A: not applicable.
hAT: assistive technologies.
iData not available.
jTTY: (teletypewriter) is a communication device used by people who are deaf, hard-of-hearing, or have severe speech impairment.
kTDD: test-driven development.
lVPs: videophones.
mVRS: video relay service.
nADA: Americans with Disabilities Act.
oSLIS: Nottinghamshire Sign Language Interpreting Service.
pICT: information and communications technology.
qLEP: limited English proficiency.
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Textbox 1. Summary of advantages and disadvantages.

Advantages

• Convince

• Preparedness unattainable with in-person interpretation

• Access to qualified interpreters

• Possibility to work remotely for interpreters

• Safety, limiting social contact in health care environment

• Cost

• Flexibility

Disadvantages

• Technology malfunctions

• Inaccessible to deaf patients in certain physical positions and those with vision impairment

• Requires higher level of computer literacy

• Not user-friendly

• For some it might limit patient-provider relationship

• Relays on the availability of reliable internet access and adequate devices

Advantages of Using VRI Interpretation
Early literature [1,20,21] described sign language interpretation
using VRI in health care settings as equally efficient as in-person
interpretation. Advantages attributed to the technology, such as
flexibility and affordability, encourage the idea that this
technology could help overcome the shortage of qualified sign
language interpretation in health care settings. It also pointed
out that the use of VRI could help to override the use of
inadequate techniques such as lipreading and note-reading,
which are often used in health consultations with DHH patients.
DHH sign language users prefer to use VRI over these
techniques primarily because it allows them to communicate in
their preferred language, sign language [22,26]. Lipreading and
note-reading often assume that sign language users are proficient
in reading and writing in a spoken language, which is often not
the case. The literacy rates of DHH communities are at a sixth
grade reading level or lower [29,31,32].

Articles exploring technology preferences highlight that sign
language users (both children and adults) prefer VRI to other
communication technology over texting devices (sign language,
text, and speech interpretation linked by a call center or voice
recognition technology) [16,23]. As the proliferation of VRI
technology increases, consumer choices increase. With this
technology, deaf patients have the possibility to choose
communication tools and assistance that they deem more
appropriate for their medical consultation [15-17,27]. For some
noncritical medical services, VRI is preferred over in-person
interpretation [16,17,24].

Sign language interpreters saw a significant advantage to this
technology as it allowed them to eliminate time for
transportation, given that most of their time assisting in a
medical consultation is consumed by traveling to the location
[22]. Saving in traveling time often translates to saving in the
total cost of the interpretation. This is a key advantage often

mentioned in the literature and an underlying motivation to
continue expanding the use of VRI in health care settings
[1,15,17,20-22,25,28,30]. VRI has also proven advantageous
during the COVID-19 pandemic, allowing qualified interpreters
to be available at emergency services while protecting both
parties from risking potential exposure at the emergency room
and complying with access restrictions [30].

The current literature suggests that the use of VRI to use
qualified sign language interpreters, despite where they are
located, has the potential to help overcome the scarcity of sign
language interpretation and enable better communication
between deaf patients and health care personnel. The advantages
offered by VRI are likely to be enhanced as technology devices
such as tablets, laptop computers, and smartphones become
more affordable and reliable internet bandwidth becomes more
available [15,17,25].

Challenges and Limitations of the Technology
As evidence grows, we are learning more about VRI technology
because of its shortcomings, particularly with regard to the
specificities of health care settings. A national survey conducted
in the United States showed that only almost half of the
representative sample did not have access to VRI during health
care appointments over the last 12 months [15]. It is not clear
whether the technology was needed but not available, suggesting
that even in a high-income context, the availability of this
technology remains limited or if participants chose not to use
VRI because they had access to in-person interpretation or
preferred to use other communication techniques.

Several articles in the hospital context in the United States
showed that VRI was not user-friendly and led to frustration
for both DHH individuals and their professional health care
providers. The most common barriers noted were technical
problems and poor quality of sign language interpreting services
[16]. Although VRI is preferred for noncritical care, it is
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considered inappropriate for critical care or stressful situations
[16,25]. A second article reiterated the issues found in the first
study and laid out other technical issues, such as limited
placement and positioning of devices, negatively impacting the
experience of using this technology [17]. They also found that
VRI was seen as inconducive to enriching patient-health
provider relationships and that providing VRI without previously
notifying, seeking, and obtaining the agreement of the patient
first was bothersome [17].

A national survey from the United States also looked at
preferences of the DHH population between VRI or in-person
interpretation within health care settings and found that 59% of
their respondents rated their VRI experience as unsatisfactory
and preferred in-person interpretation. Sign language interpreters
have also reported concerns regarding technology. According
to interpreters’ views, in-person interpretation is more efficient
at identifying when users do not understand a diagnosis, medical
instructions, or other information compared with VRI.
Interpreters also pointed out that the extra time before and after
the appointment is useful for reviewing information available
in the lobby and preparing for consultation, which enables them
to provide better interpretation services [22]. The VRI does not
allow interpreters to prepare or debrief DHH patients before
and after consultations [31]. In turn, VRI could be more prone
to incomplete communication between DHH and hearing health
personnel. Capacity building among health personnel was noted
as a significant communication barrier for DHH patients but
also as a hindrance to technology development [20].

The efficiency of this technology is partially determined by the
appropriateness of the video device used. The recommended
screen of a minimum of 49.5 cm (19.5 in) is often not available
[26]. Keeping up with software updates among other
technologies, maintenance was considered burdensome among
older DHH adults [25]. Other reported limitations of the
technology included constraints due to the physical position of
the patient. VRI is not accessible for patients undergoing clinical
examination that requires them to be face down; VRI is also
not accessible for DHH persons who are blind or have low vision
[16]. The use of electronic means of communication for health
information also raises security and privacy concerns. We found
no information on whether the video feeds were encrypted.

The literature also shows methodological shortcomings of using
health research instruments, such as surveys that explore VRI
on DHH individuals, which have been developed and tested
only with hearing participants. Given the cultural and linguistic
differences between DHH and hearing populations, some
concepts, questions, and wording may be inappropriate or
incomprehensive for DHH individuals [24].

Adding to the technical and methodological issues, a more
troubling challenge was assuming that an efficient VRI
technology would be sufficient to overcome barriers to health
care for DHH individuals (or communities). Research has shown
that the use of VRI services alone is not fully accessible to DHH
communities. Little research has been conducted to promote
bilingualism or language-concordant practices across health
settings or personnel and accessibility in broader health-related
communication practices [27]. Furthermore, there is a risk that

the VRI could be conceptualized and put in place from a hearing
person’s perspective. This limited, 1-sided view ignores issues
related to cultural differences and discrepancies, discriminatory
practices, intrinsic bias, and intersectionality issues related to
hearing status, ethnicity, race, or multiple disabilities.

Discussion

Principal Findings
This scoping review provides an overview of the current
evidence on the efficiency of the use of VRI with deaf users
within health care settings. It shows that this area is under
research, and the evidence is scant. It is particularly concerning
that all articles found were from high-income countries, given
that most DHH people live in LMICs. There is a dearth of
evidence on the use of VRI and its efficiency and potential
across LMICs. This reflects the long-lasting absence of voices
of persons with disabilities from non-Western nations on both
disability scholarship and technology innovation [33-35]. The
lack of knowledge regarding the needs and realities of DHH
individuals in LMICs extends beyond VRI technology.
Technological progress has often overlooked the experience of
disability and the everyday needs and constraints of DHH
persons from the Global South. Nearly all research on assistive
technology and ICT accessibility for DHH individuals and for
persons with disabilities, whether from the legal, technical, or
development fields, has focused on high-income countries and
very little to no attention has been paid to LMICs [36].
Technological progress has often overlooked the experience of
disability and the everyday needs and constraints of persons
with disabilities from the Global South, among other reasons,
because it is perceived as nonprofitable [34]. Failing to address
this gap will cause persons with disabilities in LMICs to
continue to be left behind in relation to universal health
coverage.

At present, 164 countries are signatories to the Convention on
the Rights of Persons with Disabilities (CRPD). CRPD Article
25 on health and Article 9 on accessibility provided the legal
basis for ensuring the right to the highest attainable standard.
Thus, the implementation of the CRPD remains limited,
particularly in LMICs. The dominant presence of the literature
from the United States may be linked to the Americans with
Disabilities Act of 1990 [37], which lays the legal grounds for
accessibility and nondiscrimination, as well as for the adoption
of reasonable accommodation. However, similar legal
frameworks have been adopted in other high-income countries
with sufficient infrastructure to provide VRI services, such as
the Disability Discrimination Act 2005 [38] in the United
Kingdom, and we did not observe the same level of engagement
on behalf of either public health or disability scholars.
Nevertheless, the implementation of such CRPD rights to health
and accessibility in health care settings will require robust
evidence regarding the priorities, needs, and constraints of
persons with disabilities in LMICs.

A major strength of this review is the use of a comprehensive
search in 3 languages in a rapidly expanding technology and a
focus on highlighting available evidence and gaps. A key issue
highlighted by the available literature is that the availability of
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VRI technology has the potential to address communication
barriers within the health care setting, in addition to other
available services and tools aside from, inter alia, in-person
interpretation, telephone typewriters, and telecommunications
relay services. The views, needs, and rights of the DHH
community should be at the core of the development of these
technologies. However, the VRI is not a quick fix to overcome
accessibility issues [15,27,39]. It is important that its expansion
and convenience do not undermine the possibility for DHH
communities to choose whichever means of communication
they prefer or which is more appropriate for the type of care
they seek.

This review also pointed out a knowledge gap regarding the
quality of interpretation and training in sign language
interpretation for health care. It is not clear if poor-quality
interpretation is a recurring issue when using in-person
interpretation or if it is only an issue when using VRI [15-17].
There are no data on whether in-person interpretation, as
requested in advance, the assigned interpreter is likely to use
time before the consultation to undergo a prescreening for
interpretation competencies, allowing better preparation for
their job. Perhaps interpreters are better matched at the time of
assigning the task; thus, we do not know whether this could
improve the quality of interpretation. Nor do we know if such
prescreening for qualification takes place for VRI interpreters
or if such practice would lead to better outcomes and positive
experiences across DHH users. There is a gap in the evidence
on this issue, although most articles mentioned the pertinence
of training for sign language interpreters on health interpretation
for better communication outcomes.

The challenges documented in the literature highlight recurring
technical issues regarding internet reliability, availability, and
adequacy of devices in hospital settings. Although the internet
is growing globally [40], it is clear that internet reliability has
imposed utmost complex infrastructural challenges that could
hamper VRI development in LMICs. The literature is not clear
on whether, when VRI is used, users use their own devices or
if they have to personally purchase internet data (and devices).
This raises questions and concerns, as persons with disabilities
are more likely to experience poverty in both high- and
low-income countries. The financial challenges of DHH
communities will have an impact on access to devices and the
internet, and in turn, these challenges will impose further barriers
to communication and health care. This is perhaps more acute
in the Global South.

For future research, there is a need to raise awareness and build
capabilities across health systems to improve accessibility for
DHH individuals. The literature suggests that having more
bilingual health workers, language-concordant services, better

technologies, and raising awareness will contribute to better
communication between DHH communities and health
personnel [41-47]. New developments include technologies
such as intelligent personal assistants such as Alexa, which can
be used with sign language to improve communication [48].
Thus, we need to learn more about how to make health systems
more accessible to DHH individuals. Accessible communication
in health settings has been linked to fewer hospital visits, better
treatment adherence, more cancer screening, and better oral
health [10,12,14,41,42,49,50].

Comparison With Previous Literature
There have been no similar publications in this area. This study
provides a well-needed analysis regarding knowledge gaps and
the need for future research on the efficiency of VRI technology
for sign language users in the health care context.

Limitations
Our study has a few limitations. We looked at articles examining
VRI in health care settings, including hospitals, preventive care,
and community health. Few rigorous articles have studied VRI
for sign language users in the health care context. The protocols
used and examined regarding the use of VRI for sign language
are not generalizable at a national level or international level.
We attempted to map and assess the available scientific
literature.

Conclusions
The available literature shows that VRI may enable deaf users
to overcome interpretation barriers and can potentially improve
communication outcomes between them and health personnel
within health care services. Communication between DHH
health care users and personnel shall improve if sign language
users are provided with a VRI system supported by devices with
large screens and a reliable internet connection, as well as
qualified interpreters trained on medical interpretation. Perhaps
issues regarding lack of preparation for interpreters could be
overcome by providing VRI interpreters with a brief summary
of the purpose of the visit, as well as the background of the
consultation before the discussion. Such preparation may allow
interpreters and users to develop a rapport during health visits,
and research is needed in this area.

Furthermore, our understanding of the use of VRI technology
is pertinent and relevant. All articles mentioned that sign
language interpretation is a scarce resource within health care
systems, even in high-income countries. Thus, learning more
about the possibilities and limitations of VRI is even more
urgent in LMICs, because the dearth of data and in-person
interpretation are largely unavailable and perhaps unfeasible in
the near future in resource-constrained contexts.
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Abstract

Background: Irritable bowel syndrome is a common functional gastrointestinal disorder that negatively affects all aspects of
life. With the widespread use of the internet, internet-delivered cognitive behavioral therapy has been developed and applied to
control symptoms and improve the quality of life of those with irritable bowel syndrome. However, few studies have systematically
reviewed the effectiveness of internet-delivered cognitive behavioral therapy on irritable bowel syndrome.

Objective: This study aimed to systematically review studies that examined the use of internet-delivered cognitive behavioral
therapy in patients with irritable bowel syndrome and to evaluate the effects of internet-delivered cognitive behavioral therapy
on the improvement of symptom severity, quality of life, psychological status, and cost-effectiveness.

Methods: This meta-analysis involved the search of 6 databases for relevant publications. From the 1224 publications identified
through database searches, 9 randomized controlled trials were finally included in the analysis.

Results: The internet-delivered cognitive behavioral therapies including exposure-based cognitive behavioral therapy, cognitive
behavioral therapy for self-management, and cognitive behavioral therapy for stress management were provided in 5 to 13 sessions
for 5 to 10 weeks. Internet-delivered cognitive behavioral therapy had medium-to-large effects on symptom severity (standardized
mean difference [SMD] –0.633; 95% CI –0.861 to –0.4304), quality of life (SMD 0.582; 95% CI 0.396-0.769), and
cost-effectiveness (–0.372; 95% CI –0.704 to –0.039) at postintervention. The effects on symptom severity remained over time
even after the intervention, short-term follow-up (SMD –0.391; 95% CI –0.560 to –0.221), and long-term follow-up (SMD –0.357;
95% CI –0.541 to –0.172). There was no significant difference in psychological status, including anxiety and depression, in those
with irritable bowel syndrome compared to the controls during the postintervention period.

Conclusions: This review demonstrates that internet-delivered cognitive behavioral therapy could be a cost-effective intervention
for improving symptoms and the quality of life in patients with irritable bowel syndrome. However, studies are still insufficient
regarding the use of internet-delivered cognitive behavioral therapy in these patients; therefore, more high-quality studies are
required in the future.

(J Med Internet Res 2022;24(6):e35260)   doi:10.2196/35260
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Introduction

Irritable bowel syndrome (IBS), a common chronic
gastrointestinal disorder, has a high prevalence of 5% to 20%
worldwide [1]. Most patients with IBS experience intestinal
symptoms, such as bloating, cramps, diarrhea, and constipation,
in addition to abdominal pain and discomfort, for an average
of 8.1 days per month [2]. Psychological symptoms include
depression, anxiety, sensitivity, anger, and somatization. The
symptoms can be so severe that up to 38% of patients consider
suicide [3]. IBS is a social problem that causes absence, anxiety
about unemployment, decreased work productivity, and
increased medical costs, while also being a health problem that
causes stress and negatively affects the quality of life (QOL)
[4]. Therefore, symptom management and health promotion are
essential in patients with IBS.

Although the mechanism has not been identified exactly, IBS
can be explained with a biopsychosocial model in which
somatization symptoms occur as psychosocial factors
influencing the physiological functions of the brain-gut axis
[5]. IBS treatment includes providing psychological comfort to
the patient and assessing and correcting factors that stimulate
bowel movement and sensation. The patients’ quality of life
(QOL) can be enhanced by improving their symptoms through
lifestyle modification, the use of appropriate medication, and
psychiatric treatment [6].

Based on a cognitive-behavioral model in which situation,
thoughts, emotions, behaviors, and physiological responses
interact with each other, cognitive behavioral therapy (CBT)
has been considered as a treatment choice for IBS. CBT is a
broad intervention that can include the following features:
educational therapy for IBS; cognitive therapy to understand
the relationship between thought, emotions, and IBS symptoms;
and behavioral therapy, such as stress management,
self-management, and self-help treatment [7]. CBT-based
exposure therapy, including exposure training to symptom
control by exposure to feared and avoided stimuli, has also been
used for patients with IBS [8]. CBT is effective in improving
the physical and psychological symptoms of IBS and the QOL
[9,10]. In a meta-analysis of 18 randomized controlled trials,
CBT was found to be more effective in patients with IBS than
in control groups consisting of, for instance, those on waiting
lists or receiving basic support [7]. With the implementation of
CBT, it is expected that patients with IBS will gradually become
healthier, more active, and more confident [5]. However, it is
difficult for most patients to access CBT due to a shortage of
trained therapists, especially in rural areas [11].

As the internet becomes popular worldwide, internet-delivered
CBT (ICBT) can compensate for the treatment limitations of
CBT. Whereas computerized CBT provides therapy via a
computer system but without a therapist’s input, ICBT adds
that advantage while keeping the therapist’s contact to a
minimum [12]. ICBT consists of online psychoeducational
material provided via the internet and therapist guidance, which
can include providing feedback or encouragement via SMS text
message, email, or chat rooms [13]. It has the advantages of
reduced time for the therapist compared to conventional CBT

and the ability for patients to access the treatment at any time
and place [11]. Accordingly, ICBT has been applied to many
psychiatric disorders, and a systematic review showed efficacy
in 25 clinical applications, including psychiatric (eg, depression
and anxiety), functional (eg, chronic pain and IBS), and eating
disorders. Substantial evidence for the positive effects of ICBT
on depression, panic disorder, and social phobia can be found
[12]. Some randomized controlled trials (RCTs) have recently
proven the effects of ICBT on patients with IBS. However,
these studies have limitations due to the small sample size and
heterogeneity [8,14,15]. To date, only a few papers have
systematically reviewed the intervention methods and
effectiveness of ICBT in this population. Therefore, this study
attempts to comprehensively review and analyze the contents
and effects of ICBT programs currently being tested in patients
with IBS.

The objectives of this study are to systematically review the
studies that examined the application of ICBT in patients with
IBS and to evaluate the effects of ICBT on the improvement in
symptom severity of IBS, QOL, anxiety, depression, and
cost-effectiveness. This will provide comprehensive evidence
regarding this topic.

Methods

Study Design
This study is a meta-analysis conducted to measure the effect
size of ICBT in patients with IBS.

Literature Search
This study was conducted in accordance with the systematic
literature review guidelines suggested by the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analysis)
group [16]. A literature search was conducted using the popular
search databases, PubMed, Cochrane Library, and PsycINFO,
as well as Korean databases, Korean Studies Information Service
System (KISS), Korean Medical Database (KMBASE), and
Research Information Sharing Service (RISS) up to June 2020.
Related studies in the reference list were searched for to find
additional studies. Search key terms merged “irritable bowel
syndrome” with “cognitive behavior therapy” or “cognitive
therapy” or “cognitive psychotherapy.” The complete search
strategy is provided in Multimedia Appendix 1. The parameters
set for the search were RCTs, journal articles, English or Korean
language, and adults. The year of publication was not limited,
so we could obtain a comprehensive overview of how ICBT
was provided to patients with IBS. To prevent missing relevant
publications, the general key term “CBT” (and not “ICBT”)
was selected as the key term, and abstracts of studies were
screened for eligibility.

Study Selection
The data inclusion criteria were based on the PICO framework
(Participant, Intervention, Comparator, Outcome), where the
participant was defined as an adult patient with underlying IBS,
intervention consisted of at least one of the elements of CBT
and was delivered over the internet, the comparator was a group
that did not receive ICBT, and the outcome was the measurable
effects of ICBT.
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The inclusion criteria were following: an RCT research design,
adult participants with IBS; ICBT intervention (exposure-based
ICBT, ICBT for self-management, ICBT for stress
management), controls (patients on a waiting list who receive
intervention after the treatment group, consisting of standard
care, psychological treatment, or usual medical treatment), and
measurable outcomes (IBS symptom severity, QOL, anxiety,
depression, cost-effectiveness, visceral sensitivity, cognitive
function, disability, stress, relief).

The exclusion criteria were the following: a non-RCT or
secondary data analysis, studies in which ICBT was provided
to both the experimental and control groups, studies with an
objective other than assessing the effects of ICBT, and studies
that presented insufficient data to measure the effect size.

First, duplicates were removed from the list of publications
found via database searches. The titles and abstracts of
publications were screened, and then the full-text studies were
reviewed for eligibility. If the full text was not available, it was
requested from the author. If the abstract was insufficient to
determine whether the paper met the inclusion criteria, the full
text was also searched for and screened. According to the
inclusion and exclusion criteria, 2 researchers (HK and YO)
reviewed and selected the studies separately. In the case of
disagreement between them, a third researcher’s (SC) opinion
was to be consulted; however, the study selection results were
consistent among the researchers.

Data Collection and Quality Assessment
Two researchers (HK and YO) independently collected the data
from the selected papers using a data extraction form. The form
was used to obtain data on the author, year, country, sample
characteristics (sample size, mean age), intervention (type,
duration, length of follow-up), control category (waiting list,
standard care, other psychological therapy), primary and
secondary outcome variables, intention to treat (ITT), and
results. The primary outcome was the effect of ICBT on IBS
symptom severity, which was evaluated using the following:
the IBS-Symptom Severity Scale (IBS-SSS) [17], the
Gastrointestinal Symptom Rating Scale (GSRS)-IBS [18], and
the Bowel Symptom Severity Scale (BSSS) [19]. The secondary
outcomes included QOL measured with the IBS-QOL [20],
mood status measured with the Hospital Anxiety and Depression
Scale (HADS) [21], the State-Trait Anxiety Inventory (STAI-S)
[22], the Montgomery Asberg Depression Rating Scale
(MADRS) [23], and the Center for Epidemiological Studies
Depression scale (CES-D) [24]. Cost-effectiveness was
measured using the Trimbos/Institute of Medical Technology
Assessment Cost Questionnaire for Psychiatry (TIC-P) [25].

The methodological quality of the selected studies was assessed
using the 7 criteria of the Cochrane’s Risk of Bias of the

Cochrane Collaboration [26]. Two researchers (HK and YO)
independently evaluated the risk of bias in individual papers,
and if the results were inconsistent, a consensus was reached
through discussion.

Data Analysis
Comprehensive Meta-Analysis version 3.3 (Biostat) was used
to assess heterogeneity and publication bias and to calculate the

effect size. Heterogeneity was analyzed using the Q test and I2

test. When the significance level of the Q statistic was less than

0.05, the results were considered heterogeneous. The I2 value
means that the closer the value is to 100%, the higher the
heterogeneity: 25% (small), 50% (medium), and 75% (large)
[27]. In this study, a fixed effects model was used when the
studies were homogenous, and a random effects model was used
when the studies were heterogeneous. For analyzing the effect
size in subgroups, the recommended fixed effects model was
used [28].

To verify the effect size, standardized mean difference (SMD)
values with 95% CIs were calculated because the outcome
variables were measured with several tools. The effect size for
each outcome was analyzed postintervention. The primary
outcome, IBS symptom severity, was further evaluated for the
effects of short-term (4 to 6 months from intervention) and
long-term (12 to 24 months) follow-up. Additionally, IBS
symptom severity was analyzed in subgroups to evaluate the
effect size according to the type of intervention, such as
self-management and exposure therapy. Cohen’s d guidelines
were used to interpret the effect size, where a value of 0.2
indicated a small, 0.5 a medium, and 0.8 a large effect size [29].
For the QOL, a positive effect size indicated improvement,
while a negative effect size of IBS symptom severity,
psychological status, and cost indicated improvement.

The publication bias was assessed using Egger’s regression
intercept: if Egger’s regression intercept was not significant,
publication bias was considered present. If publication bias was
present, the effect size would be corrected using Duval and
Tweedie’s trim and fill [30].

Results

The titles and abstracts for 369 publications were screened after
855 duplicates were excluded among the 1224 publications
initially identified from the search of 6 databases. Full-text
screening of 53 studies was performed for eligibility, but 2
studies without the full text were eventually unable to be
accessed due to no response being received from the authors.
Finally, 9 studies were selected for the analysis (Figure 1).
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Figure 1. Flow diagram for study inclusion. ICBT: internet-delivered cognitive behavioral therapy; RCT: randomized controlled trial.

Study Characteristics
Ultimately, 9 RCT studies were included in the analysis (Table
1). A summary of the data extraction results are presented in
Multimedia Appendix 2. The studies were published between
2009 and 2019, and 6 out of the 9 studies were conducted by 2
different teams, one led by Everitt [15,31,32] and the other by
Ljotsson [8,33,34]. One study was only conducted among
women [14], while the rest of the studies included between
73.8% to 84.7% females, with an average age ranging from 18.5
to 44.4 years. All studies excluded participants with medical
conditions that could affect the results, such as other
gastrointestinal disorders (inflammatory bowel disease, celiac

disease, rectal bleeding, and colorectal carcinoma) or psychiatric
disorders (severe depressive symptoms, suicide ideation,
psychosis, manic episodes, anorexia, and substance dependence).
With the exception of 1 study [11] in which participants were
included based on the self-report of a diagnosis with IBS by a
medical professional, 7 studies included those diagnosed by the
Rome III criteria. One study included both patients who
self-reported a diagnosis by a medical professional and those
who met the Rome III criteria [35]. The mean score of baseline
IBS symptom severity ranged from 241 to 265 (out of 500) in
3 studies using IBS-SSS [15,31,32], 42.2 to 53.6 in 4 studies
using GSRS [8,11,33,34], and 27.9 in a study using BSSS [14].
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Table 1. Characteristics of included studies.

ITTbControlsLength of f/uaDurationInterventionAge
(years)

Female
(%)

Authors

YesWaiting list (n=43)10 w, 3 me, 12 m10 wc/5 sdExposure therapy (n=42)34.684.7Andersson et al
[35]

YesStandard care (n=45)6 w, 12 w6 w/8 sSelf-management (n=45)44.477.8Everitt et al [32]

YesStandard care (n=187)3 m, 6 m, 12 m9 w/8 sSelf-management (n=185)42.976.3Everitt et al [15]

YesStandard care (n=105)24 m9 w/8 sSelf-management (n=99)42.9N/AfEveritt et al [31]

YesWaiting list (n=26)5 w, 3 m5 w/5 sExposure therapy (n=28)38.581.5Hunt et al [11]

N/AWaiting list (n=70)2 w, 6 w, 18 w6 w/13 sStress management (n=48)18.5100Lee et al [14]

YesWaiting list (n=43)10 w, 3 m10 w/5 sExposure therapy (n=42)34.684.7Ljótsson et al [33]

YesWaiting list (n=31)10 w, 12 m10 w/5 sExposure therapy (n=30)34.973.8Ljótsson et al [8]

YesInternet-delivered stress
management (n=97)

10 w, 6 m10 w/5 sExposure therapy (n=98)38.979Ljótsson et al [34]

af/u: follow-up.
bITT: intention to treat.
cw: weeks.
ds: sessions.
em: month.
fN/A: not available

ICBT Program Characteristics
Among the types of CBT provided through the internet,
exposure-based CBT was provided in 5 studies [8,11,33-35],
CBT for self-management in 3 studies [15,31,32], and CBT for
stress management in 1 study [14]. ICBT was provided as 5 to
13 sessions during a period of 5 to 10 weeks. For the control
group, a waiting list was applied in 5 studies [8,11,14,33,35],
standard care in 3 studies [15,31,32], and stress management
techniques that did not involve CBT were applied in 1 study
[34]. In all studies, a therapist contacted the patients in the ICBT
group via email, telephone, or internet platform; the main contact
method was email in 6 of the 9 studies (67%). The average time
of therapist contact was reported in 6 studies (67%) and varied
from 73 to 165 minutes in total.

After the intervention, postintervention assessments were
performed, and follow-up assessments were performed at 3, 4,
6, 12, and 24 months. However, the follow-up assessments for
studies with patients on a waiting list as a control group were
only performed in the experimental group. In 1 study [14], ICBT
was also administered to the control group (waiting list) after
all follow-up assessments were completed.

For the primary outcome, 1 study [35] evaluated
cost-effectiveness, while all other studies evaluated the symptom

severity of IBS. In addition, QOL, anxiety, depression, visual
sensitivity index, adequate relief, and cognitive function were
evaluated as outcome variables. ITT data were reported in all
except 1 study [14].

Quality Assessment
The methodological quality of the 9 included studies varied
(Figure 2): 8 studies (89%) met at least 4 of the quality criteria,
including 1 study [34] that met all 7 criteria. Only 1 study (11%)
met 2 of the criteria [35]. All studies had a random sequence
generation except for 1 study [35], 5 studies provided adequate
information on allocation concealment, and only 2 studies
[32,34] described the blinding of participants and personnel
clearly. All studies involved the blinding of outcome
assessments except for 2 studies [32,35], which did not provide
sufficient information.

Regarding incomplete outcome data, all studies reported
outcome data analysis completely except for 1 [14]. All studies
reported all expected outcomes, including those that were
prespecified to minimize bias due to selective outcome reporting.
Finally, 5 studies appeared to be free of biased sources
[14,15,31,32,34], whereas the other 4 studies did not report the
outcomes from the waiting list control group in the follow-up
stage.
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Figure 2. Quality assessment of selected studies.

Effects of ICBT on Patients with IBS

Symptom Severity of IBS
IBS symptom severity was the most reported variable as a
primary outcome (7 out of 9 studies) [8,11,14,15,32-34]. Since

7 studies showed significant heterogeneity (I2=56.01; P=.03),
the overall effect on symptom severity was analyzed using a
random model in postintervention. The subgroup analysis was
performed using a fixed model.

Postintervention, the ICBT group had a significant reduction
in IBS symptom severity compared with the control group (SMD
–0.575; 95% CI –0.714 to –0.435), indicating a medium-to-large
overall effect size (Figure 3A). In the subgroup analysis, we
evaluated whether the effect differed according to the type of

intervention. The group receiving ICBT-based self-management
intervention reported significantly reduced symptom severity
compared with the control group (SMD –0.540; 95% CI –0.747
to –0.332). Additionally, the group that received exposure
therapy was compared with the control group, and there was a
significant effect on symptom severity (SMD –0.684; 95% CI
–0.903 to –0.466; Figure 3B and 3C). ICBT-based stress
management was evaluated in 1 study [14], so a subgroup
analysis could not be conducted.

Three short-term follow-up studies [14,15,34] had
small-to-medium effect sizes in the ICBT group (SMD –0.391;
95% CI –0.560 to –0.221), and the effects remained even in the
2 long-term follow-up studies (SMD –0.357; 95% CI –0.541
to –0.172; Figure 3D and 3E) [15,31].
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Figure 3. Effects size of ICBT on IBS symptom severity. IBS: irritable bowel syndrome; ICBT: internet-delivered cognitive behavioral therapy; STD:
standard.

Quality of Life
Among the outcome variables, 5 studies [8,11,32-34] evaluated
QOL using the same tool, the IBS-QOL developed by Patrick
et al [20]. Therefore, the studies were not significantly

heterogeneous (I2=40.71; P=.15), and the effect size was
analyzed using a fixed model. The effect size of ICBT on the
QOL of patients with IBS was significant at 0.582 (95% CI
0.396-0.769) compared with the control group (Figure 4A).
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Figure 4. Effect size of ICBT on the quality of life and psychological status. ICBT: internet-delivered cognitive behavioral therapy.

Psychological Status
To evaluate the effects of the ICBT on psychological status, the
effect sizes on depression and anxiety were analyzed (Figure
4B and 4C). Psychological status was reported in 7 studies.
However, 2 studies that integrated depression and anxiety were
excluded from the meta-analysis [15,31], and 1 study was
excluded from the analysis for depression because it did not
provide an accurate mean score for depression [32]. Therefore,
depression was analyzed in 3 studies [14,33,34] and anxiety in
4 [11,14,32,34], but neither was significantly heterogeneous

(depression: I2=29.27 and P=.24; anxiety: I2= 22.11 and P=.28),
so a fixed model was adopted. There was no evidence that ICBT

had any effect on depression (SMD –0.155; 95% CI –0.354 to
0.044) or anxiety (SMD 0.007; 95% CI –0.184 to 0.198).

Cost-Effectiveness
Two studies [8,35] assessed the cost-effectiveness of ICBT.
When analysis was performed with fixed models, there were
significant reductions in total costs including intervention costs
(SMD –0.372; 95% CI –0.704 to –0.039) and in total costs
excluding intervention costs (SMD –0.726; 95% CI –1.063 to
–0.389). In addition, a significant effect was found on direct
medical costs (SMD –0.588; 95% CI –0.920 to –0.256), but no
effect was found on the reduction of direct nonmedical costs
(SMD 0.163; 95% CI –0.182 to 0.509; Figure 5).
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Figure 5. Effect size of ICBT on cost-effectiveness. ICBT: internet-delivered cognitive behavioral therapy.

Publication Bias
Funnel plots could not be used in this study to evaluate
publication bias because these plots require at least 10 studies.
Instead, bias was evaluated using Egger’s regression intercept.
The Egger intercepts were not significant in the analysis of
outcome variables in this study, indicating that there was no
risk for publication bias. Therefore, there was no need for a
Duval and Tweedie’s trim and fill.

Discussion

Principal Results
To our knowledge, this is the first meta-analysis to evaluate
ICBT as an effective treatment for patients with IBS. Nine RCT
studies were included in the analysis, and their quality was
generally acceptable. As these studies were heterogeneous due
to the use of different intervention methods and measurement
tools, it may be difficult to definitively determine the results of
this meta-analysis.

In this study, ICBT showed an overall medium-to-large effect
size during the postintervention evaluation in patients with IBS.
Specifically, there were significant effects on IBS symptom
severity, QOL, and cost-effectiveness. However, ICBT did not
have an effect on the psychological status of the treatment group
compared with the waiting list or standard care controls. When
stratified by the type of ICBT intervention, both exposure

therapy and self-management interventions were effective
compared to controls. In the follow-up studies, the effects of
ICBT on the severity of IBS symptoms remained. These findings
are consistent with the results of a meta-analysis in which CBT
was effective in treating IBS bowel symptoms and improving
the QOL of patients with IBS [7]. Although the therapist’s
contact is minimized in ICBT, our findings provide preliminary
evidence that ICBT may be as effective as face-to-face CBT in
patients with IBS.

Although only 2 RCTs among 9 studies reported the
cost-effectiveness, the application of ICBT was found to
improve clinical outcomes while reducing medical costs.
Additional costs are required to provide ICBT, but the
cost-reduction effect is maintained even after including the
intervention costs. Furthermore, there was a significant effect
on direct medical costs but not on nonmedical costs. Consistent
with the McCrone et al [36] study, which evaluated CBT, there
was no significant decrease in work days. Contrarily, in the
treatment group, the improvement of IBS symptoms resulted
in cost reduction compared with the control group [35]. This is
consistent with our findings in the this study, in which ICBT
showed significant effects on clinical outcomes.

Contrary to the results of this study, a recent CBT meta-analysis
showed a significant improvement in psychological status [7].
However, in a recent review study of online psychological
interventions in gastrointestinal disorders, a meta-analysis of 6
ICBT studies demonstrated no effect on stress, depression,
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anxiety, or QOL in patients with IBS [37]. This discrepancy
may be because psychological status is not the primary outcome
of ICBT. Unlike CBT with face-to-face intervention, ICBT with
minimal therapist contact might not have significant effects on
psychological status. Although ICBT is effective because it is
not limited by time or location, having direct contact with
therapists may provide additional benefits [38]. Support from
therapists could also help participants improve their motivation
and adherence to therapy, which would further enhance the
effectiveness of ICBT [32]. In particular, for patients who suffer
from more severe symptoms, direct contact with therapists could
be beneficial. In future studies, it is necessary to evaluate the
extent, content, and type of contact that would improve the
effectiveness of the therapy. Moreover, even though ITT
analysis was conducted, the levels of attrition were high in
several of the RCTs we analyzed. In particular, the attrition rate
ranged from 30% to 55% in studies with long-term follow-up
[15,31]. This high attrition rate might be reduced with
encouragement or motivation from therapists [11]. Refractory
IBS, defined as persisting symptoms in a patient even after
treatment for IBS is received, requires patients to continue to
manage their symptoms [31], as ensuring the long-term effects
of treatment is essential. Our findings demonstrated that the
effect of ICBT on IBS symptom severity persisted for a period
of 12 to 24 months after the final ICBT session. This showed
that ICBT is a cost-effective intervention for IBS symptoms
without the need for a booster session for a long period of time.
However, for other variables in this study, the effects could not
be analyzed because of the small number of RCTs. Therefore,
more well-designed RCTs are required to verify the long-term
effects of these outcome variables. Furthermore, it is necessary
to determine how long after ICBT intervention a booster session
would be required to sustain the effects.

Limitations
This study has several limitations. First, there was a limited
number of RCTs on ICBT for patients with IBS since research

on ICBT only started recently. In particular, as 2 research teams
conducted most of the ICBT trials on patients with IBS, there
may be inherent biases in this meta-analysis. Our findings may
be difficult to generalize to all IBS patients due to the low
diversity in ethnicity and the similar characteristics of the
participants. Certain limitations, such as Ljotsson’s team being
unable to control for the expectancy of improvement by using
a waiting list as a control group and Everitt’s team being unable
to assess the treatment expectancy effects, indicate the
importance of using an active control group. In addition, this
meta-analysis may not reflect the effects of various ICBT
programs or population groups. Therefore, our findings should
be interpreted with caution, and further research on ICBT in
different populations is needed. Second, some of the RCTs
analyzed had small sample sizes, high attrition rates, and were
heterogeneous, which may not substantially verify the effects
of the interventions. Further research is warranted for RCTs
through use of a large number of patients with IBS. Although
a protocol was present for the ICBT used in each RCT, each
protocol is different. Future studies should determine the
effective content, frequency, and duration of ICBT.

Conclusions
In conclusion, this meta-analysis demonstrated that ICBT was
superior to standard care or being on a waiting list with regard
to improving IBS symptom severity, QOL, and
cost-effectiveness. The effects on IBS symptom severity
persisted for a long time after the intervention; that is, ICBT
can be considered an effective intervention that can be provided
to patients with IBS regardless of location and time. However,
the number of RCTs concerning the provision of ICBT to
patients with IBS is still limited, and the protocols for ICBT,
including content, duration, and operators, are heterogeneous,
requiring further research and standardization. Nevertheless,
this meta-analysis provides the first comprehensive insight into
how ICBT could be used to improve the clinical outcomes and
QOL of patients with IBS while reducing treatment costs.
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Abstract

Background: Care plans are central to effective care delivery for people with multiple chronic conditions. But existing care
plans—which typically are difficult to share across care settings and care team members—poorly serve people with multiple
chronic conditions, who often receive care from numerous clinicians in multiple care settings. Comprehensive, shared electronic
care (e-care) plans are dynamic electronic tools that facilitate care coordination and address the totality of health and social needs
across care contexts. They have emerged as a potential way to improve care for individuals with multiple chronic conditions.

Objective: To review the landscape of e-care plans and care plan–related initiatives that could allow the creation of a
comprehensive, shared e-care plan and inform a joint initiative by the National Institutes of Health and the Agency for Healthcare
Research and Quality to develop e-care planning tools for people with multiple chronic conditions.

Methods: We conducted a scoping review, searching literature from 2015 to June 2020 using Scopus, Clinical Key, and PubMed;
we also searched the gray literature. To identify initiatives potentially missing from this search, we interviewed expert informants.
Relevant data were then identified and extracted in a structured format for data synthesis and analysis using an expanded typology
of care plans adapted to our study context. The extracted data included (1) the perspective of the initiatives; (2) their scope, (3)
network, and (4) context; (5) their use of open syntax standards; and (6) their use of open semantic standards.

Results: We identified 7 projects for e-care plans and 3 projects for health care data standards. Each project provided critical
infrastructure that could be leveraged to promote the vision of a comprehensive, shared e-care plan. All the e-care plan projects
supported both broad goals and specific behaviors; 1 project supported a network of professionals across clinical, community,
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and home-based networks; 4 projects included social determinants of health. Most projects specified an open syntax standard,
but only 3 specified open semantic standards.

Conclusions: A comprehensive, shared, interoperable e-care plan has the potential to greatly improve the coordination of care
for individuals with multiple chronic conditions across multiple care settings. The need for such a plan is heightened in the wake
of the ongoing COVID-19 pandemic. While none of the existing care plan projects meet all the criteria for an optimal e-care plan,
they all provide critical infrastructure that can be leveraged as we advance toward the vision of a comprehensive, shared e-care
plan. However, critical gaps must be addressed in order to achieve this vision.

(J Med Internet Res 2022;24(6):e36569)   doi:10.2196/36569

KEYWORDS

electronic care plan; care planning; care plan; care coordination; multiple conditions; multiple chronic conditions; chronic disease;
chronic condition; electronic care; digital health; electronic tools; e-care; healthcare data; eHealth

Introduction

Multiple chronic conditions affect 1 in 3 American adults and
4 in 5 Medicare beneficiaries. It is the most common chronic
condition seen in clinical practice, and while there is no standard
definition or measure of multiple chronic conditions, it is
generally understood to be the co-occurrence of 2 or more
chronic mental or physical health conditions. Other impairments
or disabilities are also sometimes included in the definition of
multiple chronic conditions, as are syndromes such as frailty
and social factors such as homelessness. Providing integrated
person-centered care to people living with multiple chronic
conditions is a major challenge [1,2]. People with multiple
chronic conditions and their caregivers often experience
significant burdens associated with coordinating care across
multiple disease states, clinicians, and settings, including
scheduling multiple medical appointments, managing complex
drug and dietary regimens, and integrating multiple sources of
(sometimes conflicting) medical advice [3-6]. Fragmentation
of care for people living with multiple chronic conditions
presents multiple challenges to clinicians and contributes to
avoidable hospitalizations, duplication of services, adverse
events, and higher health care costs [7]. Further, given the
disproportionate prevalence of multiple chronic conditions in
Black and Hispanic Americans [8], such fragmentation of care
may exacerbate disparities in health outcomes.

Care plans are a central component of effective care delivery
for people with multiple chronic conditions and other complex
health care needs. Care plans, increasingly required by the
Center for Medicare and Medicaid Services (CMS) in its
programs, include written, comprehensive, patient-centered
longitudinal plans of action that identify a patient’s goals and
health needs and the services and support required to meet them.

Existing care plans are largely paper based, and when electronic,
often designed for a specific care setting or condition. They are
often not interoperable and are difficult to share between
providers, patients, and caregivers. People with multiple chronic
conditions are more likely to have multiple care plans, which,
rather than improving care coordination and integration, can
instead lead to competing plans and increased fragmentation of
care.

A comprehensive, shared electronic care (e-care) plan (CSeCP)
that is also interoperable is a dynamic electronic tool that

employs health information technology to facilitate collaboration
between individuals and their clinical teams, with the goal of
addressing the totality of their health and social needs across
all care settings [9]. Ideally, a CSeCP would allow clinicians,
patients, and caregivers to electronically view role-specific
information [10]. A National Quality Forum report on care
coordination recommended that an e-care plan should include
the following sections, with data shared across all care settings:
(1) prioritized health concerns, including social determinants
of health (SDoH), (2) health and life goals, (3) interventions,
and (4) health status of the individual [11]. Potential benefits
of e-care plans include (1) improved quality and efficiency of
care, (2) streamlined access to patient health records across the
care team (including the patient), (3) coordinated medication
and treatment management, and (4) improved care transitions
[12-15]. E-care plans can also aid in the assessment,
identification, and collection of information on SDoH for
individuals and communities and inform practice and policy
recommendations across health care settings [16].

The use of CSeCPs has emerged as a potential solution for
improving and coordinating the care of individuals with multiple
chronic conditions [17]. However, e-care plans that use different
data standards cannot be easily shared across providers.
Emerging standards combined with commonly used clinical
terminology provide a foundation that makes the development
of a comprehensive, interoperable e-care plan achievable. The
Office of the National Coordinator for Health Information
Technology has set a goal of nationwide interoperability by
2024 [17]. This has contributed to a rapid uptake of emerging
health information technology data standards, such as the Fast
Healthcare Interoperability Resources (FHIR) specification—a
flexible standard for exchanging health care information
electronically—and Substitutable Medical Applications,
Reusable Technologies (SMART), an open, vendor-agnostic,
standards-based technology platform that enables the
development of applications that seamlessly and securely
integrate with health information technology systems [18,19].

To advance toward a CSeCP, the Agency for Healthcare
Research and Quality (AHRQ) and the National Institute for
Diabetes and Digestive and Kidney Diseases (NIDDK) are
collaborating to build interoperable, open-source, patient-,
caregiver-, and clinician-facing e-care plan applications and a
Health Level Seven (HL7) FHIR implementation guide to
improve care coordination for people with multiple chronic
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conditions across clinical and community settings. To inform
this and other efforts in the field, we conducted a scoping review
of past and current e-care plans and care plan–related initiatives,
aiming to identify foundational projects and resources that could
inform the multiple chronic conditions e-care plan project and
other efforts in this space. This paper describes the process and
results of our scoping review, as well as the functionality of
existing e-care plans and the gaps that need to be addressed in
order to advance toward a comprehensive e-care plan.

Methods

Using the scoping review methodology [20], we first searched
Scopus, Clinical Key, and PubMed for articles featuring
nonproprietary e-care plan projects; the reference list was
reviewed to identify additional articles. We also searched the
grey literature, used Google, and used others sources such as
the US Office of the National Coordinator for Health
Information Technology (ONC) Interoperability Proving
Grounds [21] and Health Level Seven International [22], an
organization accredited by the American National Standards
Institute to develop health standards. All searches included
combinations of the following terms: “interoperability,”
“electronic care plan,” “care plan,” “SMART on FHIR,”
“FHIR,” “C-CDA,” and “multiple chronic conditions.” Searches
were limited to the years January 2015 to June 2020 to capture
recent projects in a rapidly evolving field. In addition, we
conducted discussions with expert informants across the federal
government, academia, developer and vendor organizations,
and industry (including HL7) to identify additional projects
missed in the search of gray literature and published literature.
Contact information for the included projects was used to
identify the informants, who provided individual consultation
about e-care plan development. Snowballing techniques [23]
were used to add other relevant stakeholders.

Once an e-care plan project was identified, data were extracted,
including (1) the implementation period, (2) project contact
information, (3) the project description, (4) the population
targeted, (5) fields and domains documented through the e-care
plan, (6) standard technology features (eg, FHIR and HL7
Consolidated Clinical Document Architecture [C-CDA]), (7)
current project activity, and (8) project results and outcomes.
To determine how the identified e-care plan, including the
multiple chronic conditions e-care plan project, contributes to
the development of an interoperable CSeCP, we applied a

recently developed typology of care plans by Burt and
colleagues [24] that includes three domains: (1) perspective,
indicating the degree to which the content and development of
the care plan reflect a person- and patient-centered perspective
rather than a professional-centered perspective, (2) scope,
indicating the focus on discrete behaviors versus broad goals,
with an optimal CSeCP including both, and (3) network, or the
inclusion of broad care teams rather than patient-clinician dyads.
We also expanded on Burt’s typology by adding three domains:
(1) context, representing clinical versus SDoH data, with an
optimal CSeCP including both, (2) the use of an open syntax
(or format) standard (eg, C-CDA or FHIR), and (3) the use of
open semantic standards (eg, clinical terminology value sets)
to support interoperability. We assessed the degree to which
each project met these optimal criteria for a CSeCP.

Results

Development of e-Care Plans
Table 1 shows the 7 existing nonproprietary e-care plan projects
that we identified. These included (1) the Care Plan Domain
Analysis Model (DAM) version 1.0, (2) the Care Plan DAM
version 2.0 [9,25], (3) the Electronic Long-Term Services and
Supports (eLTSS) plan [26], (4) the Pharmacist e-Care Plan
(PeCP) [27], (5) the chronic kidney disease (CKD) e-care plan
[28], (6) the Dynamic Care Planning (DCP) profile [29], and
(7) the Omnibus Care Plan (OCP) [30,31]. Several of these care
plans incorporated components of the Standards and
Interoperability Framework developed by the National Quality
Forum [11] and hence were useful to consider when developing
a comprehensive, interoperable e-care plan for multiple chronic
conditions. For example, the PeCP initiative includes prioritized
health concerns, goals (ie, medication optimization), and
interventions (eg, medication management) [27]. Table 1
provides an overview of the e-care plan projects. Figure 1
provides a visual description of the expected data flow for the
e-care plan apps. A central FHIR server will aggregate data
across multiple settings of care. SMART on FHIR e-care plan
apps designed for key users (ie, patients, unpaid caregivers, and
clinicians) will pull from the FHIR server to display aggregated
patient data. In addition, the apps will collect novel
person-centered data and share these data back to the FHIR
server, where they will be available (along with comprehensive
EHR data) back to clinical and research settings.
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Table 1. Projects to develop e-care plans.

Contributions to a

CSeCPa and gaps

OutputsUnderlying
standards

Domains/featuresUsers/settingsDescriptionTime
frame

ProjectOrganization

Provides syntax for e-
care plans; uses an in-

C-CDA
specifica-
tion

C-CDAcHealth concerns
(including
risks/barriers);
goals/preferences;

Hospitals; long-
term care; home
care; mental
health

Provides industry
with a set of com-
prehensive clinical
requirement–driv-
en use cases and

2011-
2016

Care
Plan

DAMb

1.0

Health Level
Seven

terdisciplinary ap-
proach; allows for
multiple, potentiallyintervention (care

activity); outcomes uncoordinated dis-
ease/context-specific

logical information
models to inform
design, develop- plans, which is not
ment, and imple- patient-centered; does
mentation of care
plan systems.

not identify semantic
standards or specific
value sets; does not

capture SDoHd data;
document-based for-
mat limits real-time
data updates

Provides syntax struc-
ture for the e-care

C-CDA
specifica-

C-CDA; FHIRDAM 1.0 features
plus possible addi-

Hospitals; long-
term care; home

Uses iterative liter-
ature/use case re-

2017-
present

Care
Plan
DAM
2.0

Health Level
Seven

plan; uses an interdis-
ciplinary approach;
allows for multiple,

tion; FHIR
specifica-
tion

tions: assessment;
SDoH; protocol;
order/order set (as
intervention/care

care; mental
health

views and industry
engagement to pro-
vide an evidence-
based and user- potentially uncoordi-

activity); advancecentered blueprint nated disease/context-
directives; care co-
ordination

to inform a revi-
sion of the Care
Plan DAM 1.0 C-

specific plans, which
is not patient-cen-
tered; does not identi-

CDA specification, fy semantic standards
or specific value setsdevelop a FHIRe

care plan template,
and improve relat-
ed resources.

Provides semantic
standards and value

C-CDA im-
plementa-

C-CDA; FHIR;
clinical termi-
nology

Medicare/Medicaid
beneficiary demo-
graphics; goals and
strengths; person-

Long-term ser-
vice providers
(clinical and
community); re-

Working to identi-
fy and harmonize
electronic stan-
dards to enable the

2014-
present

eLTSSf

Initia-
tive

Center for
Medicare
and Medi-
caid Services

sets for inclusion in a
multiple chronic con-

tion guide;
FHIR im-

centered planning;cipients of long-
term care

creation, exchange,
and reuse of inter-
operable service

and Office
of the Nation-
al Coordina-

dition e-care plan;
provides a syntax for
the exchange of data

plementa-
tion guide;

VSACg
plan information;
plan signatures;
risks; service infor-plans to improvetor for among long-term ser-
mation; servicethe coordination ofHealth Infor- vices and support
provider informa-
tion

health and social
services that sup-
port an individual’s

mation Tech-
nology

providers; discipline-
specific approach may
limit application in the
multiple chronic con-
ditions context

mental and physi-
cal health.

Provides value sets for
inclusion in a multiple

C-CDA im-
plementa-

C-CDA; C-
CDA on FHIR;

Patient goals;
health concerns;

Pharmacists;
people receiv-

Provides a standard
for interoperable

2015-
present

Pharma-
cist e-
Care
Plan

Pharmacy
Health Infor-
mation Tech-
nology Col-
laborative

chronic conditions e-
care plan; provides a
syntax for exchange
with community-

tion guide;
FHIR im-
plementa-
tion guide;
VSAC

clinical termi-
nology

active medication
list; drug therapy
problems; laborato-
ry results; vitals;
payer information;
billing for services

ing care in the
community;
family care-
givers; pharma-
cies; hospitals;
long-term care
facilities

exchange of con-
sensus-driven, pri-
oritized, medica-
tion-related activi-
ties, plans, and
goals for enhanced
medication manage-
ment, specified

based settings; the
discipline-specific ap-
proach may limit appli-
cation in the multiple

through Health chronic condition
Level Seven C- context; document-
CDA and FHIR based format limits

real-time data updatesimplementation
guides.
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Contributions to a

CSeCPa and gaps

OutputsUnderlying
standards

Domains/featuresUsers/settingsDescriptionTime
frame

ProjectOrganization

Provides value sets for
inclusion in a multiple
chronic conditions e-
care plan; disease-
specific approach is of
limited use in the con-
text of multiple
chronic conditions

Value sets
specifying
more than
300 data el-
ements

Clinical termi-
nology

Header (person and
plan information);
health and social
concerns; patient
and clinician goals;
interventions;
health status evalu-
ation and outcomes

People with
CKD; family
caregivers; di-
verse clinicians
providing care
for people with
CKD; primary
care; specialty
practices; hospi-
tals

Aimed to facilitate
the longitudinal
transfer of key pa-
tient data among
the patient, family
caregivers, and the
clinical care team
across settings by
identifying and pri-
oritizing a compre-
hensive set of clini-
cal and contextual
data elements and
associated data
standards from
widely used clini-
cal terminologies.

2016-
2019

CKDh

e-Care
Plan

National In-
stitute of Dia-
betes and Di-
gestive and
Kidney Dis-
ease

Interdisciplinary ap-
proach; allows for
multiple, potentially
uncoordinated dis-
ease/context-specific
plans, which is not
patient-centered; does
not identify specific
value sets

Supple-
ment to the
Integrating
the Health-
care Enter-
prise Pa-
tient Care
Coordina-
tion Techni-
cal Frame-
work (Stan-
dard for
Trial Use
4)

FHIR; care plan
DAM

Health issues;
goals; interven-
tions; outcomes

Clinicians; pa-
tients; payers

Provides the struc-
tures and transac-
tions for care plan-
ning, creating, dy-
namically updat-
ing, and sharing
care plans. This
profile does not
define or assume a
single care plan for
a patient, but rather
depicts how multi-
ple care plans can
be shared and used
to coordinate care.

2016-
present

Dynam-
ic Care
Plan-
ning
Profile

Integrating
the Health-
care Enter-
prise

Provides an open-
source SMART on
FHIR application for
use by clinicians; ad-
dresses SDoH and be-
havioral considera-
tions; use of propri-
etary tools and applica-
tions creates a barrier
to implementation and
interoperability

SMART
on FHIR
application

FHIR; SMART
on FHIR

Opioid manage-
ment; suicide pre-
vention; care coor-
dination; alerts/no-
tifications; consent
management;
task/activity man-
agement; referral
management;
scheduling/ ap-
pointments

CliniciansDeveloped

SMARTj on FHIR,
a browser-based
(desktop or mo-
bile), patient-cen-
tered care coordina-
tion application de-
signed to share in-
formation with
multiple care
providers. It is
built on existing
SMART applica-
tions which deter-
mine consent, ex-
planation of bene-
fits, and clinical
value sets, some of
which are propri-
etary.

2018Om-
nibus
Care
Plan

SAMHSAi
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Contributions to a

CSeCPa and gaps

OutputsUnderlying
standards

Domains/featuresUsers/settingsDescriptionTime
frame

ProjectOrganization

Provides syntax and
semantic standards for
the exchange of pa-
tient data across multi-
ple users/settings;
provides a proof-of-
concept of a single
comprehensive shared
care plan; will require
expansion to addition-
al disease states

FHIR im-
plementa-
tion guide;
clinician
SMART
on FHIR
app; pa-
tient mo-
bile
SMART
on FHIR
app

FHIR; SMART
on FHIR; clini-
cal terminology

Person/plan infor-
mation; health and
social concerns;
patient and clini-
cian goals; interven-
tions; health status
evaluation and out-
comes

People with
multiple chron-
ic conditions,
including CKD,
type 2 diabetes,
cardiovascular
disease, and
chronic pain;
family care-
givers; diverse
clinicians pro-
viding care for
people with
multiple chron-
ic conditions;
home and com-
munity-based
providers

Developing pa-
tient- and clinician-
facing, interopera-
ble e-care plan ap-
plications and a
FHIR implementa-
tion guide to facili-
tate aggregation
and sharing of criti-
cal patient-cen-
tered data across
home, community,
clinic, and re-
search-based set-
tings by extracting
data from point-of-
care health systems
and allowing trans-
fer of that data
across settings.

2019-
2023

Multi-
ple
chronic
condi-
tions e-
care
plan

Agency for
Healthcare
Research
and Quality,
National In-
stitute of Dia-
betes and Di-
gestive and
Kidney Dis-
ease, and As-
sistant Secre-
tary for Plan-
ning and
Evaluation

aCSeCP: comprehensive shared electronic (e-)care plan
bDAM: domain analysis model
cC-CDA: consolidated clinical document architecture
dSDoH: social determinants of health
eFHIR: Fast Healthcare Interoperability Resources
feLTSS: electronic long-term services and supports
gVSAC: Value Set Authority Center [32]
hCKD: chronic kidney disease
iSAMHSA: Substance Abuse and Mental Health Services Administration
jSMART: substitutable medical applications, reusable technologies
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Figure 1. Multiple chronic conditions e-care plan data flow. FHIR: fast healthcare interoperability resources; SMART: substitutable medical applications,
reusable technologies; EHR: electronic health records; API: Application Programming Interface.

Figure 2 shows a schema of the degree to which each project
aligned with the optimal CSeCP criteria. We determined that—in
the context of multiple chronic conditions—4 of the 7 care plan
projects reflected the perspective of the professional rather than
that of the person, because they either supported only a single
disease (eg, a CKD e-care plan), or they allowed for multiple,
distinct and potentially uncoordinated disease or context-specific
plans (DAM 1.0, DAM 2.0, and DCP). Either situation—a single
disease care plan or multiple uncoordinated care plans—would
not meet the needs of a person with multiple chronic conditions
who must manage their conditions simultaneously in their
day-to-day life, and thus does not reflect such a person’s
perspective. All plans supported both broad goals and specific
behaviors. Only the OCP supported a network of professionals
across the clinical, community, and home-based networks, while
4 projects supported the entire clinical team, 1 supported the
entire LTSS team, and 1 focused primarily on pharmacist care.

Four of the care plan projects (DAM 2.0, eLTSS, PeCP, and
CKD) included SDoH data. All but the CKD care plan specified
either C-CDA, FHIR, or both as syntax standards, while only
3 projects (eLTSS, PeCP, and CKD) specified open-source
clinical terminology value sets (eg, Logical Observation
Identifiers, Names, and Codes [LOINC], Systematized
Nomenclature of Medicine Clinical Terms [SNOMED-CT],
International Classification of Diseases 10th Revision [ICD-10],
Current Procedural Terminology [CPT], or RxNORM). For
instance, the CKD e-care plan project identified data standards
from common clinical terminology for more than 300 prioritized
data elements, and partnered with the Regenstrief Institute to
develop new LOINC codes for the data elements lacking existing
data standards [28]. The OCP uses proprietary tools to identify
specific condition value sets, creating a barrier for potential
implementation and interoperability [30].
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Figure 2. Alignment of identified care plan projects with comprehensive, shared electronic care plan criteria. Red indicates suboptimal alignment with
a criterion, yellow indicates partial alignment, and green indicates optimal alignment. DAM: domain analysis model; C-CDA: consolidated clinical
document architecture; CKD: chronic kidney disease; eLTSS: electronic long-term services and supports; FHIR: fast healthcare interoperability resources;
SDoH: social determinants of health; SMART: substitutable medical applications, reusable technologies; PeCP: pharmacist e-care plan; DCP: dynamic
care planning; OCP: omnibus care plan; CSeCP: comprehensive, shared electronic care plan.

Development of Key Health Care Data Standards for
People With Multiple Chronic Conditions
Table 2 shows the 3 projects we identified that are developing
clinical terminology and coding harmonization that can be
leveraged in the development of interoperable e-care plans.
These projects included (1) the Data Element Library (DEL)
[33], (2) the Gravity Project [34], and (3) the Post-Acute Care
Interoperability (PACIO) project [31]. The DEL specifies data
elements and standards for the data that the CMS requires
postacute care facilities to collect as part of patient health

assessments. The Gravity Project, led by the Social Interventions
Research and Evaluation Network at the University of
California, San Francisco, is a national collaborative to
harmonize documentation of SDoH data in electronic health
record (EHR) systems. The PACIO project aims to identify data
standards to advance interoperable health data exchange between
postacute care providers, other health care providers, patients,
and key stakeholders through a consensus-based, case-driven
approach. Their initial efforts have focused on data standards
relating to cognitive and functional status.
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Table 2. Development of key health care data standards for people with multiple chronic conditions.

OutputsStandardsFields/domainsIntended usersDescriptionTime frameProjectOrganization

Standardized
data elements
relevant to
postacute care

Clinical termi-
nology

IRFa Patient Assessment
Instrument, Outcome and
Assessment Information

Set; LTCHb Continuity
Assessment Record and
Evaluation Data Set;

SNFc Minimum Data
Set; Hospice Item Set;
Functional Assessment
Standardized Items

Inpatient rehabilita-
tion facilities, home
health agencies,
long-term care hospi-
tals, skilled nursing
facilities, hospice
care, home and com-
munity-based ser-
vices

Centralized resource
for Center for Medi-
care and Medicaid
Services assessment
instrument data ele-
ments (eg, questions
and responses) and
their associated
health information
technology stan-
dards.

2018-presentData Ele-
ment Li-
brary

Center for
Medicare and
Medicaid Ser-
vices

Social determi-
nants of health
FHIR imple-
mentation
guide

FHIRd; clini-
cal terminolo-
gy

Food insecurity, housing
instability and homeless-
ness, inadequate housing,
transportation access; ad-
ditional domains to be
determined

Health careDevelop structured
data standards to re-
duce barriers to doc-
umentation and ex-
change of social de-
terminants of health
data, including so-
cial risks and protec-
tive factors

2019-presentGravity
Project

Social Interven-
tions Research
and Evaluation
Network

Cognitive sta-
tus, FHIR im-
plementation
guide, func-
tional status
FHIR imple-
mentation
guide

FHIR;

clinical termi-
nology

Cognitive status; function-
al status; additional do-
mains to be determined

Postacute care, long-
term care hospitals,
home health agen-
cies, skilled nursing
facilities, inpatient
rehabilitation facili-
ties

Advance interopera-
ble health data ex-
change between
postacute care and
other providers, pa-
tients, and key
stakeholders across
health care.

2019-presentPost-
Acute
Care Inter-
operabili-
ty Project

Center for
Medicare and
Medicaid Ser-
vices and The
Alliance to
Modernize
Healthcare

aIRF: Inpatient Rehabilitation Facility
bLTCH: Long-Term Care Hospital
cSNF: Skilled Nursing Facility
dFHIR: Fast Healthcare Interoperability Resources

Discussion

Most care plans in use today are paper-based and localized or
limited to a specific discipline, disease, or care setting. An
electronic, interoperable CSeCP has the potential to greatly
improve the quality of care for individuals with multiple chronic
conditions, who see numerous providers across multiple care
settings, and overcome barriers faced by these providers to
accessing and sharing person-centered health information across
settings. The burden of multiple chronic conditions is increasing
in the United States as its population ages, warranting a
redoubled focus on care coordination and the interoperable
exchange of health information for people with multiple chronic
conditions. Greater interoperability across all health care settings
may improve health outcomes, increase clinician workflow
efficiency, decrease redundant services, minimize searching for
clinical information, and reduce health care costs. This need is
heightened in the wake of the ongoing COVID-19 pandemic,
which has increased the use of virtual care and, given evidence
of potential long-term complications among COVID 19
survivors, may result in individuals with underlying chronic
conditions carrying a heavy burden of multiple chronic
conditions, in addition to creating a new cohort of people with
multiple chronic conditions in previously healthy populations.

Prior efforts to develop e-care plans [9,14,25,27,29,35,36] and
data standards [31,33,34] have provided a solid foundation that
makes the realization of a CSeCP more feasible. While none of
the existing care plan projects identified by our review met all
our criteria for an optimal CSeCP, each provides critical
infrastructure that can be leveraged as we advance toward the
vision of the CSeCP. The multiple chronic conditions e-care
plan project [37] aims to build on the identified e-care plan and
standards efforts to bring us closer to a CSeCP. The multiple
chronic conditions e-care plan project will support the
aggregation and sharing of person-centered data through
identification of key data elements and clinical terminology
standards, specification of an HL7 FHIR implementation guide,
and development of clinician-, patient-, and caregiver-facing
SMART on FHIR e-care plan applications. The multiple chronic
conditions e-care plan project takes a person-centered approach,
aggregating person-important health and social data—including
patient-reported outcomes—across numerous chronic conditions,
beginning initially with CKD, a subset of cardiovascular diseases
(ischemic heart disease, hypertension, and heart failure), type
2 diabetes, and chronic pain. With these conditions as a use
case, the project will provide an extensible framework for a
CSeCP upon which additional disease- and condition-specific
value sets and FHIR profiles can be added. To curate a holistic
set of data elements for exchange, data element selection and
prioritization are informed by broad stakeholder input through
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technical expert panels. These technical expert panels consist
of people with multiple chronic conditions, their caregivers,
clinicians from diverse disciplines, community organizations,
clinical informaticists, EHR vendors, and developers, among
others. The project focuses not only on the core patient–primary
care provider dyad but also on a wide, multidisciplinary care
team network across the clinical, community, and home-based
settings of care. The draft implantation guide and multiple
chronic conditions e-care plan project app is being tested during
multiple HL7 Connectathons and implemented and tested across
real-world clinical and community-based settings of care, with
the goal of balloting through HL7 as a standard for trial use in
September 2022.

While we anticipate that the multiple chronic conditions e-care
plan project will bring us closer to the vision of a CSeCP, much
work will be necessary beyond the scope of this project. Key
data elements and corresponding value sets and FHIR profiles
must be identified and specified for numerous additional chronic
conditions. Many data elements known to be important for
care—including SDoH—are currently not supported by semantic
standards or clinical terminology. While efforts to build these
standards are underway [34], widespread implementation may
take years. “Writing back” consolidated care plan data to
individual EHRs will be necessary to achieve the full
interoperability benefits of the e-care plan; however, writing
back remains a widely recognized policy challenge, as many
EHR systems are reluctant to write back data from external
systems. While standard practices are in place for patient
authorization of data exchange on a broad scale, additional work
is needed to determine whether and how individuals may wish
to specify data access privileges on the individual data element
level—and to determine the implications this may have for
individual privacy and care coordination. Such data
element–level specification may be particularly important for
potentially stigmatizing information (eg, sexually transmitted
diseases, mental health conditions, or addiction). In addition to
the semantic and syntax standards included in this scoping
review, the realization of a CSeCP will require a comprehensive
reference architecture outlining the structures and integrations
of the various information technology products and systems,
such as EHRs and health information exchanges, potentially
involved in the exchange of e-care plan data. The Centers for
Disease Control and Prevention’s Making EHR Data More
Available for Research and Public Health (MedMorph) project
[38] aims to develop a reliable, scalable, and interoperable
reference architecture and demonstrated implementation to
access and share EHR data across multiple public health and
research scenarios. However, many home- and community-based
providers have information technology systems that are distinct

from the traditional health information technology infrastructure
and do not have health information exchange access. Further,
unaffiliated EHRs are more widely used in rural settings,
creating a barrier to implementation of e-care plans in areas that
are already disproportionately affected by poor health outcomes
[39]. Additional work will be necessary to ensure equitable
application of the CSeCP and other health information
technology solutions regardless of location.

The purposes of an interoperable shared e-care plan are, first,
to improve the quality and outcomes of care delivery by
improving communication, coordination, and information
sharing across clinical teams, patients, and caregivers. The
second purpose is to provide comprehensive data on clinical
conditions and management, as well as patient-reported
outcomes, social factors, and patient goals and preferences in
order to conduct real world research on people living with
multiple chronic conditions. Clinical research on the
management of different constellations of disease and health
service research on the most effective models of care delivery
are both needed [1]. Furthermore, since common risk factors
such as smoking, physical inactivity, and unhealthy diets lead
to multiple conditions, research on reducing the risk of
developing multiple chronic conditions is also needed. Our
study has several strengths. This is the first review to identify
and assess the numerous ongoing activities in the dynamic field
of care plan development. Our data collection and search
strategies were broad. In addition to searching academic
literature, we reviewed the gray literature, including the use of
search engines and a review of government and standards
development organization websites, and conducted stakeholder
interviews. However, we must acknowledge certain limitations.
Information gathered from websites may not be frequently
updated, which could have limited our understanding of specific
aspects of the sampled e-care plans and related projects.
However, this may have been mitigated by our strategy of
interviewing stakeholders. Our focus was limited to
nonproprietary plans and e-care plan–related initiatives that
have developed data standards to support interoperability.
Several identified care plan and standards projects are ongoing,
and thus their final outputs and success remain to be seen.

A CSeCP has the potential to greatly improve the quality of
care for individuals with multiple chronic conditions who see
multiple providers across multiple care settings. Prior efforts
to develop e-care plans [9,14,25,27,29,35,36] and data standards
[31,33,34] provide a solid foundation that makes the realization
of a CSeCP feasible. The multiple chronic conditions e-Care
Plan is building on these efforts to advance toward a CSeCP.
However, critical gaps must be addressed in order to achieve a
person-centered, interdisciplinary, and interoperable CSeCP.
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Abstract

Background: The sustainability of health and social care has led to an imperative to shift the balance of care to communities
and support person-centered, integrated, preventive, comanaged, and sustainable care. The digital tool set can support this shift;
however, it must extend beyond a clinical focus to include broader personal, social, and environmental needs, experiences, and
outcomes. The existing digital health and care design and user requirements literature focuses mainly on specific digital products
or design methods. There is little whole-system or whole-of-life consideration, which is crucial to enacting more significant
transformations that span different groups and domains.

Objective: This study aimed to present a set of recurring user requirements and themes for comanaged digital health and care
services derived from the body of co-design projects within a digital health and care program. This study aimed to enable people
and organizations looking to reorient their approach to health and care research and delivery from a system-led and condition-specific
approach to a more person-centric, whole-of-life model.

Methods: Participatory design formed the core methodological approach in underlying the design research, from which user
requirements were derived. The process of surfacing requirements involved a selection framework for the identification of eligible
projects and a structured review process to consolidate user requirements.

Results: This paper presents a set of 14 common user requirements that resulted from a review of co-design projects. The
findings demonstrate overlapping and reinforcing sets of needs from citizens and care professionals related to how data are
comanaged to improve care and outcomes. This paper discusses the alignment, contrasts, and gaps with broader, comparable
literature. It highlights consensus around requirements for personal health storytelling, sharing data on care experiences and how
this can support personalized guidance, visualize trends to support decision-making, and generally improve dialog between a
citizen and care professionals. These findings identify gaps around how groups and networks of people engage, posing difficult
questions for people designing support services as some of the user requirements are not easily met by organizations operating
in silos.

Conclusions: This study proposes future recommendations for citizens as active, informed, and consenting partners using new
forms of privacy-preserving digital infrastructure that puts the citizen in firm control. It is also recommended that these findings
be used by people developing new digital services to ensure that they can start with knowledge of the broader user requirement
context. This should inform domain-specific research and development questions and processes. Further work is needed to extend
these common requirements to more explicitly consider the trust framework required when citizens comanage their data and care
across a broad range of formal and informal actors. Consideration of how authority, delegation, and trust function between
members of the public will be critical.

(J Med Internet Res 2022;24(6):e35337)   doi:10.2196/35337
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Introduction

Background
Health care systems worldwide face unprecedented sustainability
challenges that further exacerbate the impact of the COVID-19
pandemic [1,2]. A shifting political landscape and growing
recruitment crisis further affect the United Kingdom’s health
care service delivery and staff well-being [3]. In parallel, there
is an increasing policy and practice imperative to shift the
balance of care to communities and enable a system that
supports person-centered, integrated, preventive, comanaged,
and sustainable care [4,5]. Scotland’s strategy recognizes digital
technology as a critical asset for delivering changes at scale [6].

In previous work, the authors have proposed that the digital
health and social care tool set must help systems understand
people’s lived experiences [7]. This study defined individuals’
health in terms beyond what a clinical record system holds to
include broader personal, social, and environmental needs,
experiences, and outcomes. The authors also argued for a
balance between a health care system’s need for controlled,
governed, and secure record systems and a person’s need for
agency, trust, choice, and the ability to connect their data across
agencies, informal care circles, and communities. The authors’
systems of record arguments are nested inside the need for
broader changes to culture and practice, from a focus on
transactional relationships between citizens and systems to a
more personalized and collaborative approach to care and
support. In addition, the study proposed that a care system must
use any formal or informal assets to sustain engagement, care
interactions, and experiences on a comanaged basis. This
position recognizes the complexity of the digital health and care
ecosystem among the stakeholders involved, the continued
exploration required to understand the efficacy of digital
methods, and the challenges of various digital tools and products
[7].

Therefore, this concept of the comanagement of health and
social care emphasizes working in partnership with citizens to
organize multiple relationships and assets to deliver
person-centered care. This approach will create more sustainable
methods to meet citizens’support and self-care needs and wishes
through mutual discussion and decision-making. This previous
work concluded by contrasting these principles with other
approaches that focused on organization-centric needs, practices,
and efficiencies [7].

The literature on digital health and care design and user
requirements focuses mainly on either digital products [8-16]
or design methods [17-22]. This focus limits digital health and
care domain knowledge to silos, such as individual clinical
conditions, care groups, clinical specialties, or domains of
influence (eg, health care, social care, housing, and social
security). There is no whole-system or whole-of-life
consideration, indicating that people looking to enact more
significant transformations have no common reference to span

these groups and domains. This lack of whole-system thinking
makes it difficult to formulate strategies, policies, and digital
architectures to satisfy the person-centered, integrated, and
comanaged care ambitions set out in government health care
transformation strategies described previously.

Other attempts have been made to close similar gaps through
frameworks and guidance, such as the National Institute for
Health and Care Excellence Evidence Standards Framework
for Digital Health and Care Technologies [23] and the World
Health Organization guidance on digital health for researchers
[24]. However, these were limited to one system satisfying
requirements related to safety and did not acknowledge the user
requirements and benefits of involving citizens to create value
for both the people and the system. There is a need to move
beyond acceptability and feasibility to ensure that the future
introduction and development of digital tools meet the identified
needs.

On the basis of an analysis of insights from a co-design program,
this study proposes a set of recurring user requirements and
themes for comanaged digital health and care services. The
findings present a starting point for further development and
future research on digital health and care support options. It
provides evidence of unmet needs in a whole-system context
to support more holistic and integrated care led by the person.

Related Literature
This study categorized the digital health and care user
requirements literature into three main areas: (1) co-design
methods to change services or elicit user requirements; (2)
topic-, condition-, or product-specific design exercises; and (3)
a cross-cutting review or discussion of general user
requirements.

Greenhalgh et al [25] reviewed the cocreation literature,
identifying different threads across disciplines, including
business studies (value cocreation), design science
(experience‐based co‐design), computer science (technology
co‐design), and community development (participatory
research). They noted commonalities across the methods that
determined success. These were (1) systems thinking, (2) focus
on creativity and human experience, and (3) emphasis on
process, (eg, relationships, governance, leadership, and conflict).
The broader literature reflects this characterization with evidence
of value c-creation [17], experience-based co-design [18],
technology co-design [19-21], and participatory research [22].
Additional studies reinforce the need to create end-to-end
co-design frameworks that look beyond technological cocreation
[26,27].

The literature demonstrates a diverse range of co-design projects
covering healthy aging [8], palliative care [9], cancer care [10],
medicine adherence [11], reablement [12], and a range of
long-term conditions [13-16]. The precise methods vary, from
those undertaking user research through semistructured
interviews [8,9] to those focusing on group-based activity
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following user-centered design principles [10,13-15] to more
product-oriented approaches [11,12,16].

The peer-reviewed literature for a cross-cutting approach to
user requirements is limited, focusing on common perceptions
and insights rather than user requirements [28,29]. The gray
literature provides the most cross-cutting user requirements
curation and analysis. This material is provided by professional
membership bodies [30,31], regulators [32], or innovation and
delivery agencies [33,34].

Overall, the literature focuses on design methods and co-design
to elicit user requirements for specific technologies or services.
However, although there are calls for more focus on whole
systems, human experience, and processes, the literature does
not yet fully define common user requirements across diverse
groups of people, conditions, services, and technologies.

Objective
This study aimed to address this gap by sharing a set of common
user requirements based on lived experiences from a range of
co-design projects across the health care continuum, which were
undertaken within a digital health and care program spanning
7 years [35]. Through this, the authors sought to inform the
future development of digital health and care interventions based
on human experiences that span whole systems. The
requirements shared in this paper have enabled the program to
evolve to undertake rapid coproduction-based service modeling,
prototyping and integration, and possible deployment exercises.
Therefore, this study intended to support knowledge sharing to
enable others to develop similar infrastructure and methods to
help move beyond a purely digital product focus and satisfy the
cross-cutting data-sharing, coordination, and integration needs
described hereafter.

Methods

Overview
Before providing details regarding the specific process of
identifying user requirements, it is important to provide the

methodological context and the range of projects from which
the requirements were derived. The reviewed projects were
undertaken as part of a large-scale digital health and care
program in Scotland. The Digital Health & Care Innovation
Centre (DHI) was established in 2013 as a response to the need
to support collaborative approaches in research and innovation
across academia, civic organizations, and industry partners. The
initial model of the DHI recognized the value of academic
research in evidencing and testing ideas for innovation,
particularly in the digital health and care context where the
previous introduction of technological solutions failed to meet
the needs of health care services. In addition, design-led
approaches that supported rapid prototyping and testing of
solutions provided the opportunity to learn quickly and iterate
with the benefit of involving key stakeholders in the co-design
process. During the first phase, the DHI commissioned and
delivered 105 projects over 3 years. The projects reached
varying stages of maturity, with some intended for concept
exploration only, whereas others went into live clinical and
academic trials.

Participatory design is the core methodological approach and
design research practice of academics working as part of the
DHI to engage a diverse range of participants in the co-design
of digital health and care projects. The approach across the
projects from which the user requirements were derived involved
a range of methods to engage people in co-design, such as
interviews, workshops, experience prototyping, creation of lived
experience personas, speculative design, and the wizard of oz
techniques. The methods applied within each project were
bespoke to the people, topics, and outcomes in question.

Surfacing Requirements
The process of surfacing user requirements, outlined in Figure
1, involved reviewing 52 co-design projects over 7 years,
working with >3500 citizens, >1000 health care professionals,
16 health boards, 15 charities, and 10 social care providers.
These projects supported diverse groups, generating insights
across several areas, including healthy aging, mental health,
and long-term condition management.

Figure 1. Initial study selection.

The eligibility criteria used to filter projects were as follows:

• The project focused on services where citizens were
engaged in the co-design process (eg, diabetes or multiple

sclerosis). Other projects were excluded if citizens were
not directly engaged; for example, ambulance clinician
decision support.
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• The project explored communication, decision-making, and
planning, which could be improved through digital tools,
such as blood donation services. Other excluded projects
focused on tactile, physical, and rapport-based interactions;
for example, music therapy and objects to help young
people communicate their needs.

• The projects were from the first 4 years of the co-design
portfolio work. This criterion was introduced as the second
half of the program involved co-design work that was
informed by learning and experiences to date. This
minimized the risk of design insights being overtly
influenced by the design team because of their accrued
knowledge and experiential learning.

Following project selection, the team undertook 3 reviews, as
shown in Figure 2, of project reporting to gather and summarize
co-design insights.

The insights were then clustered and synthesized into a set of
common user requirements (>6 project references) in an
appropriate user design format: “As a [type of person or role]
I want to be able to [do something] to [achieve a goal].” Insights
that did not fit within the user requirements language and format
were analyzed thematically. Case study insights and innovative
ideas from the co-design activities that showed clusters of
requirements and themes in context were selected. Where
possible, the outlined user requirements and themes were curated
using language that does not heavily lean toward any given
domain; for example, using generic language around people,
personal data, dialog, and care rather than medical language
around patients, clinical data, appointments, and treatment.

Figure 2. Review process.

Results

Common Citizen Needs
The findings were organized into 4 parts. Tables 1-5 are a
summary of the user requirements mapped to the projects that
generated insights. Example quotes from the co-design
participants were included to illustrate the original insights. The
second part is a small section summarizing the professional

needs that arose in parallel through the same co-design projects
to demonstrate that in most cases, the professionals were asking
for the same tools, both for the citizen and to improve activities
and outcomes when providing care. The third section describes
the emergent themes that could and should not be translated
into the required language. The fourth section offers a case study
that draws together many themes and requirements to illustrate
user needs in context.

Table 1. Requirements: telling my story once.

Co-design studiesExample quotesRequirements (as a citizen
comanaging health care ser-
vices, I want to be able to)

Codes

[36-54]Hold and share my personal
health story and have ser-
vices use this to personalize
my care

P1 • “Different people every time...It can be a bit annoying I think for anyone, if you
have one main doctor and you’re seeing ten other different ones, feel like you’re
telling the same story over and over and over again.” [Person living with diabetes]
[36]

• “...it would be really nice if there was a little bubble with my story there without me
having to say it again and again.” [Person living with multiple sclerosis] [37]

[37, 41, 43, 48, 50,
51, 53-57]

Share my experience and
outcomes and for this to im-
prove care for myself and
others in the future

P2 • “Perhaps when I am sending notes to you, you can see, ‘yes, she cycles once a
week’—or ‘she works seven days a week on her back-side!’ I think [the consultant]
needs to know that people are doing some level of exercise.” [Person living with
diabetes] [40]
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Table 2. Requirements: meaningful dialog with professionals.

Co-design studiesExample quotesRequirement (as a citizen
comanaging health care ser-
vices, I want to be able to)

Codes

[38-40, 43, 48, 51,
52, 54-56, 58, 59]

Have conversations with
professionals that focus on
my priorities

P3 • “It’s just trying to balance up what the patient’s needs are, versus your own agenda
with them.” [Care professional] [39]

• “In the holistic needs assessment, the client will tick what concerns they have and
will also score them out of ten. If someone’s scored something ten then that’s a re-
ally high concern for them, and that to me would be a priority” [Care professional]
[48]

[38-43, 51, 53, 54,
56, 57]

Have conversations with
professionals who have the
necessary information or test
results available and gath-
ered ahead of time

P4 • “...before I come in you would be reading [my] notes, and I’ll have a wee drop-down
box with the questions I would like to ask you about my blood sugar levels, so you
have [time] to think ‘oh that is what she wants to discuss today’” [Person living with
diabetes] [40]

[43,50-52,55,56]Have an ongoing dialog with
professionals outside of for-
mal appointments, allowing
me to ask questions on my
own terms

P5 • “...you always forget everything. The number of times I go to a clinic appointment,
and I think ‘oh, I must ask them this,’ and then afterwards you go out and my mum’s
like, ‘did you ask about...?’” [Person with asthma] [54]

Table 3. Requirements: access and understand data.

Co-design studiesExample quotesRequirements (as a citizen
comanaging health care ser-
vices, I want to be able to)

Codes

[36, 38, 40, 42,
50-52, 54, 55, 61,
62]

Access personalized guid-
ance, signposting, and navi-
gation support based on my
personal health story

P6 • “How important is it that you can personalise the system? 100% That’s how you
make it work for you.” [Older adult] [60]

• “That’s one of the challenges for patients, if clinical staff potentially aren’t aware
of the service, it could take somebody a long time to then get engaged” [Care pro-
fessional] [48]

[36, 37, 39-43, 51,
53, 54, 56, 63]

Have joint visualizations of
clinical and personal data
available to help me and
others to see patterns and
trends over time

P7 • “It’s all about constant monitoring and recording and using previous experience.”
[Person living with diabetes] [41]

[38, 40, 50, 51, 55,
56, 59]

See a timeline or route map
of my care interactions and
understand their content and
purpose

P8 • “I wouldn’t know who to contact or even if you phone the MS nurse, you leave a
message, and they’ll get back to you but even that gets lost in translation...I do tend
to write things down...I must get a book because bits of paper just go missing, I
know it’s my biggest problem.” [Person living with multiple sclerosis] [38]

• “And also we said about having the care package—how much care is coming in and
what times they are going in, because often we’d be the same—we do joint visits
with carers, and you are running around trying to find out what times carers are
coming in.” [Professional supporting someone living with multiple sclerosis] [38]

J Med Internet Res 2022 | vol. 24 | iss. 6 |e35337 | p.135https://www.jmir.org/2022/6/e35337
(page number not for citation purposes)

Chute et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 4. Requirements: do things on my own terms.

Co-design studiesExample quotesRequirements (as a citizen
comanaging health care ser-
vices, I want to be able to)

Codes

[36, 37, 39-43, 49,
53, 54, 56, 60, 63]

Use my technology to access
services and monitor myself
to support my care

P9 • “Fitbits are quite trendy but [anon] is wearing something here, she’s wearing some-
thing here, she walks about with a bottle of Lucozade and sweeties so something
else would drive her nuts, she just wants to fit in and be normal. A Fitbit is a good
example because everybody wears one now...” [Carer of a person living with diabetes]
[41]

[36-39, 42, 45, 47,
50, 51, 55, 58,
60-63]

Manage my circle of care,
communicating and sharing
data with my peers, family,
friends, care professionals,
and community organiza-
tions

P10 • “I quite like to get advice from other mums as professionals so it’s like real-life ex-
periences, even if those professionals have fed themselves, it’s nice to have some
mums that are going through it at that particular point” [Mother] [61]

[41, 42, 45, 51-53,
55, 56, 59, 60]

Jointly manage personal,
“whole-of-life” care plans
with my circle of care,
agreeing to actions, access
rights and triggers in ad-
vance

P11 • “So there’s a team of support there but I kind of needed to hold in my head that these
are all people that can be accessed. But I’m quite motivated and articulate so I have
pieced together the system that works for me, and the journey has meant that different
people have taken centre-stage at different times.” [Person living with multiple
sclerosis] [38]

• “Things need to be kept local—once it goes to a big organisation they might use as
evidence to say you need to go to a home...makes it more personal—a friend, a
neighbour.” [Older adult] [60]

Table 5. Requirements: use my data to unlock care.

Co-design studiesExample quotesRequirements (as a citizen
comanaging health care ser-
vices, I want to be able to)

Codes

[36, 40, 51, 54, 58,
60, 63]

Trust in how others use my
personal information

P12 • “The client needs to be able to trust us to be able to get the information from them”
[Care professional] [48]

• “...to get a hold of all of these powerful things that are in the room takes understand-
ing and skill and compassion and it needs somebody to make it safe.” [Person living
with multiple sclerosis] [38]

[37-40,51,54,63]Share relevant, trusted data
with people who can help
me

P13 • “If I need help, privacy goes out of the door” [Older adult] [58]
• “So to be able to have a once and for all, okay, it’s not going to be once and for all

because it’s changing all the time, but a template for my story of MS with all the
awful bits remembered but without having to keep on doing it with each agency you
engage with, having to prove yourself.” [Person living with multiple sclerosis] [38]

[38, 47, 48, 50-54,
58, 62]

Have the authority to acti-
vate services that I am enti-
tled to myself

P14 • “Although there might be things there, there was no trigger mechanism to trigger
services happening” [Older adult] [62]

• “If it’s combined with respiratory infection, I know that so I can go to the hospital,
but if it’s just cold air or air quality I’m more towards staying at home than going
to the hospital.” [Person with asthma] [54]

• “Once (the GP) has made a diagnosis that someone has MS, that can be represented
by a letter or it can be represented by a digital letter or it can be represented by a
digital token and the person could carry that with them, as they do, or it could be
live with (local) Council that when this person rings there’s a token that comes up
to say that this is who they are.” [Person living with multiple sclerosis] [38]

Common Professional Needs
The co-design process often included citizens, carers, and health
care professionals. Although not the focus of this paper, this
section outlines the most common professional requirements
and co-design projects generating these insights. This high-level

summary illustrates that citizen requirements do not exist in a
vacuum. In most cases, carers and professionals want the same
types of data-sharing and navigation tools to help citizens and
professional teams better coordinate care together (Textbox 1).

Further review is underway to explore professional
comanagement needs in more detail.
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Textbox 1. Care provider requirements.

Care provider requirements (as a care provider comanaging health and care services, I want to be able to)

Care provider requirement 1

Access and contribute to an individual’s personal health story so that I can deliver more personalized care and enhance dialog and joint decision-making
[38-43,46,48,50,53-58,63]

Care provider requirement 2

Share and visualize where the individual is on their current care pathway, personalized to their story to help us both manage and prepare
[39,40,42,48,51,53,55,56,59]

Care provider requirement 3

Help me and the individual understand their condition better through the joint recording of, and access to, personal symptoms, triggers, medications,
and test results [37,38,40,41,43,51,54-57]

Care provider requirement 4

Empower an individual with the knowledge and assets to either self-manage or escalate to other people or services [37-42,46-52,54-56,58,61]

Additional Recurring Themes
In addition to the user requirements discussed in this paper,
shared themes related to emerging principles and visions for
future health care emerged during the review of the design
research team’s co-design work. Although it is not within the
scope of this paper to discuss these in detail, this section presents
an overview of these themes to contextualize user requirements
within broader transformations that are required socially,
culturally, and politically to guide future innovation in health
and care.

The emerging principles and visions for the future, as depicted
in Figure 3, focused on the following:

• Enabling a person-centered focus on understanding the
whole person rather than their health condition with systems

built around people’s holistic needs and what matters to
them

• Trust across all levels of the health care system, with a key
focus on interpersonal and professional relationships

• Equity of access to information, services, and systems,
revealing a tension between the need for standardization
and tailoring of care

• Ensuring citizens and health care professionals have time
to care for themselves and others

This paper presents an evidence base of user requirements for
the future development of digital health and care interventions.
However, their use will only lead to ethical and meaningful care
experiences and outcomes if systemically and culturally
underpinned by the values of trust, equity, and time.

Figure 3. Co-design themes (image courtesy: author SR).

Case Study: Backpack
The Backpack research project provides an illustrative use case
for this paper to contextualize the user requirements. The project
aimed to explore how people living with multiple sclerosis
would like to manage their personal information to improve

their experience of accessing services and understand the
potential of a person-owned data store (or digital Backpack) in
the delivery of integrated and person-centered care [38]. The
project involved engaging people living with multiple sclerosis
in a focus group and a co-design workshop with health and
social care professionals.
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Findings from the focus group revealed the need for people to
do the following:

• Retell their health stories repeatedly when accessing
services and across multiple interactions with different parts
of health and social care

• Understand what health and social care services are doing,
including knowing about and navigating available services
and keeping track of the people within their care team

• Cope with transitions and the requisite change in their care

In the first workshop, the participants designed their own
physical backpack, which served as a relatable analogy for a

person-owned record. This process included considering what
information they would store and how, why, and with whom
they would share it. In the final workshop, health and social
care professionals set typical health care tasks to explore how
person-owned records might change the way they work through
paper-based and digital prototypes. Through these activities, 4
concepts emerged regarding the future use of person-owned
records. Table 6 outlines these concepts and relates them to the
defined common user requirements.

The findings from the Backpack project are evident in many of
the requirements shared in this study, as illustrated in Table 6.

Table 6. Backpack innovation concepts.

Related user re-
quirements

Co-designed innovation concept

DescriptionConcept

P8, P10, P11, and
CP2

Circle of care • This is a digital means of mapping interactions with formal and informal health and care systems.
• The complex, multi-organization services accessed by people living with multiple sclerosis (MS) means

that it can be challenging to understand who they are seeing or have seen and for what purpose. The
same issue occurs for the health and social care professionals who provide care, leading to unneeded
or duplicated referrals, poor resource use for the health care system, and unhelpful interactions for the
citizen.

• Participants discussed “building your own care team”—mapping interactions with the person at the
center of a connected network of professionals and a timeline showing who they saw or will see.

• By mapping what has happened and what will happen, the “backpack” should create a space for shared
and shared decision-making, leading to a more equitable relationship between care providers and people
who access support.

• Circle of care technologies are beginning to emerge in practice, for example, to support care for parents
and children [64].

P1, P3, and CP1Health story • Citizens can tell their own health stories using their choice of format and content.
• Participants often found that professionals lacked even basic knowledge about them but did not wish

to recount their stories repeatedly.
• Professionals saw value in understanding the citizen and their needs before meeting for the first time.
• A health story might be text or video, contain key dates (eg, diagnosis or change in personal circum-

stance), and can be updated. It may also contain other suitable information, such as a video of their
home environment.

• A health story would be shared by consent from specific organizations or publicly (which might help
others in similar situations). These preshared health stories have been shown to improve communication
between care professionals and the people they are supporting [65].

P6, P13, and P14Automatic form
filling

• This is a digital means of avoiding repeated form filling.
• Existing data in a person’s backpack could autofill many form fields.
• In particular, the data could be used to identify eligibility criteria quickly and easily.
• This method would replace the need to “make yourself known” to various health care providers to find

out what services are available to an individual.
• This mechanism would gradually fill up, collecting data as it went, and would not require a massive

data entry exercise at the beginning.
• The stored data could be used, with the person’s consent, to find eligible services automatically.
• Participants also suggested an “in case of emergency” feature to share their backpacks with nominated

people if necessary.

P2, P5, P6, CP1,
and CP3

Responsive case
management

• This includes digital tools that help professionals in sharing information and caring for people with
person-owned records.

• A regional MS nurse does not necessarily know about any change in circumstance for the people they
support. They may not be informed of hospital admissions, deterioration in a condition, or even death.
This mechanism was visualized as a list of all people with MS in the region.

• The MS nurse can send messages to individuals or a subset that matches chosen criteria.
• The MS nurse could order the patients according to criteria and be alerted to any change of circumstances

entered in the “backpack” by citizens.
• This mechanism would allow the MS nurse to effectively help many people with MS.
• Comanaged digital tools are now being studied, which use wearable data and patient-reported outcome

measures to help clinical teams identify and respond to change [66].
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Discussion

Principal Findings
This study provides a robust and systematic analysis of common
user requirements for the digital comanagement of care. On the
basis of a diverse body of co-design work, it provides a starting
point for people and organizations looking to reorient their
approach to health care data sharing from an organization-centric
to a person-centric model. This study set out to create an initial
frame of reference for whole-system service and system design,
underpinned by insights generated through co-design with a
wide range of user groups across multiple domains. These
findings demonstrated a consistent set of user requirements that
look beyond individual technologies and processes specific to
one type or domain of care. Through the active participation of
both citizens and care professionals in the underlying design
research, the findings also demonstrated overlapping and
mutually reinforcing sets of needs from both groups related to
how data are comanaged to improve care and outcomes.

Comparison With Prior Work
The peer-reviewed literature focuses mainly on co-design
methods and technologies for individual health and care services.
The work comparable with this synthesis was extremely limited,
with some studies focusing on common perceptions and insights
[28]. Other studies elicited more definitive requirements for
more complex needs but still with an individual product focus
[24]. More systematic user requirements curation and analysis
were primarily found in the gray literature provided by
professional membership bodies, regulators, or innovation and
delivery agencies. As a result, although these pieces were
broader in scope, they were still tied to individual domains,
mainly medical [30,33] and social care record keeping [32].
Table 7 maps these 5 comparators against the common
requirements described in this study. It identifies the areas of
complete alignment and partial alignment.

In contrast to the approach shared in this paper, which focused
on co-design insights generated separately from any given
product, Vo et al [28] analyzed 43 studies reviewing mobile
health (mHealth) apps providing commentary on existing apps.
However, the analysis rose above individual products or
methods, focusing on the common strengths and weaknesses
of mHealth apps. This study’s concepts map well relative to
our findings, particularly regarding personalization, meaningful
dialog, and citizen participation. Without digital tools that
rebalance the power dynamic between citizens and professionals,
citizens may otherwise “resign themselves to receiving care
without taking up the possibility to engage in active
participation” [28]. Both their work and ours found that citizens
wish to use these digital tools to facilitate relationships and not
to replace them. Finally, the study identified concerns about the
scientific validity of some mHealth apps, which were not
covered within our user requirements’ elicitation [28].

The cross-cutting needs for patients identified by Bhattacharyya
et al [29] arrived at a broadly comparable set of user
requirements. The key features were again mapped to the most
common requirements in this study, focusing on elements
relating to trend analysis, navigation, and guidance. All key

features were covered by the common requirements presented
in this study [29].

Further overlap was evident in the set of benefits and other
supporting materials of interviews and focus groups on the topic
of personal health records. However, the findings focused on
transactional National Health Service (NHS) service access
(beyond the scope of this work), such as reminders for
medications or access to test results [30].

In the context of previous work on user needs relating to
personal health records, there was further alignment with the
user requirements, particularly the data-sharing relationship
between a patient and clinical team, but with an additional focus
on trust and privacy not readily evident in the broader user
requirements literature. Another parallel was the account of
complementary professional needs in the comanagement of
data. A wider NHS work identified additional requirements
beyond the findings in this paper around the delegation of
authority over data and ethical limitations to medical data
sharing [31,33]. Equivalent exercises in the social care domain
focused on general shared care record methods, prioritizing
more joint care team capabilities to improve citizen outcomes
[32].

Overall, the requirements aligned with previous research and
strongly in the case of requirements for personal health
storytelling, sharing data on health experiences and how this
can support personalized guidance, visualizing trends to support
decision-making, and generally improving dialog between a
citizen and a care professional (a vertical relationship).
However, there were notable differences where this study makes
key contributions. The first contribution was the new knowledge
curated, with common requirements identified in this paper,
extending to cover more horizontal relationships and more
holistic needs beyond dialog with any one professional; for
example, the need to create care plans and manage care circles
involving multiple professionals, informal carers, agencies, and
technologies. Another example was the ability to comanage the
data itself, with personally held data being trusted by
professionals and, in turn, professionals being trusted by citizens
to use their personal data appropriately.

There were some contrasts and gaps; for example, only this
study identified that citizens needed to have authority granted
to them and the data they hold. This authority was crucial to
creating a more effortless experience in demonstrating eligibility
when moving between professional domains (eg, for a benefit
or being able to access rationed specialist services directly).
Overall, the differences were related to the scope of the different
pieces of work. The review of projects was concerned with the
whole of life and integrated services and, thus, reflected
requirements that spanned domains. Previous studies, acting
out of only one domain, tended to reflect requirements that
optimized citizen-professional dialog within that domain,
service, or specialty [30-33].

The second key contribution was related to this method. This
study and the summarized evidence covered 3 main elements
that were not entirely paralleled by any of the previous key work
comparators. For example, this paper has reviewed a large body
of co-design projects, considered citizen and professional needs
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in tandem, and generated specific user requirements through
this review (Table 8).

This finding points to the need for robust literature that
summarizes and translates large bodies of co-design input into
requirements language to support the comanagement of care at
the whole-system level.

Table 7. Common requirements comparisons across publications.

Care Quality
Commission
[32]

NHSa Digital
[33]

Royal College
of Physicians
[30]

Bhattacharyya
et al [29]Vo et al [28]Common requirement (authors)

Partial

alignment

Complete

alignment

Complete

alignment

Complete

alignment

Partial

alignment

Hold and share my personal health story and have services use this
to personalize my care

Complete

alignment

Complete

alignment

Complete

alignment

Complete

alignment

Complete

alignment

Share my experience and outcomes—and for this to improve care
for myself and others in the future

Complete

alignment
N/AbComplete

alignment

Partial

alignment

Complete

alignment

Have conversations with professionals that focus on my priorities

Complete

alignment

Complete

alignment

Complete

alignment

N/APartial

alignment

Have conversations with professionals who have the necessary
information or test results available and gathered ahead of time

N/AComplete

alignment

Complete

alignment

N/AComplete

alignment

Have an ongoing dialog with professionals outside of formal ap-
pointments, allowing me to ask questions on my own terms

Complete

alignment

Complete

alignment

Complete

alignment

Complete

alignment

Complete

alignment

Access personalized guidance, signposting, and navigation support
based on my personal health story

Complete

alignment

Complete

alignment

Complete

alignment

Complete

alignment

N/AHave joint visualizations of clinical and personal data available to
help me and others to see patterns and trends over time

N/APartial

alignment

N/AComplete

alignment

N/ASee a timeline or route map of my care interactions and understand
their content and purpose

N/AN/AComplete

alignment

N/AComplete

alignment

Use my technology to access services and monitor myself to sup-
port my care

N/AN/APartial

alignment

N/AN/AManage my circle of care and communicate and share data with
my peers, family, friends, care professionals, and community orga-
nizations

N/APartial

alignment

N/AComplete

alignment

N/AJointly manage personal, “whole-of-life” care plans with my circle
of care, agreeing to actions, access rights and triggers in advance

Complete

alignment

Complete

alignment

Partial

alignment

N/AComplete

alignment

Trust in how others use my personal information

Complete

alignment

Complete

alignment

Complete

alignment

N/AN/AShare relevant, trusted data with people who can help me

N/AN/AN/AN/APartial

alignment

Have the authority to activate services that I am entitled to myself

aNHS: National Health Service.
bN/A: not available.

Table 8. Comparison of study elements.

Care Quality
Commission
[32]

NHSa Digital
[33]

Royal College
of Physicians
[30]

Bhattacharyya
et al [29]Vo et al [28]Chute et al [7]Study element

YesNoNoNoYesYesReviewed large body of design studies

YesYesNoNoNoYesConsidered citizens and professionals in
tandem

NoYesYesYesNoYesGenerated specific user requirements

aNHS: National Health Service.
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Implications for Practice
The requirements summarized in this paper pose difficult
questions for people designing health care, social care, and
broader support services as they are not easily met by
organizations operating in silos. For example, the most universal
of all the studied citizens’ needs was that of people wanting to
tell their story once and not repeat themselves across different
parts of the system. Although there were numerous initiatives
to create a joint approach, they rarely looked across domain
boundaries. This problem is best illustrated by the ongoing
pursuit of a single clinical record and the domain-specific goal
of aggregating all clinical data to drive improved care and
outcomes. This single medical record would undoubtedly help
health services and individual patients have more joint medical
care. However, it would not meaningfully change the way
citizens transact with social security and housing or empower
their informal circle of care or a third or independent sector
organization to support their nonmedical needs. A record
dictated by a medical model and associated standards and
governance is not likely to tolerate new forms of data generated
by citizens, broader organizations, and other sources that would
increasingly allow for more context-rich, whole-of-life outcomes
to be pursued through greater personalization and prevention.

However, a citizen-comanaged, holistic story would be heavily
dependent on the quality of the organizational systems and the
data it must synchronize with. A prerequisite for more citizen
control and reuse of their medical records requires that those
records be well-defined and structured and that those supplying
health care software conform to modern, standards-based
practices. In technical terms, these challenges are beginning to
be met at scale by the proliferation of application programming
interfaces, messaging standards (eg, Fast Healthcare
Interoperability Resources [FHIR]), and data storage models
(eg, OpenEHR). The technical barriers are increasingly
surmountable; however, a more significant effort will be
required in evolving the culture, commissioning, and supplier
practices to adhere to standards and separate the data from
software products to enable its reuse.

The routes available to meet the user requirements outlined in
this paper will almost certainly do so with the citizen as an
active, informed, and consenting partner using new forms of
privacy-preserving digital infrastructure that puts the citizen in
firm control. Only through this kind of comanagement of data
can comanagement of care that respects whole-of-life needs and
satisfies whole-system governance and trust be achieved. The
findings in this study can be used by people developing new
digital health and care services to ensure that they can start with
knowledge of the broader user requirement context. This should
inform domain-specific research and development questions
and processes. For example, when creating a shared care record
between health and social care, the citizens’ requirements in
this study may encourage system designers to consider how the
record needs to be viable beyond either of those 2 domains.
This additional consideration may help us collectively move
toward systems that support citizens to tell their story once and
reuse the record to access broader support services.

Limitations and Future Work
There are three main limitations to this study and several ways
the authors attempted to mitigate them.

First, all source projects were undertaken by the same design
research team from one institution (with other universities
occasionally collaborating). Therefore, although diverse, the
methods and results came from the same collective approach
to co-design, which may have limited the general applicability
of the outputs. A comparative review of the broader literature,
as documented in the Introduction section, aimed to test the
findings in a broader context to mitigate this.

Second, as a design research group, knowledge and design
experience grew. Therefore, later work was often informed by
earlier work, which may have created patterns based on the
interventions. This study was limited to reviewing the first 4
years of work to mitigate this effect. Further ≥30 recent projects
have not been included to avoid more recent work artificially
inflating the perceived commonality of these requirements.

Finally, most of the design research was commissioned by the
NHS. Although many participants were in the social care and
third sector, the overall tone of most of the work was health
(clinical care) focused. The team strove to take a step back from
the initial commissions and used design methods to ensure that
the project asked the right questions across diverse populations
in a broader context of health, care, and well-being. However,
the overall tone is undeniably still clinical care focused; thus,
future work is needed to expand the understanding of nonclinical
common user requirements to complement the findings of this
paper.

Future research on co-design and requirements elicitation could
build on this foundation and address several gaps. For example,
although circle of care and joint care planning were common
requirements, they are both concepts that span many people and
organizations. Therefore, more work is required to harmonize
requirements and data sets across multiple actors. It is also
unclear where peer networks (eg, diabetes management
community networks) end and circles of care (eg, friends,
family, and carers) begin and the level of data sharing and
privacy that relates to these different types of relationships.
Finally, the concept of delegation of authority has begun to
emerge as health care systems become more digitally enabled.
To support equity of access and maintain interpersonal care
relationships, some groups will need to name and delegate
authority to trusted people, who can then act on their behalf
with digital services.

Conclusions
This paper demonstrated common user requirements relating
to the comanagement of care between citizens and their circles
of care. The common requirements relating to vertical
relationships between a citizen and a professional were
corroborated by comparator literature. The common
requirements extended to cover the horizontal relationships
between people and their broader support networks across
services and agencies and their informal circles of care. Further
work is needed to extend these common requirements to more
explicitly consider the trust framework required when citizens
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comanage their data and care across a broad range of actors.
Consideration of how authority, delegation, and trust function
among members of the public will be critical. The authors
propose that these user requirements can inform service design
and data-sharing infrastructure across organizations involved

in providing health, social care, and well-being support. We
welcome further dialog on how these requirements can drive a
person-centered integration agenda that brings value to people
and the system.
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Abstract

Background: Upper extremity (UE) impairment affects up to 80% of stroke survivors and accounts for most of the rehabilitation
after discharge from the hospital release. Compensation, commonly used by stroke survivors during UE rehabilitation, is applied
to adapt to the loss of motor function and may impede the rehabilitation process in the long term and lead to new orthopedic
problems. Intensive monitoring of compensatory movements is critical for improving the functional outcomes during rehabilitation.

Objective: This review analyzes how technology-based methods have been applied to assess and detect compensation during
stroke UE rehabilitation.

Methods: We conducted a wide database search. All studies were independently screened by 2 reviewers (XW and YF), with
a third reviewer (BY) involved in resolving discrepancies. The final included studies were rated according to their level of clinical
evidence based on their correlation with clinical scales (with the same tasks or the same evaluation criteria). One reviewer (XW)
extracted data on publication, demographic information, compensation types, sensors used for compensation assessment,
compensation measurements, and statistical or artificial intelligence methods. Accuracy was checked by another reviewer (YF).
Four research questions were presented. For each question, the data were synthesized and tabulated, and a descriptive summary
of the findings was provided. The data were synthesized and tabulated based on each research question.

Results: A total of 72 studies were included in this review. In all, 2 types of compensation were identified: disuse of the affected
upper limb and awkward use of the affected upper limb to adjust for limited strength, mobility, and motor control. Various models
and quantitative measurements have been proposed to characterize compensation. Body-worn technology (25/72, 35% studies)
was the most used sensor technology to assess compensation, followed by marker-based motion capture system (24/72, 33%
studies) and marker-free vision sensor technology (16/72, 22% studies). Most studies (56/72, 78% studies) used statistical methods
for compensation assessment, whereas heterogeneous machine learning algorithms (15/72, 21% studies) were also applied for
automatic detection of compensatory movements and postures.

Conclusions: This systematic review provides insights for future research on technology-based compensation assessment and
detection in stroke UE rehabilitation. Technology-based compensation assessment and detection have the capacity to augment
rehabilitation independent of the constant care of therapists. The drawbacks of each sensor in compensation assessment and
detection are discussed, and future research could focus on methods to overcome these disadvantages. It is advised that open data
together with multilabel classification algorithms or deep learning algorithms could benefit from automatic real time compensation
detection. It is also recommended that technology-based compensation predictions be explored.

(J Med Internet Res 2022;24(6):e34307)   doi:10.2196/34307
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Introduction

Background
Stroke occurs almost every 2 seconds worldwide, affecting 13.7
million people each year [1]. Approximately 80% of stroke
survivors are affected by upper extremity (UE) motor
impairment, and 50% have UE motor dysfunction even 4 years
after stroke [2]. Poststroke UE rehabilitation plays an important
role in UE motor function recovery. Current research has shown
that 2 competing mechanisms may occur simultaneously during
the UE function recovery process: motor recovery and
compensation. Motor recovery is defined as the “reappearance
of elemental motor patterns presents prior to central nervous
system injury,” whereas compensation is defined as “the
appearance of new motor patterns resulting from the adaptation
of remaining motor elements or substitution” [3]. Common
compensatory strategies include excessive trunk displacement
during reaching movement [3]. Recent research argues that the
frequent use of compensation may lead to long-term chronic
pain in overused joints, limited function in the impaired muscles,
suboptimal motor recovery in the impaired arm, and an abnormal
UE movement pattern in activities of daily living [3-5].
Therefore, timely detection and appropriate correction of
compensation are important The mechanism underlying UE
rehabilitation is neuroplasticity, which refers to the rewiring or
reorganization of the brain by creating new connections between
brain cells after a stroke [6]. More specifically, to realize brain
plasticity, extensive, intensive, task-oriented UE movement
repetitions must be performed [7]. Traditionally, UE
rehabilitation is completed in a hospital under the supervision
of a therapist, in which case some compensatory behaviors can
be avoided or corrected under the guidance of the therapist [8].
However, not all compensation can be observed in a timely
manner by therapists [9]. Moreover, the UE rehabilitation
protocol is labor-intensive for therapists, and there are not
enough skilled therapists to support such huge demands [10].
Technology-based therapies, such as robot-assisted therapy and
virtual reality (VR) therapy [11], have been used to facilitate
UE rehabilitation after stroke in recent years. However, an
important prerequisite for taking full advantage of these
technology-based therapies is that stroke survivors can correctly
perform the therapy exercises as intended, which means that
compensation should be automatically detected and corrected
in these therapy systems [12]. Technologies could provide more
fine-grained automatic compensation monitoring in
less-supervised UE therapies so that stroke survivors could
continue with the required exercises independent of therapists.
Despite the recent increase in attention given to technology for
automatic compensation assessment and detection, no systematic
reviews have been conducted in this area.

Objectives
The main goal of this review was to explore how
technology-based methods were used to assess and detect
compensation without the constant care of therapists.

Our research questions (RQs) are as follows:

1. What models are used to assess and detect compensation
in poststroke UE activities?

2. What measurements are used to evaluate compensatory
movements?

3. What types of sensor technology are used for compensation
assessment and detection?

4. Which statistical or artificial intelligence (AI) methods are
used for compensation assessment and detection?

Methods

The systematic review was performed according to PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) guidelines (Multimedia Appendix 1).

Information Sources and Search Strategy
A comprehensive search strategy was developed and executed
by an information specialist (JB). The search strategy was
originally developed in MEDLINE ALL (Ovid), in consultation
with the research team. The search results were then translated
into other databases and study registries. The following
electronic databases were searched: MEDLINE (R) ALL (Ovid),
Embase and Embase Classic (Ovid), Cochrane Central Register
of Controlled Trials (CENTRAL, Ovid), Health Technology
Assessment (Ovid), SPORTDiscus (EBSCO), Scopus,
Compendex (Engineering Village), INSPEC (Engineering
Village), IEEE Xplore, and ACM Digital Library. Dissertations
and Theses Global (ProQuest) were searched to identify
dissertations or theses. The study registries searched were
ClinicalTrials.gov and World Health Organization International
Clinical Trials Registry Platform.

Search strategies included the use of text words and subject
headings (eg, Medical Subject Headings and Emtree) related to
five concepts: (1) stroke, (2) rehabilitation, (3) UE, (4)
compensation, and (5) robotics or technology. The search was
limited to English. Cochrane search filters were applied to
exclude animal-only studies when possible [13]. All databases
and registers were searched from the inception of resources.
Searches were conducted on May 26, 2020. Searches were
updated by rerunning all search strategies on July 23, 2021, and
exporting new results. The full search strategies for each
database and registry are provided in Multimedia Appendix 2.

Study Selection
All search results were first imported into EndNote software,
where duplicates were removed. The remaining results were
imported into Covidence. A total of 2 screening steps were
conducted: title and abstract screening and full-text screening.
In all, 2 researchers (XW and YF) independently conducted
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title and abstract screening as well as full-text screening using
the same inclusion and exclusion criteria. Disagreements
between the 2 researchers were discussed and resolved between

the 2 researchers. A third researcher (BY) was involved when
an agreement could not be reached.

The inclusion and exclusion criteria used for the screening
process are presented in Textbox 1.

Textbox 1. The inclusion and exclusion criteria used for the screening process.

Inclusion criteria

• Stroke survivors or healthy participants enrolled in the intervention.

• The study involves upper extremity rehabilitation.

• Compensation was assessed using technology (ie, information and communication technologies, sensors, cameras, wearables, or artificial
intelligence).

• The study involves compensation assessment or detection.

• The study involves compensation measurements: kinematic parameters (speed, angle, angular speed, etc), electromyogram, or compensatory
posture or pattern classification.

Exclusion criteria

• Studies involving nonhuman participants.

• Studies about stroke neural recovery, stroke prevalence, and pathological analysis.

• Studies that do not use technology-based measurement methods.

• Studies on activity logs, functional electrical stimulation, gravity compensation in robotics, and effects of virtual therapy.

• Studies are not about upper extremity rehabilitation.

• Qualitative, usability, or nonacademic studies.

• Review studies such as systematic reviews.

• Case reports and letters.

• Studies are not written in English.

After the screening stage, studies were rated for their level of
evidence based on the Centre for Evidence-Based Medicine
(CEBM) [14] criteria. According to the CEBM, 4 clinical scales
were used as reference standards, which included the
compensation assessment scale—the Reaching Performance
Scale [15], Motor Activity Log [16], Actual Amount of Use
Test [17], and Chedoke-McMaster Stroke Assessment [18]. We
used CEBM criterion 2b as a reference. The study would be
regarded as having good reference standards if it had the same
training task from any of the aforementioned 4 scales or if it
had the same or partially the same evaluation criteria as any of
the 4 scales.

Results

Overview
A total of 1584 records were retrieved from the search. After
removing duplicates, 69.51% (1101/1584) of records were
screened at the title and abstract stage. In the first stage, 84.29%
(928/1584) of the records were removed. The remaining 15.71%
(173/1584) articles were subjected to full-text screening. A total
of 76 studies were included after both screening stages. Figure
1 shows the PRISMA [19] flow diagram. After studies were
rated based on the CEBM criteria, 72 (range from 1b to 2b in
CEBM criteria) of the 76 (95%) studies were included in the
final analysis; Table 1 shows the relationships between the
included studies and the reference standards. In all, 67 papers
were published after 2010, 69% (50/72) of which were published
between 2015 and 2021.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram illustrating the screening process for papers
included in this study.

Table 1. Correlation with reference standards.

ExampleCorrelated referencesReference standard

[23]; task: reaching tasks; evaluation criteria: trunk displacement[20-58]Reaching Performance Scale

[69]; task: a set of upper extremity exercises (Chedoke-McMaster Stroke
Assessment); evaluation criteria: trunk displacement and shoulder move-
ments (Reaching Performance Scale)

[33,59-80]Chedoke-McMaster Stroke Assessment and
Reaching Performance Scale

[82]; task: activities of daily living; evaluation criteria: arm use[81-89]Motor Activity Log or Actual Amount of
Use Test

Study Characteristics
Of the 72 studies, 38 (53%) recruited only stroke survivors, 9
(13%) included only healthy participants, and the remaining
studies (n=25, 34%) recruited both (Table 2). Both men and
women were included in most (48/72, 67%) studies. The age

range of stroke survivors was 21 to 92 years and that of healthy
participants was 18 to 85 years. For stroke survivors, the stage
of recovery included subacute (between 1 and 6 months after
stroke; 4 studies), chronic (>6 months after stroke; 36 studies),
or both (18 studies). The sample size varied from 1 to 119 (Table
3).
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Table 2. Characteristics of the studies (N=72).

References

Participants

[21,23,25,26,28-30,32-34,38,40,44-47,51,52,54,56,58,60,62,65,67,69,71,73,74,76,77,79,80,82,85,86,90]Stroke survivors

[20,31,39,42,43,55,59,61,78]Healthy participants

[22,24,27,35-37,41,48-50,53,57,63,64,66,68,70,72,75,81,83,84,87-89]Stroke survivors and healthy participants

Stage of recovery

[35,73,82,89]Subacute

[21,23,26-30,32-34,38,40,41,44,46,47,51,52,56,58,60,62,65,68,69,71,74,75,79,80,83-85,87,88,90]Chronic

[22,24,25,36,37,45,50,53,54,57,63,64,66,67,72,77,86,91]Subacute and chronic

Table 3. The sample size distribution (N=72).

Studies, n (%)Sample size

46 (64)0-18

13 (18)19-36

9 (13)37-54

2 (3)55-72

0 (0)73-90

1 (1)91-108

1 (1)109-126

RQ1: What Models Have Been Established to Assess
and Detect Compensation?

Types of Compensation

Overview

Two types of compensation were identified according to the
study by Miller et al [81]: (1) disuse of the affected UE, and (2)

use of the affected UE in an awkward manner to adjust for
limited strength, mobility, and motor control. We refer to the
second type of compensation as awkward use of the affected
UE for the remainder of this paper. Table 4 presents the
compensation types, models, and measurements.
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Table 4. Compensation type, model, and measurements.

ReferencesCompensation type, model, and measurements

Disuse of the affected upper limb

Arm use

[82]The ratio between the duration of movement in the least and less affected arm

[83,85]Mean squared sum of the acceleration over a 1-minute epoch of the arm

[84]Torques due to the measured tangential forces on the split-steering wheel

Arm nonuse

[86]The difference of the Euclidean distance between the trunk and hand to the target

[87]Movement time, peak velocity, total displacement, and movement smoothness

[88]Root mean square of the rotation angle of the steering wheel

[89]Total movement duration of each limb and the ratio between the movement duration in the
paretic and nonparetic limb

[81]Amplitude, time, and frequency data from inertial sensors on upper bodyInterlimb co-
ordination

Awkward use of the affected UEa

Trunk compensation

Trunk movements in the sagittal plane: trunk lean forward, trunk displacement, trunk flexion, trunk anteriorization, and
trunk lean backward

[20,22,23,25-27,39,47,60,63,68,90]Trunk angular displacement

[24,30,40,41,51,52,58,66]Trunk linear displacement

[37,38,62]Trunk contribution slope

[28,64]Acceleration of trunk motion

[39,77]sEMGb signal

[27]Face orientation

[43-45,48-50,53,54,61,74,77,91]Measurements for AIc-based compensatory posture classification

[56,65,69]N/Ad

Trunk movements in the transverse plane: trunk rotation and trunk twist

[22,25,26,39,47,68,90]Trunk angular displacement

[27,28,64]Acceleration of trunk motion

[34,40]Trunk linear displacement

[39]sEMG signal

[45,48-50,53,54,61,74,77,91]Measurements for AI-based compensatory posture classification

[65,69]N/A

Trunk movements in the coronal plane: trunk leans from side to side, trunk contralateral and ipsilateral flexion, trunk
lateral bending, and trunk lateral shift

[21,22,47,60,68,90]Trunk angular displacement

[34,41]Trunk linear displacement

[61]Measurements for AI-based compensatory posture classification

Unspecified

[46]Trunk movement time, trunk distance, trunk peak velocity, and maximal angle
of trunk flexion

[42,59]Position and angle

Shoulder compensation

Shoulder elevation
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ReferencesCompensation type, model, and measurements

[26,39,57,66]Elevation angle of scapula, acromion, or acromio-clavicular joint

[27,28]Acceleration of shoulder joint motion

[37]Shoulder vertical translated distance

[39]sEMG signal

[45,48-50,53,54,74,77,91]Measurements for AI-based compensatory posture classification

[69]N/A

Shoulder abduction

[27,28,64]Acceleration of shoulder joint motion

[70]Shoulder abduction angle

[71]fMRIe

Shoulder girdle compensatory movements

[29,64]Acceleration of shoulder joint motion

[30]sEMG signal

[31]Shoulder position

[72]The coefficient of the elbow joint extension to the shoulder joint flexion ratio

[26,32]Shoulder forward liner displacementShoulder for-
ward

[22,33,73]Shoulder flexion angleShoulder over-
flexion

[59]Shoulder positionUnspecified

Elbow compensation: insufficient elbow extension

[66,74,90]Elbow extension angle

[27,28]Acceleration of elbow joint motion

[65]N/A

Finger compensation

[34]Finger extension angleIndividual fin-
ger compensa-
tion

Multiple fingers adaptive compensation

[75]The covariance of individual finger impulses across multiple pulses

[76]Pressure force of fingers

Joint coordination

[36]Scapula, shoulder, elbow and wrist joint angles, movement time, goal-equivalent variance, non-
goal-equivalent variance

[35]Joint angles

[33]sEMG signalMuscle syn-
ergy

[69]Joint positionSlouching

aUE: upper extremity.
bsEMG: surface electromyogram.
cAI: artificial intelligence.
dN/A: not applicable.
efMRI: functional magnetic resonance imaging.
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Disuse of the Affected UE

A total of 9 studies assessed this type of compensation, and 3
models were discussed: the arm use model [82-85], arm nonuse
model [86-89] and interlimb coordination model [81]. The arm
use model measured the actual use of the impaired arm either
in activities of daily living [82,83,85] or in bilateral and
unilateral steering tasks [84]. The arm nonuse model was used
to quantify the difference between the actual use of the impaired
arm and its performance measured using standard clinical scales
in reaching tasks [86,87], bilateral and unilateral steering tasks
[88], and occupational therapy [89]. The interlimb coordination
model was used to detect the reduction in interlimb coordination
in stroke survivors compared with healthy participants in
unimanual and bimanual activities of daily living [81]. In 4
studies [84,87-89], the tasks were completed using robot-assisted
devices.

Awkward Use of the Affected UE

Most (63/72, 88%) studies assessed this type of compensation.
The main models were (1) trunk compensation, (2) shoulder
compensation, (3) elbow compensation, (4) finger compensation,
and (5) others.

Trunk Compensation Model
This model (46/63, 73% studies) measures the awkward
movements of the trunk for the affected UE [15]. Trunk
compensatory movements can occur in 3 anatomical planes
(sagittal, transverse, and coronal) of the human body. The
sagittal plane (41/46, 89% studies) was the most common, which
was described as trunk lean forward, trunk lean backward, trunk
displacement, trunk flexion, and trunk anteriorization. The
transverse plane (24/46, 52% studies) included trunk rotation
and trunk twist. A total of 9 (20%) studies discussed the coronal
plane, including trunk leans from side to side, trunk contralateral
and ipsilateral flexion, trunk lateral bending, and trunk lateral
shift (Table 3). The most common task (35/46, 76%) was the
reaching task, followed by shoulder, elbow, and wrist exercises
(4/46, 9%) [20,59-61], daily life activities [62-65], drinking
tasks [66], simulated therapy activities [67], instrumented trunk
impairment scale (version 2) tasks [21], Fugl–Meyer Assessment
(FMA) items [22], occupational therapy tasks [68], and the
Graded Repetitive Arm Supplementary Program (GRASP) [69],
which is a set of UE exercises completed without the presence
of a therapist. In 13 (28%) studies, tasks were completed using
a robot-assisted device. In 4 (9%) studies, the tasks were
conducted using VR [23-25] and mixed reality (MR) training
systems [26].

Shoulder Compensation Model
This model (29/63, 46% studies) measures awkward movements
of the shoulder of the affected UE [15], involving complex
movements of the shoulder girdle and shoulder joint. The most
observed shoulder compensation was shoulder elevation (17/29,
59% studies), followed by shoulder abduction [27,28,64,70,71],
shoulder girdle compensatory movement [29-31,64,72], shoulder
forward (protraction) [26,32], and shoulder overflexion
[22,33,73]. The most commonly used task was reaching task
(18/29, 62% studies). Other tasks involved hand-to-mouth tasks
[33,70,73], drinking tasks [66,72], elbow flexion-extension task

[59,71], daily life activities [64,65], counterclockwise cyclic
motions [31], FMA items [22], and GRASP [69]. In all, 12
studies were conducted using a robot-assisted device and 1 with
an MR training system [26].

Elbow Compensation Model
This model measures awkward elbow movements of the affected
UE [15]. A total of 6 studies found that stroke survivors had
insufficient elbow extension during reaching tasks [27,28,74,90],
drinking tasks [66], or daily life activities [65].

Finger Compensation Model
This model (3/63, 5% studies) measures the compensation
among finger joints [34,75,76]. A study assessed the
compensation among the joints in a finger in reaching tasks
[34], whereas 2 other studies assessed compensation among
multiple fingers in repetitive force-pulse tasks [75] and index
finger movements [76].

Other Types of Compensation Models
Other types of compensation models included joint coordination
[35,36], slouching [69], and muscle synergies [33], which were
measured in reaching tasks, GRASP, and hand-to-mouth tasks,
respectively.

RQ2: What Measurements Are Used to Evaluate
Compensatory Movements?

Disuse of the Affected UE
No standard measurement has been applied across studies for
this type of compensation. For the arm use model, Ballester et
al [83] and Hung et al [85] computed the mean squared sum of
the acceleration over 1 minute. Thrane et al [82] calculated the
arm movement ratio, that is, the ratio of arm use duration
between the impaired arm and less impaired arm. Johnson et al
[84] quantified the arm use by comparing the torque generated
by the tangential forces of the 2 arms on the steering wheel.

For the arm nonuse model, Bakhti et al [86] computed proximal
arm nonuse, which was the difference between the Euclidean
distance between the trunk and hand to the target during the
reaching movement in both spontaneous and maximal proximal
arm use conditions. Johnson et al [87] used 4 kinematic metrics,
including movement time, peak velocity, total displacement,
and movement smoothness, to predict learned nonuse (LNU).
Johnson et al [88] compared the root mean square of the rotation
angle of the wheel in steering tasks in 3 different steering modes
(unilateral nondominant, unilateral dominant, and bilateral) to
quantify LNU. Barth et al [89] computed the total movement
duration of each limb and the activity ratio, which was the
movement duration of the paretic limb to the nonparetic limb
to assess LNU.

Miller et al [81] created an array of numerical values, including
amplitude, time, and frequency data from acceleration signals
on the sternum, right wrist, left wrist, right upper limb, and left
upper limb to characterize the interlimb coordination model.

Awkward Use of the Affected UE
The parameters for measuring trunk compensation in the sagittal
plane included trunk angular displacement (12/41, 29% studies),
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trunk linear displacement (8/41, 20% studies), trunk contribution
slope [37,38,62], acceleration of trunk motion [28,64], surface
electromyogram (sEMG) signals [39,77], and face orientation
[67]. The parameters used to measure trunk compensation in
the transverse plane included trunk angular displacement (7/24,
29% studies), acceleration of trunk motion [27,28,64], trunk
linear displacement [34,40], and sEMG signal [39]. A total of
2 parameters, trunk angular displacement (6/9, 67% studies)
and trunk linear displacement [34,41] were measured to assess
trunk compensation in the coronal plane.

The shoulder elevation compensation measurements included
the elevation angle of the scapula, acromion, or
acromioclavicular joint (4/17, 24% studies); acceleration of
shoulder joint motion [27,28]; shoulder vertical translated
distance [37]; and sEMG signal [39]. Shoulder abduction
compensation was assessed by acceleration of shoulder joint
motion [27,28,64], shoulder abduction angle [70], and functional
magnetic resonance imaging (fMRI) [71]. Shoulder girdle
compensatory movement measurements included acceleration
of shoulder joint motion [29,64], sEMG signals [30], shoulder
position [31], and the coefficient of the elbow joint extension
to the shoulder joint flexion ratio [72]. A total of 3 studies
[22,33,73] used the shoulder flexion angle to assess the shoulder
overflexion compensation. The parameter for measuring
shoulder forward compensation was shoulder forward liner
displacement [26,32].

The elbow extension angle [66,74,90] and acceleration of elbow
joint motion [27,28] were used to measure elbow compensation.

In all, 3 kinds of measurements were used to assess finger
compensation. Fluet et al [34] measured the finger extension
angle to assess the individual finger compensation. Kim et al
[75] measured the covariance of individual finger impulses
across multiple pulses, and Furudate et al [76] measured the
pressure force of fingers to assess the compensation among
multiple fingers.

As for other compensation models, Reisman and Scholz [36]
measured multiple parameters including joint angles (ie, scapula,
shoulder, elbow, and wrist), movement time, goal-equivalent
variance, and nongoal-equivalent variance to evaluate joint
coordination; Nibras et al [35] measured only joint angles to
assess joint coordination. Lin et al [69] captured joint positions
to assess slouching. Belfatto et al [33] measured sEMG signals
to assess the muscle synergy.

RQ3: What Types of Sensor Technology Are Used for
Compensation Assessment and Detection?

Overview
A total of 6 types of sensors were identified as shown in Tables
5 and 6.

Table 5. Studies classified by sensor type (N=72).

Studies, n (%)Sensor type

25 (35)Body-worn sensor technology

24 (33)Marker-based motion capture system

16 (22)Marker-free vision sensor

10 (14)Physiological signal sensing technology

8 (11)Sensors embedded in rehabilitation training system

5 (7)Ambient sensor
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Table 6. Studies classified by sensor type (N=72).

ReferencesApplication settingsSensor measurementSensor type

Home

setting

Technology-based therapy

setting

Body-worn sensor

[27,28,60,64,65,82,83,85,89][60,64,65,83][89]Acceleration of up-
per limb segments
and trunk

Accelerometer

[21,22,25,31,42-44,59,68,70,73,81,90][25,43,44,81][25,31,42,59,70]Original IMU sig-
nals or Euler angles

IMUa

of upper limb seg-
ments and trunk

[78,79][78,79]N/AbElectrical resistance
of sensors printed on
the stretched parts

Strain sensors

[34]N/AN/AFinger anglesCyberGlove

Marker-based motion capture system

[24,26,31-33,36,38-40,42,43,45-47,57-59,62,63,66,72,87]N/A[24,26,31-33,38,39,42,45-47,59,62,63,87]3D coordinates of
the markers placed
on the upper body

Optical motion
capture system

[34]N/AN/A3D coordinates of
the markers placed
on the upper body

Electromagnetic
motion capture
system

[86]N/AN/A3D coordinates of
the markers placed
on the upper body

Ultrasound 3D
motion capture
system

Marker-free vision sensor

[20,23,41,48-52,61,69,86]N/A[23,41,48-52]Upper body joint
positions in 3D

Microsoft
Kinect depth
sensor space (x-y-z) coordi-

nates

[27,28,67,69,74,84][67][74,84]VideoSimple camera

Physiological signal sensing technology

[29,30,33,39,53,54,77,84]N/A[29,30,33,39,54,84]sEMGd signals of
upper limb and trunk
muscles

EMGc

[33,80]N/A[33]EEG signalsEEGe

[72]N/AN/AfMRI imagesfMRIf

[31,35,42,59,75,76,84,88]N/A[31,35,42,59,75,76,84,88]Force exerted by up-
per limbs, finger

Force sensor or
piezoelectric
sensor or others

Sensors em-
bedded in
the training
system

force, upper limb
joint position, or ori-
entation

Ambient sensor

[45,54,91][45,54,91][45,54,91]Force distributionPressure distri-
bution mattress

[55,56][55]N/AUpper limb and
trunk position

Position sensor

aIMU: inertial measurement unit.
bN/A: not applicable.
cEMG: electromyogram.
dsEMG: surface electromyogram.
eEEG: electroencephalogram.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e34307 | p.155https://www.jmir.org/2022/6/e34307
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


ffMRI: functional magnetic resonance imaging.

Body-Worn Sensor Technology
Body-worn sensors (25/72, 35% studies) were the most
commonly used technology to detect compensatory movements,
including accelerometers, inertial measurement units (IMUs),
strain sensors, and CyberGlove. In all, 9 studies used
accelerometers, including uniaxial [82] and triaxial
[27,28,60,64,65,83,85,89]. Accelerometers were attached to
different parts of the body. Some were worn on the wrists of
both arms [82,83,89] or only on the wrist of the affected arm
[85] to measure arm movement quantity, such as movement
duration and acceleration magnitude, to evaluate arm use. Some
were placed on the trunk (chest, middle back, or T12 vertebrae)
[27,28,60,64], shoulder [27,28,64], elbow [27,28], and wrist
[65] to measure time and movement variables, such as
accelerations and joint angles of UE movement to detect trunk,
shoulder, and elbow compensation. Among these studies,
Antonio et al [27] and Carla et al [28] compared quantitative
detection results using accelerometers with therapist-based
visual analysis of video records. The results showed that the
compensatory movements detected by the accelerometers,
including shoulder abduction and elevation, insufficient elbow
extension, and trunk forward displacement and rotation, were
consistent with the therapists’ observations.

In all, 13 used IMUs. Each IMU typically consists of 1 or 2
triaxial accelerometers, a triaxial gyroscope, and a triaxial
magnetometer [21,22,25,31,42,59,68,70,73,81]. The
magnetometer was not included in some cases [43,44,90].
Accordingly, each IMU yielded 3D measurements of
acceleration, angular velocity, and magnetic field vector (when
using a magnetometer) in its intrinsic coordinate system [59].
In the reviewed studies, 1 to 9 IMUs were placed on the upper
body parts, including the sternum [21,25,43,44,68,81,90], spine
[21,22], pelvis [22], scapula [70,90], upper arms
[22,25,31,42-44,59,70,73,81,90], forearms
[22,25,43,44,59,70,90], wrists [73,81], and hands [22,70,90].
The original IMU signals [43,44,81] representing the movements
of these body segments or the orientation in the form of Euler
angles [21,22,25,31,42,59,68,70,73,90], of these body segments
were output for compensation monitoring. It has been reported
that IMUs can be used to detect trunk [21,22,25,42-44,59,68,90],
shoulder [22,31,59,70,73], and elbow [22] compensation, as
well as the interlimb coordination [81]. Furthermore,
Ranganathan et al [43] proved that using IMUs could effectively
detect compensatory trunk movements (approximately 90%
accuracy) when compared with using an 8-camera motion
capture system (Motion Analysis Corporation) as ground truth.

Moreover, 2 studies used changes in the electrical resistance of
strain sensors printed on a garment [78,79] to identify different
compensatory postures during UE movements. A study used
CyberGlove to assess finger compensation by measuring the
angles of finger joints [34]. Overall, 4 studies were conducted
using robot-assisted therapies [42,59,70,87], 1 [25] using VR
therapy, and 10 were conducted in homes
[25,43,44,60,64,65,78,79,81,83].

Marker-Based Motion Capture System
The second most commonly used technology was the
marker-based motion capture system (24/72, 33% studies). A
total of 3 types of marker-based motion capture systems were
used: an optical motion capture system (22/24, 92% studies),
electromagnetic motion capture system [34], and ultrasound 3D
motion capture system [86]. For this sensor, markers were
attached to the upper body landmarks, which traditionally
included the sternum, spinal process (C7 and T4), acromion
processes, middle part of the humeri, lateral epicondyle, styloid
process of the ulna, and bilateral thumbnails [62,63,87]. The
participants were asked to perform the tasks while the positions
of the markers were captured. The position and orientation of
the trunk, shoulder, and elbow were then calculated according
to the joint coordinate system method and used to characterize
different compensation models.

For a long time, marker-based motion capture systems have
been used as gold standard motion capture devices for clinical
motion analysis [86]. Similarly, in the reviewed studies,
marker-based motion capture systems were proven to be able
to effectively identify compensation. In all, 5 studies have been
used as the ground truth for the measurement of the effectiveness
of other sensors in compensation detection [42,43,45,86,87].
Several interesting findings were reported using marker-based
motion capture systems: (1) pre- and posttests showed that both
robotic [32,38,63] and MR therapies [26] elicited benefits on
reducing trunk compensatory movements, and stroke survivors
showed less trunk compensatory movements during VR reaching
[24]. However, Belfatto et al [33] argued that robotic therapy
promoted the adoption of compensatory movements when stroke
survivors performed training tasks; (2) therapist-based therapy
[62] or a combination of robotic therapy and constraint-induced
therapy [46] demonstrated more significant improvements in
reducing trunk compensatory movements compared with
robot-assisted therapy; (3) trunk displacement and shoulder
elevation compensatory movements could discriminate between
mild and moderate stroke paresis [66], whereas shoulder girdle
compensatory movement could differentiate between mild or
moderate and severe or pronounced stroke impairments [72].

Among all the studies, 13 [31-33,38,39,42,45-47,59,62,63,87]
monitored compensation with robot-assisted upper limb devices,
one [24] was conducted in VR therapy and one [26] was in MR
therapy.

Marker-Free Vision Sensor
A total of 16 studies used marker-free vision sensors, including
Microsoft Kinect depth sensors (versions 1 and 2) and a simple
simple camera, as motion capture tools. Most (11/16, 69%) of
these studies used Kinect, which is usually placed approximately
2.0 meters in front of the user to capture the 3D space (x-y-z)
coordinates of 20 (version 1) or 25 (version 2) skeleton joint
positions in the user’s body at 30 frames per second. In the
reviewed studies, the locations and orientations of the upper
body parts (ie, hip, spine, shoulder, elbow, wrist, and hand)
[48-50,61,69,86] or spine [20,23,41,51,52] were recorded, and
2 studies have verified the effectiveness of this sensor
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technology for monitoring compensation. Bakhti et al [86]
proved that Kinect can be used to accurately assess proximal
arm nonuse when compared with an ultrasound 3D motion
capture system (CMS20s, Zebris). The agreement between
Kinect and CMS20s was measured using intraclass correlation

coefficients (0.96), linear regression (r2=0.92), and Bland and
Altman plots (Kinect: −4.25, +6.76 to –6.76); CMS20s: −4.71,
+7.88 to –7.88). Lin et al [69] found substantial agreement of
detected compensation, such as shoulder elevation and hip
extension, between annotated videos and Kinect (Cohen κ
0.60-0.80) and almost perfect agreement for trunk rotation and
flexion (Cohen κ 0.80-1).

Overall, 6 studies used RGB cameras and 2 (33%) of them
[67,74] used a camera to collect motion images to extract
kinematic data through third-party data extraction algorithms
for quantitative compensation assessment. The other 4 (67%)
studies collected motion videos for clinicians’visual evaluation
of compensation.

In all, 8 studies [41,48-52,74,84] were conducted using
robot-assisted upper limb devices, 2 studies [23,69] were
conducted using VR therapy, and 1 study [67] was conducted
in a home using a single low-cost camera.

Physiological Signal Sensing Technology
Physiological signal sensing technologies include
electromyogram (8/72, 11% studies), electroencephalogram
(EEG) [33,80], and fMRI [71] systems. According to the
reviewed studies, sEMG signals of upper limb muscles
(including, but not limited to, biceps, triceps, upper trapezius,
pectoralis major, brachioradialis, anterior, middle, and posterior
deltoids) and trunk muscles (left or right rectus abdominis, left
or right obliquus externus abdominis, left or right thoracic
erector spinae, left or right lumbar erector spinae, and
descending part of the trapezius) not only helped to discriminate
true recovery and compensation [29,30,33,84] but also could
be used as features for automatic compensation detection
[39,53,77]. Chen et al [77] confirmed that using a generative
adversarial network with sEMG signals as features could achieve
excellent detection performance (accuracy=94.58%, +1.15% to
–1.15%) of trunk compensatory movements.

A study used fMRI [71] to study the cortical activation pattern
of compensatory movements and demonstrated that
compensatory movements require a greater recruitment of
cortical neurons. A total of 2 studies [33,80] showed that brain
scalp EEG signals could help researchers gain more insight into
the relationship between motor compensation and underlying
brain activities. Among all studies, electromyogram
[29,30,33,39,54,84] and EEG [33] systems were used along
with robot-assisted devices for compensation assessment.

Sensors Embedded in the Rehabilitation Training System
In all, 8 studies directly selected sensors embedded in the
rehabilitation training system as compensation evaluation tools.
Nibras et al [35] used the measurement information in an
exoskeleton to distinguish between recovery and compensation
in stroke survivors. They found 2 compensatory patterns in
stroke survivors: atypical decoupling of the shoulder elevation
and forearm joints and atypical coupling of the shoulder
horizontal rotation and elbow joints, by analyzing 4
ArmeoSpring angles when stroke survivors performed reaching
movements with the ArmeoSpring exoskeleton. In contrast, a
simpler and less complex UE rehabilitation robot, such as an
end-effector robot, may not have the capacity to provide detailed
UE measurement information as the exoskeleton. Therefore,
additional sensors, such as inertial sensors [31,42,59], are
required with the sensors in the end-effector robot to satisfy
compensation assessment needs. In addition, Johnson et al
[84,88] used the force sensors of a UE rehabilitation system, a
driver simulation system, to quantify impaired arm activity [84]
and LNU [88]. Kim et al [75] and Furudate et al [76] used force
sensors in hand rehabilitation systems to evaluate the
compensation among individual fingers.

Ambient Sensors
A total of 5 studies used ambient sensors, including a pressure
distribution mattress (Body Pressure Measurement System,
Model 5330, Tekscan, Inc) [45,54,91] and position measurement
sensors [55,56]. A pressure distribution mattress was used to
measure a person’s body pressure distribution in a seated
position for the automatic detection of compensatory postures
[45,54,91]. Cai et al [45] verified the effectiveness of using
pressure distribution data together with machine learning (ML)
algorithms to detect compensatory patterns using a 3D motion
capture system (VICON, Oxford Metrics) as the ground truth.
When using a pressure mattress or VICON, the average F1 score
(an evaluator of the ML algorithm performance) was >0.95.

The position measurement sensors used were either a force
sensor placed anterior to the back of the chair [56] or a
contactless first-reflection ultrasonic echolocation sensor placed
on the edge of a table [55] to monitor the position of the trunk.
As only the trunk position was monitored, the researchers only
realized a rough detection of compensatory trunk flexion
movement. In addition, 3 studies [45,54,91] used robot-assisted
upper limb devices, and 4 studies have proposed that these
systems could be used in a home environment [45,54,55,91].

RQ4: Which Statistical or AI Methods Have Been Used
for Compensation Assessment and Detection?

Overview
Overall, 56 studies used statistical methods and 15 adopted
AI-based methods as shown in Table 7 and Table 8, respectively.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e34307 | p.157https://www.jmir.org/2022/6/e34307
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 7. Studies classified by statistical methods (N=56).

ReferencesData analysis scenario and statistical method

Differences among groups

[24,36-38,41,46,75,84,88]ANOVA

[20,24,27,37,40,89]Mean and SD

[36,40,66,85]Mann-Whitney U test

[40,66]Wilcoxon test

[88], 1-tailed; [66], 2-tailed; [73], 2-tailedPaired-sample t test

[35,36,66]Principal components analysis

[40,73,76]Regression analysis

[24,37]Tukey honestly significant difference post hoc analysis

[84]Tukey-Kramer tests

[75]Scheffé test

[75]Log-modulus transformation methods

[40]Nonparametric Friedman test

[66]Independent-samples t test

[37]Kolmogorov-Smirnov normality test

[90]Spearman rank correlations

[85]Pearson correlations

[85]Bonferroni corrections

[85]Chi-square test

[22]Graph learning theory

Differences before and after the intervention

[32,33,52,72]Wilcoxon signed-rank test

[58,62,63]Mean and SD

[29,34,56]ANOVA

[63,72]Spearman rank correlation coefficient

[29,56]Tukey HSDa test

[52,62]Analysis of covariance

[52], 1-tailed; [58], 2-tailed2-sample and paired t tests

[33]Pearson correlation coefficient

[58]Kolmogorov-Smirnov test

[72]Mann-Whitney U test

Real time changes

[26,70,80]Canonical correlation analysis

[21,23,28,31,42,47,51,57,59,60,64,68,69,82,83,86]Mean and SD

[25]ANOVA

[65,81,82,86,87]Spearman correlation test

[65,82]Logistic regression

[87], 2-tailedPaired t test

Associations of physiological signals with compensation parameters

[71]Spearman rank correlation coefficient test

[39]Pearson correlation test

[30]ANOVA
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ReferencesData analysis scenario and statistical method

[30]Post hoc contrasts

aHSD: honestly significant difference.
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Table 8. Studies classified by machine learning (ML) algorithms (N=15).

ReferencesML algorithm and accuracy

Linear SVMa

[61]Health: trunk compensation in 3 directions (AUC)b=99.15%

[77]Stroke (F1 score): NCc=0.88; SEd=0.86; TRe=0.80; LFf=0.81

[48]Healthy group (AUC): NC=0.86; SE=0.68; TR=0.74; LF=0.98 and stroke group (AUC): NC=0.63;
SE=0.27; TR=0.82; LF=0.92

[49]Healthy participant (F1 score): NC=0.87; SE=0.15; TR=0.5; LF=0.74 and stroke survivor (F1

score): NC=0.94; SE=0; TR=0; LF=0

[53]Healthy group (AUC): NC=0.98; SE=1.00; TR=0.99; LF=0.97 and stroke group (AUC): NC=1.00;
SE=0.98; TR=0.85; LF=0.90

[54]Stroke (F1 score): NC=0.990; SE=0.975; TR=0.983; LF=0.975

[45,91]Stroke: offline (F1 score): NC=0.984; SE=1.000; TR=0.995; LF=0.963 and on the web: participant
1 (F1 score): NC=0.978; SE=1.000; TR=0.929; LF=1.000; participant 2 (F1 score): NC=0.994;
SE=1.000; TR=1.000; LF=0.984

[55]Stroke: trunk flexion (AUC)=78.2%

k-NNg

[61]Health: trunk compensation in 3 directions (AUC)=97.9%

[77]Stroke (F1 score): NC=0.79; SE=0.78; TR=0.70; LF=0.73

[78]Health: correct vs incorrect (involving typical compensatory movements) upper limb exercises
(sensitivity and specificity): garment 1: 86%, +6% to –6% vs 79%, +7% to –7%; garment 2:
89%, +6% to –6% vs 93%, +5% to –5%; garment 3: 87%, +4% to –4% vs 84%, +4% to –4%

[79]Health: 3 incorrect compensatory positions (not specified) in UEh adduction exercise (k value):
pos_run1=0.78, pos_run2=0.82, pos_run3=0.79, pos_run4=0.81

[54]Stroke (F1 score): NC=0.989; SE=0.970; TR=0.983; LF=0.981

Naïve Bayes

[43]Health: trunk displacement (precision and Recall)—non-compensatory=92.7% and 90.5% and
compensatory=88.6% and 91.2%

[44]Stroke: trunk compensatory movements in anterior and posterior direction (precision)—Horizontal
Reach: unaffected arm=100%, affected arm=87.5%; Vertical Reach: unaffected arm=87.5%,
affected arm=100%; Card Flip: unaffected arm=62.5%, affected arm=66.7%; Jar Open: unaffected
arm=71.4%, affected arm=71.4%

Logistic regression

[61]Healthy: trunk compensation in 3 directions (AUC)=83%

[79]Health: 3 incorrect compensatory positions (not specified) in UE adduction exercise (k value):
pos_run1=0.82, pos_run2=0.85, pos_run3=0.88, pos_run4=0.89

[61]Healthy: trunk compensation in 3 directions (AUC)=96%Random Forest

[74]Stroke (F1 score): NC=0.73; SE=0.53; TR=0.67; LF=0.69; insufficient elbow extension=0.73Multilabel k-NN

[74]Stroke (F1 score): NC=0.69; SE=0.50; TR=0.60; LF=0.68; insufficient elbow extension=0.80Multilabel decision tree

[77]Stroke (F1 score): NC=0.94; SE=0.95; TR=0.93; LF=0.96Generative adversarial net-
work k-NN

[44]Stroke: trunk compensatory movements in anterior and posterior direction (precision)—horizontal
reach: unaffected arm=85.7%, affected arm=87.5%; vertical reach: unaffected arm=100%, affected

Sequential minimal optimiza-
tion

arm=100%; Card Flip: unaffected arm=62.5%, affected arm=66.7%; Jar Open: unaffected
arm=57.1%, affected arm=57.1%

[79]Health: 3 incorrect compensatory positions (not specified) in UE adduction exercise (k value):
pos_run1=0.64, pos_run2=0.81, pos_run3=0.82, pos_run4=0.81

Decision tree J48

[48]Healthy group (AUC): NC=0.87; SE=0.79; TR=0.84; LF=0.98 and stroke group (AUC): NC=0.66;
SE=0.27; TR=0.81; LF=0.77

Recurrent Neural Network

J Med Internet Res 2022 | vol. 24 | iss. 6 |e34307 | p.160https://www.jmir.org/2022/6/e34307
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


ReferencesML algorithm and accuracy

[49]Healthy participant (F1 score): NC=0.87; SE=0.15; TR=0.5; LF=0.74 and stroke survivor (F1

score): NC=0.94; SE=0; TR=0; LF=0
Weighted random Forest

[49]Healthy participant (F1 score): NC=0.83; SE=0.09; TR=0.19; LF=0.68 and stroke survivor (F1

score): NC=0.94; SE=0; TR=0; LF=0
Cost sensitive

[49]Healthy participant (F1 score): NC=0.71; SE=0.29; TR=0.48; LF=0.72 and stroke survivor (F1

score): NC=0.69; SE=0.04; TR=0.20; LF=0.07
Random Undersampling

[49]Healthy participant (F1 score): NC=0.79; SE=0; TR=0; LF=0 and stroke survivor (F1 score):
NC=0.94; SE=0; TR=0; LF=0

Tomek links

[49]Healthy participant (F1 score): NC=0.72; SE=0.3; TR=0.49; LF=0.82 and stroke survivor (F1

score): NC=0.83; SE=0.06; TR=0.25; LF=0.01
SMOTEi

[49]Healthy participant (F1 score): NC=0.66; SE=0.28; TR=0.49; LF=0.73 and stroke survivor (F1

score): NC=0.8; SE=0.04; TR=0.24; LF=0.05
SVM SMOTE

[49]Healthy participant (F1 score): NC=0.77; SE=0.32; TR=0.51; LF=0.63 and stroke survivor (F1

score): NC=0.8; SE=0.04; TR=0.23; LF=0.07
Random oversampling

[50]Healthy participant (AUC)—good example: SE=0.94; TR=0.97; LF=0.92; bad example: SE=0.37;
TR=0.63; LF=0.52

Binary classification

aSVM: support vector machine.
bAUC: area under the curve.
cNC: no compensation.
dSE: shoulder elevation.
eTR: trunk rotation.
fLF: lean forward.
gk-NN: k-nearest neighbor.
hUE: upper extremity.
iSMOTE: synthetic minority oversampling technique.

Statistical Methods
Statistical methods were used to assess compensation from 4
perspectives: real time changes of compensation measurements
in body movements, group variance in compensation
measurements, effects of an intervention on compensation
measurements, and the statistically significant associations of
physiological signals with compensation measurements.

A total of 23 studies used mean and SD, canonical correlation
analysis, Spearman correlation, step-wise multiple regression,
or ANOVA to test the real time changes of compensation
measurements in body movements. For instance, Wittmann et
al [25] used repeated measures 1-way ANOVAs to test trunk
orientation changes during rehabilitation training to assess trunk
compensation in real time.

In all, 20 studies tested the differences among groups to assess
compensation. The most commonly used statistical methods
were ANOVA and Mann–Whitney U test. For instance, Kim
et al [75] compared all compensation measurements between
groups (stroke survivors vs healthy participants) and between
hands (within-group factor: more affected hand vs less affected
hand in stroke survivors and nondominant hand vs dominant
hand in healthy participants) with ANOVA for compensation
assessment.

In addition, 10 studies analyzed the differences in compensation
measurements before and after the intervention. Wilcoxon
signed-rank test, ANOVA, Spearman rank correlation

coefficient, paired 1- and 2-tailed t test and 1- and 2-tailed Tukey
honestly significant difference tests were used in these studies.
For instance, Fluet et al [34] used ANOVA to analyze how 2
different training models (traditional vs VR-based training)
affect upper limb compensation in the dimensions of peak
reaching velocity, finger extension excursion, shoulder
excursion, elbow excursion, and trunk excursion.

Overall, 3 studies tested the associations between physiological
signals, such as fMRI and sEMG, and compensation parameters
[30,39,71]. For instance, Lee et al [71] used Spearman rank
correlation coefficient to test the relationship between the brain
activation area and shoulder abduction angle. They found that
greater activation of the supplementary motor area was required
for a larger shoulder abduction angle. Huang et al [39] applied
the Pearson correlation test and found a positive correlation
between muscle fatigue (measured by sEMG median frequency)
and compensation. They concluded that sEMG median
frequency was a good indicator of compensation due to muscle
fatigue.

AI-Based Methods
A total of 15 studies used AI-based methods to detect
compensatory postures, and 9 studies classified 3 common
compensatory postures: trunk lean forward, trunk rotation, and
shoulder elevation [45,48-50,53,54,74,77,91]. In addition, 4
studies discriminated trunk compensatory movements in the
sagittal, transverse, and coronal planes [43,44,55,61], and 2
studies did not mention the type of compensatory posture that
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was classified [78,79]. Dolatabadi et al [50] made the
compensation data set public for other researchers. A total of 2
studies used this data set to train their ML models to improve
the accuracy of compensation detection [48,49]. The remaining
studies collected their own data to detect compensation.

Various ML algorithms were applied to train the classification
model (Table 6). The most commonly used ML algorithm was
the support vector machine (SVM). Cai et al [45] reported the
highest average F1 score (0.99) for recognizing trunk lean
forward, trunk rotation, and shoulder elevation based on 5
features extracted from the pressure distribution data. Nordin
et al [61] reported the highest accuracy (99.15%) for detecting
the 3D trunk compensatory postures.

Notably, 8 studies [44,48,49,54,61,74,77,79] used more than
one ML algorithm to compare the classification results for
compensatory postures. For example, Zhi et al [48] used both
SVM and recurrent neural network classifiers to classify
shoulder elevation, trunk rotation, and lean forward. The results
demonstrated high accuracy in healthy participants, but low
accuracy in stroke survivors. Cai et al [54] applied the k-nearest
neighbor and SVM algorithms to detect and categorize shoulder
elevation, trunk rotation, and lean forward in stroke survivors,
and both algorithms yielded high classification accuracies (F1

score >0.95). Nordin et al [61] used 4 different classification
algorithms with 10-fold cross-validation to assess the 3D trunk
compensatory movements. The results showed accuracy of 99%,
98%, 96%, and 83% with SVM, k-nearest neighbor, random
forest, and logistic regression, respectively.

Discussion

To the best of our knowledge, this is the first systematic review
of technologies for compensation assessment and detection of
UE movements in stroke survivors.

RQ1: What Models Have Been Established to Assess
and Detect Compensation?
Notably, 2 types of compensation were categorized. Most
(63/72, 88%) studies focused on investigating the awkward use
of the affected UE. The reason might be that the awkward
pattern is more complicated to be observed than the disuse
pattern [81]. The synergy and coupling of body parts are difficult
to understand [92], which requires more evidence-based methods
to fuse data from more resources across a constant timeline.
Sensor technologies offer fine-grained rich data, and together
with AI methods, can provide a low-cost solution for continuous
monitoring of a person’s performance.

The models of the disuse pattern focus on the amount of use of
the affected UE. For the awkward pattern, the models focused
more on how the unaffected body parts were involved in the
motion with the affected UE. The most discussed body parts
were the trunk, shoulders, and elbows. Trunk compensation
was the most discussed factor, suggesting that it is more
common among stroke survivors.

Models were established for different task scenarios. For the
disuse pattern, bilateral tasks were the most common. For the
awkward pattern, reaching tasks were mostly used. Reaching

was the basic movement of the upper limbs that constituted
most daily life behaviors [93]. Reaching requires coordination
of multiple joints of the arm and is controlled by the central
nervous system [93]. Different reaching ranges can result in
various compensations for the trunk, shoulder, and elbow [15].

RQ2: What Measurements Are Used to Evaluate
Compensatory Movements?
Notably, 2 clinical scales, the Motor Activity Log [16] and the
Actual Amount of Use Test [17], have traditionally been used
for the evaluation of disuse patterns. However, these are
subjective and difficult to replace using technology-based
methods. Levin et al [15] proposed the Reaching Performance
Scale for awkward pattern evaluation. However, none of the
reviewed studies have quantified this scale using technological
methods. Moreover, UE functional impairment scales (eg, FMA)
were not used to assess compensation.

Quantitative measurements have been proposed for
technology-based compensation assessments. For the disuse
pattern, measurements such as the movement duration and
frequency of use were used to describe the use of the affected
UE. For the awkward pattern, linear displacement, angular
displacement, acceleration, and sEMG signals of the trunk and
upper limb joints were the most common measurements.
Furthermore, the trunk compensation measurements, which are
the kinematic measurements of the trunk in the 3 anatomical
planes, are more uniform. In contrast, shoulder compensation
measurements are more diverse and complex. This could be
because the shoulder has more freedom of movement, and the
configuration of these movements could vary across different
experimental tasks [26-28,37,39,45,48-50,53,54,64,66,69,91].

Further studies could be conducted to explore the relations
among all these compensation measurements and to develop a
set of gold standard quantitative measurements.

RQ3: What Types of Sensor Technology Are Used for
Compensation Assessment and Detection?
Marker-based motion capture systems yield accurate and robust
real time motion tracking and have been used as ground truth
to verify the effectiveness of other sensors for compensation
assessment and detection [42,43,45]. In our reviewed studies,
marker-based motion capture systems were used to detect
various compensations, including arm nonuse [86,87], trunk
compensation [26,45], shoulder compensation [66,72] and
interlimb coordination [36]. The drawbacks of these systems
include but are not limited to the cost of both hardware and
software, complicated setup, and the need for professionals to
operate the systems [50]. These systems may also require a
specific space, such as an area with a clear line of sight for the
cameras [44]. The use of cameras in a home environment may
raise privacy concerns [44].

Similarly, although with great accuracy, the setup of
physiological signal sensing technologies is complex and has
been limited to its use in laboratories or other controlled
environments. In addition, professionals are required to collect
and analyze these physiological signals [27]. The advantage of
using this sensor technology is that the recorded sEMG signals
of relevant muscles [30,84], brain scalp EEG signals [33,80],
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and cortical activation patterns [71] could help researchers gain
more insight into compensation from the perspective of muscle
activities and brain activities, which in turn would provide more
information for compensation detection and correction to
improve UE motor performance in stroke survivors.

Body-worn sensors were the most common technology used
for compensation assessment and detection in the reviewed
studies. They were able to monitor all compensation models
[27,28,42-44,70,81-83]. Compared with marker-based motion
capture systems, body-worn sensors are more affordable and
portable, with a simpler setup [43,44]. More than half (47/72,
65%) of the studies used these sensors in technology-based
therapies or home settings, which shows that this sensor
technology has great potential for use in less-supervised therapy
environments. The main disadvantage of this technology is that
it can induce unnatural movements owing to the sensor
attachment on the user’s body, which may affect the accuracy
of compensation assessment [45]. Future research could focus
on reducing or avoiding the possible unnatural movements
caused by sensor attachment during a compensation assessment
process, such as correcting the deviation through algorithms or
adopting a more ingenious physical layout of the sensors.

Similar to body-worn sensors, marker-free vision sensors are
low-cost and have an easy setup [94]. Owing to their size and
portability, they could be an ideal option for home use.
Marker-free vision sensors have been used to detect arm use
[84]; arm nonuse [86]; and trunk [20,23], shoulder [69,74], and
elbow [74] compensation. They were used together with ML
algorithms to automatically detect typical compensatory postures
(no compensation, shoulder elevation, trunk rotation,

lean forward, etc) [48,49,61,74]. The sensors can capture stroke
survivors’motion images in real time for clinicians to determine
the compensation adopted during the training process. These
images were used to train AI models to automatically detect
compensatory postures. Compared with the RGB camera, Kinect
was more commonly used. This could be because of the various
types of information provided by the Kinect depth sensor,
including color images, depth images, and 3D skeleton joint
positions of the human body. However, it has been reported
that the prediction of joint positions of the shoulder and trunk
by Kinect suffers from large errors when sitting with trunk
flexion (approximately 100 mm), which is a common
compensatory movement after stroke [61]. One of the
weaknesses of using marker-free vision sensors is that they can
introduce privacy concerns if used in a home and may induce
unnatural behaviors owing to the negative feelings caused by
surveillance [44].

Relatively few studies have been conducted on sensors
embedded in rehabilitation systems and ambient sensors for
compensation assessment and detection. When a stroke survivor
completes exercises with the assistance of a rehabilitation
training system, it is intuitive to use the same system for
compensation assessment [95]. However, for less complex
rehabilitation robots with a simpler setup, such as end-effector
robots, external measures may be required because the data
collected by the system are not sufficient to detect compensation
[31,42,59]. Ambient sensors are typically simple and

unobtrusive [45]. They have great potential for use in
compensation assessment and detection in less-supervised
therapy environments, especially in home settings. However,
only limited compensation can be detected by ambient sensors.
Thus, more research could focus on accurately detecting
compensatory movements using these sensors.

In summary, all sensor technologies have their own advantages
and disadvantages. Both marker-based motion capture systems
and physiological sensing technologies are limited by their use
of a more controlled environment. Although with great accuracy
in compensation detection, the setup is complicated and requires
expert experience. Marker-based technology is usually used as
the gold standard to test the accuracy of other technologies in
compensation detection and measurement. In comparison with
the results of marker-based technologies, body-worn sensors
[27,28,43], marker-free vision sensors [86], sensors embedded
in rehabilitation training systems [42], and ambient sensors [45]
have also been proven effective in compensation assessment
and detection. Body-worn sensors, marker-free vision sensors,
and ambient sensors are low-cost, easy to set up, and can be
used in less-controlled environments, such as home settings.
However, marker-free vision sensors can increase privacy
concerns. Thus, it may cause deployment issues in the home
environment. Both wearable sensors and marker-free vision
sensors can cause incorrect postures owing to the unnatural
movements induced by the sensors. Directly using sensors
embedded in rehabilitation training systems to assess and detect
compensation could be a simple and convenient method.
However, researchers should be aware of (1) whether the sensors
in the system can meet the accuracy requirements and (2)
whether the sensors in the system can capture all the necessary
data for compensation assessment and detection. Finally, it is
suggested that a rehabilitation training system be built that
integrates training exercises, compensation assessment and
detection, and real time compensation feedback for stroke
survivors to perform effective rehabilitation with less or even
without the supervision of a therapist.

RQ4: Which Statistical or AI Methods Have Been Used
for Compensation Assessment and Detection?
Research based on statistical methods provides valuable
information about compensation assessment and detection, such
as the difference in compensation measurements between
healthy people and stroke survivors [20,66,73,84], changes in
compensation measurements before and after an intervention
[34,62,63,72], and the correlation of physiological signals with
compensation measurements [30,39,71]. This information can
be processed further in future studies for compensation
assessment and detection.

The majority of studies used descriptive statistics, such as mean
and SD, for real time compensation detection
[23,47,68,69,82,83,86]. Although descriptive statistics are
simple to use, the application of this method to detect
compensation relies heavily on expert experience. For example,
an acceptable range of compensation measurements was set by
therapists, and the occurrence of compensation was decided by
the therapists based on observation of the stroke survivors’
movements if they exceeded the compensation range. Therefore,
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this method is subjective and may not be accurate. In future,
more research could focus on using other statistical methods,
such as logistic regression, for real time detection of
compensatory movements.

In contrast to statistical methods, AI methods have been used
to automatically detect compensatory postures. They showed
great potential for real time compensatory posture detection in
less-supervised therapy environments
[43-45,48-50,53,54,74,78,79,91]. One limitation of this research
area is that there are few public data sets on compensatory
movements in stroke survivors. In our review, only one open
data set (the Toronto Rehab Stroke Posture data set) was found.
Open research data are an originally collected data set that is
accessible and can be reused by other researchers to conduct
their research [96,97]. It has been gaining attention and growing
popularity among researchers and funding agencies [96,98]. As
such, future studies should make data accessible and sharable
among research communities.

Furthermore, although a variety of ML algorithms have been
identified for compensatory posture detection, they can only
identify a single compensatory posture at a time, which cannot
meet the situation where multiple compensatory postures appear
concurrently. Moreover, AI methods have not yet been used to
predict the occurrence of compensation. Therefore, more effort
is needed to build more heterogeneous AI models, such as
multilabel ML models and deep learning models, for multiple
compensation detection and prediction.

Strengths and Limitations
Our study had several strengths. This study applied
comprehensive searches in both technology and medical fields.
This is the first comprehensive systematic review of

technology-based compensation assessment and detection in
UE rehabilitation for stroke survivors. It is the only systematic
review summarizing compensation models and their
measurements and has reviewed the use of statistical and AI
methods for compensation assessment and detection.

Our study has some limitations. First, the review included only
references in English. Second, owing to inconsistencies in
compensation assessment criteria across studies, the review did
not include comparisons of the effectiveness of different
technologies for compensation evaluation.

Conclusions and Future Research
This systematic review focuses on how technologies are used
for compensation assessment and detection during UE
rehabilitation of stroke survivors. It covers models and
measurements to describe the compensation and different types
of sensors and statistical and AI methods for compensation
assessment and detection. Evidence suggests that
technology-based compensation assessment and detection can
augment rehabilitation without the constant presence of
therapists. Future studies could (1) explore how to develop a
set of gold standard quantitative compensation measurements;
(2) investigate how to overcome the discussed defects of
body-worn sensors, marker-free vision sensors, and
system-embedded sensors in compensation evaluation and how
to integrate feedback with these sensors so that they can be used
in less-supervised or even unsupervised UE rehabilitation
environments; (3) focus more on open data as they provide
opportunities for reuse in algorithm development for automatic
real time compensation assessment and detection; (4) study
multilabel classification algorithms and deep learning algorithms
for multiple compensation detection; and (5) research more on
compensation prediction.
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Abstract

Background: Digital mental health interventions are increasingly prevalent in the current context of rapidly evolving technology,
and research indicates that they yield effectiveness outcomes comparable to in-person treatment. Integrating professionals (ie,
psychologists and physicians) into digital mental health interventions has become common, and the inclusion of guidance within
programs can increase adherence to interventions. However, employing professionals to enhance mental health programs may
undermine the scalability of digital interventions. Therefore, delegating guidance tasks to paraprofessionals (peer supporters,
technicians, lay counsellors, or other nonclinicians) can help reduce costs and increase accessibility.

Objective: This systematic review and meta-analysis evaluates the effectiveness, adherence, and other process outcomes of
nonclinician-guided digital mental health interventions.

Methods: Four databases (MEDLINE, Embase, CINAHL, and PsycINFO) were searched for randomized controlled trials
published between 2010 and 2020 examining digital mental health interventions. Three journals that focus on digital intervention
were hand searched; gray literature was searched using ProQuest and the Cochrane Central Register of Control Trials (CENTRAL).
Two researchers independently assessed risk of bias using the Cochrane risk-of-bias tool version 2. Data were collected on
effectiveness, adherence, and other process outcomes, and meta-analyses were conducted for effectiveness and adherence outcomes.
Nonclinician-guided interventions were compared with treatment as usual, clinician-guided interventions, and unguided
interventions.

Results: Thirteen studies qualified for inclusion. Nonclinician-guided interventions yielded higher posttreatment effectiveness
outcomes when compared to conditions involving control programs (eg, online psychoeducation and monitored attention control)
or wait-list controls (k=7, Hedges g=–0.73; 95% CI –1.08 to –0.38). There were also significant differences between
nonclinician-guided interventions and unguided interventions (k=6, Hedges g=–0.17; 95% CI –0.23 to –0.11). In addition,
nonclinician-guided interventions did not differ in effectiveness from clinician-guided interventions (k=3, Hedges g=0.08; 95%
CI –0.01 to 0.17). These results suggest that guided digital mental health interventions are helpful to improve mental health
outcomes regardless of the qualifications of the individual performing the intervention, and that the presence of a nonclinician
guide improves effectiveness outcomes compared to having no guide. Nonclinician-guided interventions did not yield significantly
different adherence outcomes when compared with unguided interventions (k=3, odds ratio 1.58; 95% CI 0.51 to 4.92), although
a general trend of improved adherence was observed within nonclinician-guided interventions.

Conclusions: Integrating paraprofessionals and nonclinicians appears to improve the outcomes of digital mental health
interventions, and may also enhance adherence outcomes (though this trend was nonsignificant). Further research should focus
on the specific types of tasks these paraprofessionals can successfully provide (ie, psychosocial support, therapeutic alliance, and
technical augmentation) and their associated outcomes.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e36004 | p.171https://www.jmir.org/2022/6/e36004
(page number not for citation purposes)

Leung et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:daniel.vigo@ubc.ca
http://www.w3.org/Style/XSL
http://www.renderx.com/
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digital health; digital health intervention; patient outcome

Introduction

The 2017 World Psychiatric Association-Lancet Psychiatry
Commission on the Future of Psychiatry highlighted digital
psychiatry and the reform of traditionally structured mental
health services as key priority areas for the future of the field
[1]. Digital mental health interventions (or e-mental health
interventions) have become increasingly prevalent in recent
years, and research suggests that these interventions have similar
effectiveness as in-person mental health treatment [2]. These
interventions have been effective in addressing a range of mental
health concerns and can reduce the severity of depression [3],
anxiety, and stress, reduce eating disorder symptoms, improve
social well-being [4], and reduce alcohol consumption [5].

In addition to generating positive health outcomes, offering
mental health treatment through digital platforms offers several
advantages over brick-and-mortar formats. A digital
intervention’s inherent scalability enhances social welfare,
protects patients from stigma and discrimination, and allows
for low- and middle-income countries or geographically
inaccessible areas to deploy critical mental health care that
would otherwise be impractical due to insufficiencies in service
infrastructure [6]. It can also be of use in higher-income
countries, where it can provide increased convenience and
accessibility for populations wishing to remain anonymous due
to mental health stigma, reduce costs, broaden the reach of
treatment, and increase the flexibility of treatment [7,8]. Digital
interventions can also increase willingness to use mental health
services: a study of US soldiers reported that 33% of those
unwilling to utilize in-person counselling were willing to utilize
a technology-based mental health treatment [9].

Digital mental health interventions have become widely
available, but adherence has been poor [10]. Low adherence
may subvert the effectiveness of digital mental health tools [11].
Implementing human support for digital interventions may offer
a solution by improving adherence and effectiveness outcomes;
this improvement may be mediated by the increased
accountability that coaches provide through assistance, support,
and scheduled contacts [12].

While human support is often provided by clinicians with
positive effects [13,14], integrating professional clinicians into
digital interventions can be costly and resource intensive.
Engaging nonclinicians, such as lay workers and peers, offers
a cost-effective way to address the gap in treatment [1]; shifting
certain tasks that a professional would normally provide (such
as developing a therapeutic alliance, providing weekly reminders
for program completion, or general administrative tasks) onto
a lesser-trained nonclinician coach can reduce costs and enable

scaling up of digital interventions. The literature suggests this
strategy can be effective; a meta-analysis of digital interventions
for anxiety disorders did not identify significant differences in
treatment outcomes between coaches of varying qualifications
or levels of training [15]. Further, a systematic review of
peer-to-peer interactions in digital interventions reported that
peer support yielded positive effects on effectiveness and
adherence outcomes alongside increased perceptions of social
support for individuals with psychotic disorders [16]. Therefore,
it seems intuitive to utilize paraprofessionals or peers to
administer certain forms of support.

Despite the abundance of research on clinician-guided digital
mental health interventions and studies suggesting the benefits
of integrating nonclinicians, the pooled effects of
nonclinician-guided digital interventions on a broader range of
mental health and substance use issues do not appear to have
been formally evaluated. As such, we conducted a systematic
literature review and meta-analysis examining the effectiveness,
adherence, and other process outcomes of nonclinician-guided
digital mental health interventions compared to clinician-guided
and unguided digital mental health interventions and to treatment
as usual.

Methods

Inclusion and Exclusion Criteria
Randomized controlled trials (RCTs) qualified for inclusion if
(1) they evaluated a digital intervention addressing clinical or
subthreshold mental health, substance use–related issues, or
direct determinants of these issues; (2) the digital intervention
targeted the mental health of the individual receiving the
intervention (eg, parenting interventions targeting the mental
health of the child were excluded); (3) the digital intervention
targeted primary mental health outcomes (as opposed to mental
health outcomes secondary to physical conditions); (4) the
digital intervention was supported by a nonclinician (eg, a peer,
research assistant, or other layperson); (5) the control groups
were (a) offered an unguided intervention, (b) offered
clinician-guided intervention (ie, by a psychiatrist, psychologist,
therapist, social worker, graduate student in a mental
health–related field, or student completing clinical practicum
training), (c) offered an in-person intervention, (d) put on a
wait-list for a digital intervention or offered any form of
“treatment as usual,” or (e) offered an active control intervention
(eg, monitored attention control or informative emails); (6) they
included subjects between 16 and 64 years old; and (7) they
reported effectiveness, adherence, or other process outcomes
as primary outcomes. The inclusion criteria were piloted on
small samples of studies and refined accordingly. Any
disagreements were resolved through discussion or consultation
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with a third researcher (DV). Only English-language or
English-translated publications were included.

Search Strategy
A systematic search of literature published between 2010 and
2020 was conducted in July 2020. The publication time frame
was selected to ensure included technologies were current rather
than outdated (eg, video conferencing vs CD-ROM); thus, the
findings are applicable to the current landscape of digital
intervention research. Four databases (MEDLINE, Embase,
CINAHL and PsycINFO) were searched using MeSH terms,
keywords, and text (Multimedia Appendix 1).

Three theme-specific journals (Internet Interventions, Lancet
Digital Health and the Journal of Medical Internet Research)
were also hand searched. ProQuest and the Cochrane Central
Register of Controlled Trials (CENTRAL) were searched for
gray literature. Forward and backward reference chaining of
included studies was performed and relevant reviews found
through screening were searched for pertinent papers. Emails
were sent to authors of relevant protocols and conference

proceedings to ascertain whether an RCT had been conducted.
The review protocol was registered on the International
Prospective Register of Systematic Reviews (PROSPERO)
before data extraction was initiated (CRD42020191226).

Study Selection
Titles and abstracts were independently screened by 2
researchers (CL and JP), then full text reports were
independently evaluated by the same 2 researchers. Conflicts
were resolved through discussion or, when needed, consultation
with a third researcher (DV). Covidence, a web-based screening
tool (Veritas Health Innovation), was used to facilitate
collaborative screening [17].

Through searching, 3113 studies were identified. After
deduplication, titles and abstracts of 1868 studies and full texts
of 145 studies were screened. Thirteen studies qualified for
inclusion. The PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) flow diagram is
presented in Figure 1.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart.

Data Extraction and Study Characteristics
CL extracted data from the included articles (N=13), and JP
validated the extracted data. Disagreements were resolved
through discussion. Extracted data included intervention name,
location, duration, design, arms, sample size, targeted mental
health problem or disorder, theoretical model, nonclinician
guide qualification, effectiveness outcomes, adherence
outcomes, process outcomes, and results for these outcomes
(results are shown in Table 1; additional information is shown

in Multimedia Appendix 2). There were 3227 participants across
the 13 studies. Treatment durations ranged from 4 to 12 weeks
and sample sizes ranged from 30 to 1405 participants. The
majority of interventions targeted mood and anxiety disorders
(n=7). Other studies targeted well-being (n=1), stress (n=1),
posttraumatic stress disorder (n=1), obsessive compulsive
disorder (n=1), bipolar disorder (n=1), and substance use (n=2).
Cognitive behavioral therapy was the most common theoretical
model underpinning the interventions.
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Table 1. Summary of results.

ResultsStudy, year

An et al, 2013 [18]

Substance use (smoking)Targeted disorder

Nonclinician, 456; unguided, 473; control; 476Subjects for each study condition, n

Nonclinician, 14%; unguided, 11%; control, 9%Effectiveness outcome (30-day smoking
abstinence), %

Arjadi et al, 2018 [19]

DepressionTargeted disorder

Nonclinician, 159; control, 154Subjects for each study condition, n

Nonclinician, 8.5 (5.74); control, 10.83 (6.21)Effectiveness outcome (Patient Health
Questionnaire-9 score), mean (SD)

Day et al, 2013 [20]

DepressionTargeted disorder

Nonclinician, 33; control (delayed access), 33Subjects for each study condition, n

Nonclinician, 10.43 (4.49); control, 14.6 (9.51)Effectiveness outcome (Depression, Anxiety
and Stress Scale depression score), mean
(SD)

Nonclinician, 61%; control, N/Aa (adherence outcomes unreported)Adherence outcome (completion of all
modules), %

UsefulnessProcess outcome

The average usefulness rating of the overall modules was 6.78/10 (ranging from 1, “not useful at
all,” to 10, “extremely useful”).

Results

Dirkse et al, 2020 [21]

DepressionTargeted disorder

Nonclinician, 41; unguided, 42Subjects for each study condition, n

Nonclinician, 4.83 (2.7); unguided, 5.51 (4.5)Effectiveness outcome (Patient Health
Questionnaire-9 score), mean (SD)

Nonclinician, 93%; unguided, 81%Adherence outcome (completion of all
modules), %

SatisfactionProcess outcome

A total of 85% of unguided and 90% of nonclinician-guided participants were either “satisfied” or
“very satisfied” with the course (no significant difference), 93% of unguided and 100% of nonclin-

Results

ician-guided participants were either “satisfied” or “very satisfied” with the quality of the lessons
and the materials (no significant difference); nonclinician-guided participants had significantly
higher levels of satisfaction with the level of support, though both groups had relatively high satis-
faction (96% of participants overall were “satisfied” or “very satisfied”).

Farrer et al, 2011 [22]

DepressionTargeted disorder

Nonclinician, 41; unguided, 38; control, 35Subjects for each study condition, n

Nonclinician, 21 (12.4); unguided, 24.4 (13.6); control, 35.1 (13.9)Effectiveness outcome (Center for Epidemi-
ologic Studies Depression Scale score),
mean (SD)

Nonclinician, 37.7%; unguided, 31.6%; control, N/A (received no intervention)Adherence outcome (minimum dose: 3/5
modules), %

Nonclinician, 17.8%; unguided, 15.8%; control, N/A (received no intervention)Adherence outcome (completion of all
modules), %

Flynn et al, 2020 [23]

Mental well-beingTargeted disorder

Nonclinician, 30; unguided, 30Subjects for each study condition, n
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ResultsStudy, year

Nonclinician, 48.43 (12.66); unguided, 42.88 (9.66)Effectiveness outcome (Warwick-Edinburgh
Mental Wellbeing Scale score), mean (SD)

Nonclinician, 52%; unguided, 43%Adherence outcome (completion of all
modules), %

Heber et al, 2016 [24]

StressTargeted disorder

Nonclinician, 132; control (delayed access), 132Subjects for each study condition, n

Nonclinician, 17.88 (6.17); control, 22.96 (6.07)Effectiveness outcome (Perceived Stress
Scale-10 score), mean (SD)

Nonclinician, 70.5%; control, N/A (adherence outcomes unreported)Adherence outcome (completion of all
modules), %

SatisfactionProcess outcome

A total of 92.2% of participants were “satisfied in an overall, general sense” (ie, either “very satisfied”
or “mostly satisfied”).

Results

Kobak et al, 2015 [25]

Obsessive compulsive disorderTargeted disorder

Clinician, 31; nonclinician, 28; unguided, 28Subjects for each study condition, n

Clinician, 15.32 (7.04); nonclinician, 15.61 (5.88); unguided, 16.32 (6.97)Effectiveness outcome (Yale Brown Obses-
sive Compulsive Scale score), mean (SD)

Satisfaction, usabilityProcess outcomes

A total of 98% of participants “agreed” or “strongly agreed” with the statement that “they were
satisfied with bt steps.” For usability, the mean total system usability score was 83.5/100 (between
“good” and “excellent”).

Results

Possemato et al, 2019b [26]

Posttraumatic stress disorder and hazardous drinkingTargeted disorder

Nonclinician, 15; unguided, 15Subjects for each study condition, n

Nonclinician, 41.78 (14.90); unguided, 43.16 (13.42)Effectiveness outcome (Posttraumatic Stress
Disorder Checklist—Military score), mean
(SD)

SatisfactionProcess outcome

A total of 78% of participants were “very satisfied.”Results

Proudfoot et al, 2012 [27]

Bipolar disorder (perception of illness)Targeted disorder

Nonclinician, 139; unguided, 141; control, 139Subjects for each study condition, n

Nonclinician, 79.9%; unguided, 69.1%; control, N/A (received no intervention)Adherence outcome (minimum dose; 4/8
module workbooks)

38.8% across 3 groupsAdherence outcome (completion of all
modules)

Robinson et al, 2010 [28]

Generalized anxiety disorderTargeted disorder

Clinician, 47; nonclinician, 50; control (delayed access), 48Subjects for each study condition, n

Clinician, 5.55 (4.73); nonclinician, 6.02 (3.43); control, 11.25 (4.70)Effectiveness outcome (General Anxiety
Disorder-7 score), mean (SD)

Clinician, 74%, nonclinician, 80%; control, N/A (received no intervention)Adherence outcome (completion of all
modules), %

SatisfactionProcess outcome

A total of 87% of participants in the nonclinician-guided and clinician-guided groups were either
“very satisfied” or “mostly satisfied” with the overall program (no significant difference).

Results
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ResultsStudy, year

Rosso et al, 2017 [29]

DepressionTargeted disorder

Nonclinician, 37; control, 40Subjects for each study condition, n

Nonclinician, 9.17 (6.92), control, 14.05 (5.34)Effectiveness outcome (Hamilton Depres-
sion Rating Scale-17 score), mean (SD)

Nonclinician, 92%; control, 75%Adherence outcome (completion of all
modules), %

Titov et al, 2010 [30]

DepressionTargeted disorder

Clinician, 46; nonclinician, 41; control, 40Subjects for each study condition, n

Clinician, 14.59 (11.12); nonclinician, 15.29 (9.81); control, 26.15 (10.14)Effectiveness outcome (Beck Depression
Inventory-II score), mean (SD)

Clinician, 80%; nonclinician, 80%; control, N/A (adherence outcomes unreported)Adherence outcome (completion of all
modules), %

SatisfactionProcess outcome

A total of 87% of participants in the nonclinician-guided or clinician-guided groups were either
“very satisfied” or “mostly satisfied” with the overall program (no significant difference).

Results

aN/A: not applicable.
bPossemato reported a nonclinician intervention retention rate of 93% and unguided intervention retention rate of 73% but did not define “intervention
retention.”

Quality Assessment
Two researchers (CL and JP) independently assessed risk of
bias using Version 2 of the Cochrane risk-of-bias tool version
2 (RoB 2) [31]. Disagreements were resolved through discussion
with a third researcher (DV). The RoB 2 evaluates the risk of
bias associated with randomization, deviation from the intended
intervention, missing outcome data, outcome measurement, and
selection of the reported result. Each domain was assigned a
judgment of “low risk of bias,” “some concerns,” or “high risk
of bias.”

Outcomes
The effectiveness outcomes described changes in mental health
symptomology or substance use behaviors. Five studies included
primary effectiveness outcomes, so 2 mental health clinicians
were consulted in developing a hierarchy of outcomes [32].
When multiple mental health concerns were fully assessed as
primary outcomes, the clinical metric that was reported as a
primary outcome (eg, obsessive compulsive disorder over stress)
among a greater number of studies was selected. When multiple
instruments were used, the clinical outcomes were prioritized
and reported (eg, Posttraumatic Stress Disorder
Checklist-Military, which assesses posttraumatic stress disorder,
was selected over the World Health Organization Quality of
Life Questionnaire, which assesses quality of life). When
multiple clinical instruments were reported, the most thorough
instrument was reported (eg, Beck Depression Inventory, a
21-item inventory, was selected over the Patient Health
Questionnaire, a 9-item inventory).

Adherence outcomes were defined as the proportion of
participants that either fully completed the intervention or
completed a defined minimum dose of the intervention; both

full completion and minimum dose completion outcomes were
included in the adherence meta-analysis due to the small number
of studies reporting minimum dose adherence. Process outcomes
consisted of participant satisfaction, intervention usefulness,
and digital tool usability.

Data Analysis
A random effects model was used to conduct all meta-analyses
[33]. This model assumes a distribution of true effect sizes,
accounting for the different populations that each publication
studied [32]. Outcomes were analyzed using the meta [34],
metafor [35], and esc [36] packages in RStudio (version 3.6.2;
R Foundation) (Multimedia Appendix 3 includes the full code).

Three meta-analyses of effectiveness outcomes were conducted:
nonclinician-guided interventions versus clinician-guided
interventions [25,28,30], nonclinician-guided interventions
versus unguided interventions [18,21-23,25,26], and
nonclinician-guided interventions versus controls (ie, wait-list
or monitored attention control) [18-20,22,24,28-30]. Unguided
interventions provided the same content as clinician or
nonclinician-guided interventions (without the guide
component), whereas control programs may not have included
an intervention (ie, they used a wait-list) or may have provided
different content than was utilized in the intervention arm. This
meta-analytic approach avoids conflating active treatment arms
with wait-list controls and more clearly elucidates the effects
of nonclinician guidance. Meta-analyses of posttreatment effects
were conducted for all 3 comparisons, and meta-analyses of
follow-up effects were conducted for the nonclinician-guided
intervention versus unguided intervention and
nonclinician-guided intervention versus control comparisons.
Although both posttreatment standardized mean difference
(SMD) and pretest-posttest control group (dppc2) [37] effect
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sizes have been utilized in similar meta-analyses [38,39], we
determined that the posttreatment SMD effect size was most
appropriate due to the lack of pre-post correlation values
available from the included studies and the criticisms of pre-post
effect size methods [40]. A sensitivity analysis was conducted
comparing the 2 methods and resulted in the same pattern of
findings. Hedges g effect sizes were used alongside their
respective 95% CIs to correct for small sample sizes [41] and
were interpreted according to recommendations [42] (small
effect: <0.20; medium effect: 0.21-0.50; and large effect:
0.51-0.80). When a high level of heterogeneity was observed
in the meta-analysis of nonclinician-guided interventions and
controls, a meta-regression evaluating the effects of the control
group type (wait-list vs control intervention) was conducted to
determine whether these effects contributed to the heterogeneity.

Most studies reported reductions in symptoms as negative
effects. A minority of papers reported effects that increased
with symptom reduction, so these outcomes were reverse coded
[18,23]. Proudfoot et al (2012) was excluded from the
meta-analyses because only coefficients (rather than group
scores) were reported [27], and the authors could not be reached
to obtain the necessary data.

One meta-analysis was conducted for adherence outcomes,
comparing nonclinician-guided interventions and unguided
interventions, as there was insufficient data to conduct additional
comparisons. Odds ratios were used as effect sizes [43]. Study
selection for this meta-analysis was based on whether the results
of the publication described full intervention completion rates
in nonclinician-guided groups and unguided groups (3
publications satisfied these criteria; Table 1). No meta-analysis
was conducted for other process outcomes (ie, satisfaction,
usability, and usefulness) due to the small number of studies
reporting these outcomes, but findings have been summarized
below.

Results

Quality Assessment
RoB 2 was used to conduct an assessment of the methodological
quality of the 13 included papers (Table 2). Separate assessments
were conducted for effectiveness, adherence, and process
outcomes (Multimedia Appendix 4).

Effectiveness outcomes were assessed for 12 papers: 4 studies
scored “high risk,” 5 studies scored “some concerns,” and 4
studies scored “low risk.” High risk was most commonly driven
by domain 3 (missing outcome data) and domain 4
(measurement of the outcome). High risk of bias was associated
with domain 3 when experimenters did not adequately correct
for bias stemming from missing data or did not describe doing
so, since participants who completed follow-up measures were
more likely to have more favorable efficacy outcomes than
dropouts.

Adherence outcomes were assessed for the 12 papers that
reported adherence outcomes. Five types of adherence outcomes
were evaluated: completion of the whole intervention,
completion of a minimum dose, percentage completion of each
intervention module, mean number of modules completed, and
intervention retention. Papers that reported multiple adherence
outcomes were assessed for each adherence outcome reported,
though each of these papers scored the same overall risk of bias
for each adherence outcome. Two studies scored “high risk,” 7
studies scored “some concerns,” and 3 studies scored “low risk.”
High risk was driven by domain 2 (deviations from intended
interventions) and domain 5 (selection of the reported result).

Process outcomes (satisfaction, usefulness, and usability) were
assessed for 7 papers; 6 studies scored “high risk” and 1 study
scored “some concerns.” High risk was most associated with
domain 3 (missing outcome data); since many of these outcomes
were subjective in nature, participants who completed follow-up
measures may have been more likely to rate these outcomes
favorably than dropouts.
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Table 2. Cochrane risk-of-bias tool version 2 summary.

OverallSelection of
the reported
result

Measurement of
the outcome

Missing outcome
data

Deviations from
intended interven-
tions

Randomization
process

Study, year

Effectiveness outcome assessments

HighHighSome concernsHighSome concernsLowAn et al, 2013 [18]

LowLowLowLowLowLowArjadi et al, 2018 [19]

Some concernsSome con-
cerns

LowLowLowLowDay et al, 2013 [20]

Some concernsSome con-
cerns

LowLowLowLowDirkse et al, 2020 [21]

HighHighLowLowLowSome concernsFarrer et al, 2011 [22]

HighSome con-
cerns

LowHighHighLowFlynn et al, 2020 [23]

Some concernsSome con-
cerns

LowLowLowLowHeber et al, 2016 [24]

HighSome con-
cerns

LowLowHighSome concernsKobak et al, 2015 [25]

Some concernsSome con-
cerns

Some concernsLowLowLowPossemato et al, 2019 [26]

Some concernsLowSome concernsLowLowSome concernsRobinson et al, 2010 [28]

Some concernsSome con-
cerns

LowLowLowLowRosso et al, 2017 [29]

HighSome con-
cerns

LowHighLowSome concernsTitov et al, 2010 [30]

Adherence outcome assessments—completion of whole intervention

LowLowLowLowLowLowDay et al, 2013 [20]

Some concernsLowLowLowLowSome concernsDirkse et al, 2020 [21]

Some concernsLowLowLowLowSome concernsFarrer et al, 2011 [22]

HighLowLowLowHighLowFlynn et al, 2020 [23]

Some

Concerns

LowLowLowSome concernsLowHeber et al, 2016 [24]

HighHighLowLowLowLowProudfoot et al, 2012 [27]

Some concernsLowLowLowLowSome concernsRobinson et al, 2010 [28]

LowLowLowLowLowLowRosso et al, 2017 [29]

Some concernsLowLowLowLowSome concernsTitov et al, 2010 [30]

Adherence outcome assessments—completion of minimum dose

Some concernsLowLowLowSome concernsLowAn et al, 2013 [18]

Some concernsLowLowLowLowSome concernsFarrer et al, 2011 [22]

HighHighLowLowLowLowProudfoot et al, 2012 [27]

Adherence outcome assessments—percentage completion of each intervention module

LowLowLowLowLowLowArjadi et al, 2018 [19]

Some concernsLowLowLowLowSome concernsFarrer et al, 2011 [22]

Adherence outcome assessments—mean number of modules completed

Some concernsSome con-
cerns

LowLowLowLowPossemato et al, 2019 [26]

Process outcome assessments

HighLowHighHighLowLowDay et al, 2013 [20]
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OverallSelection of
the reported
result

Measurement of
the outcome

Missing outcome
data

Deviations from
intended interven-
tions

Randomization
process

Study, year

HighSome con-
cerns

HighLowLowLowDirkse et al, 2020 [21]

HighLowLowHighSome concernsLowHeber et al, 2016 [24]

HighSome con-
cerns

Some concernsLowHighSome concernsKobak et al, 2015 [25]

HighLowHighHighLowLowPossemato et al, 2019 [26]

HighLowLowHighLowSome concernsRobinson et al, 2010 [28]

HighSome con-
cerns

HighHighLowSome concernsTitov et al, 2010 [30]

Primary Posttreatment Effectiveness Outcomes

Nonclinician Versus Clinician
The overall effect size from 3 studies was 0.08 (95% CI –0.01
to 0.17), indicating nonclinician-guided interventions did not

significantly differ from clinician-guided interventions with
respect to participant mental health outcomes. The distribution
of effect sizes was homogeneous (P=.98) and is shown in Figure
2 as a forest plot.

Figure 2. Nonclinician versus clinician, posttreatment. SMD: standardized mean difference.

Nonclinician Versus Unguided
The overall effect size (k=6, Hedges g=-0.17; 95% CI –0.23 to
–0.11) between nonclinician-guided interventions and unguided
interventions was significant. This small effect size indicates

that digital mental health interventions were more effective
when paraprofessionals or nonclinicians were involved in the
intervention. The distribution of effect sizes was homogeneous
(P=.99), ranging from –0.31 to –0.09, and is shown in Figure
3 as a forest plot.

Figure 3. Nonclinician versus unguided, posttreatment. SMD: standardized mean difference.

Nonclinician Versus Control
Based on 8 studies, the overall effect size was –0.73 (95% CI
–1.08 to –0.38). This significant, large effect size indicates
nonclinician-guided interventions yielded higher posttreatment
effectiveness outcomes than control programs (eg, online

psychoeducation and monitored attention control) or wait-list
controls. The distribution of effect sizes was heterogeneous
(P<.001), ranging from –1.26 to –0.27, and is shown in Figure
4 as a forest plot. The heterogeneity was further examined
through a meta-regression using type of control (wait-list
control, k=5 [20,22,24,28,30] or control intervention program,
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k=3 [18,19,29]). Results from the meta-regression indicate that
variability in the observed effect sizes can be explained by

whether the study implemented a wait-list control or control

intervention program (k=8, R2=94.32%, P=.23).

Figure 4. Nonclinician versus control, posttreatment. SMD: standardized mean difference.

Follow-up Outcomes

Nonclinician Versus Unguided
Nonclinician-guided interventions yielded higher effectiveness
outcomes than unguided interventions at follow-up, with a

medium effect size (k=5, Hedges g=-0.24; 95% CI –0.41 to
–0.08). The distribution of effect sizes was homogeneous
(P=.79); results are shown in Figure 5 as a forest plot.

Figure 5. Nonclinician versus unguided, follow up. SMD: standardized mean difference.

Nonclinician Versus Control
Overall, nonclinician-guided interventions exhibited sustained
improvement in effectiveness outcomes when compared to
conditions involving wait-list controls and monitored attention
controls at follow-up assessments; a large effect size was
obtained (k=3, Hedges g=-0.91; 95% CI –1.53 to –0.29). Results
are shown in Figure 6 as a forest plot. As a high level of

heterogeneity was obtained, a meta-regression was conducted
as a sensitivity analysis. The dependent variable was the effect
size obtained from each study, and the explanatory variable was
the type of control (wait-list control or control intervention
program). The results indicated that all heterogeneity was

accounted for by the type of control (k=3, R2=100%, P=.50),
but this result could have been influenced by the minimal
number of studies.

Figure 6. Nonclinician versus control, follow up.
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Adherence Outcomes
Of the 13 studies, 9 reported the percentage of participants who
completed the intervention [18,20,21,23,24,27-30]; 2 studies
reported the percentage of participants who completed a defined
minimum dose [22,27]; 2 studies reported the percentage of
participants who completed each module [21,24], and 1 study
reported the “intervention retention” percentage [26]. There
was wide variation in adherence rates between the studies for
both minimum dose and full completion measures. Minimum
dose completion rates ranged from 31.6% to 79.9% and
intervention completion rates ranged from 15.8% to 93%.

Full completion adherence rates in nonclinician-guided and
unguided groups were compared in 3 studies [21-23] and were
therefore pooled in a meta-analysis; all 3 studies reported higher
adherence rates in the nonclinician-guided groups. The

meta-analysis indicated no significant effects on adherence
outcomes in nonclinician versus unguided interventions (k=3,
odds ratio 1.58 (95% CI 0.51 to 4.92)), although there was a
general trend toward improved adherence outcomes when a
nonclinician was involved (Figure 7).

Of the 2 studies that compared adherence rates in
nonclinician-guided and clinician-guided groups, Robinson et
al [28] reported higher adherence rates in the
nonclinician-guided group, and Titov et al [30] reported the
same adherence rates in each group. One study compared
adherence rates in nonclinician-guided and monitored-attention
control groups and reported higher adherence rates in the
nonclinician-guided group [29]. Only 1 study reported the
significance of the between-group difference and found that the
nonclinician-guided group had significantly higher rates of
intervention completion than the unguided group [28].

Figure 7. Adherence outcomes. OR: odds ratio.

Process Outcomes: Satisfaction, Usefulness, and
Usability Results
Of the 13 studies, 6 evaluated participant satisfaction, 1
measured usefulness ratings of modules, and 1 measured system
usability (Table 1). To measure participant satisfaction, 2 studies
used questionnaires based on the Credibility/Expectancy
Questionnaire [28,30], 2 studies used the Client Satisfaction
Questionnaire [24,26], and 2 studies appeared to generate their
own satisfaction measures [21,25]. The usefulness rating did
not appear to be based on a preexisting scale [20]; system
usability was measured using the System Usability Scale [25].

All studies reported that at least 78% of participants were
satisfied with the intervention. Three studies compared
satisfaction between groups. Two studies [28,30] found no
significant difference in satisfaction between
nonclinician-guided and clinician-guided groups. Dirkse et al
[21] found no significant difference in intervention satisfaction
between unguided and nonclinician-guided groups but reported
that nonclinician-guided participants had significantly higher
levels of satisfaction with the level of support. Day et al [20]
reported a mean usefulness rating of 6.78/10 across guided and
unguided groups. Kobak et al [25] reported a mean total system
usability score of 83.5/100 across guided and unguided groups,
which was between “good” and “excellent.”

Discussion

Main Results

Guided Versus Unguided and Control Interventions
Our meta-analysis indicates that guided digital mental health
interventions significantly improve effectiveness outcomes
compared to both control (intervention programs and wait-list)
and unguided interventions. These results align with a seminal
systematic review of guided digital mental health interventions
by Baumeister et al, which reported that guided interventions
were more favorable than unguided interventions [13]. Two
previous meta-analyses also concluded that significant
improvements in effectiveness were associated with guide
involvement [44,45]. It is interesting and noteworthy that our
results align with these previous meta-analyses [13,44,45], as
these studies examined digital mental health intervention
research published from 2002 to 2013—a period of time when
the technological landscape was vastly different from today.
Collectively, these findings suggest that the beneficial effects
of guidance in digital mental health interventions have been
sustained through large shifts in both use of and attention to
technology and come at a time when digital mental health
interventions are critical to meet increasing need [14,46]. As
additional digital interventions are designed and deployed,
administrators, developers, and user groups (such as patients)
must be aware of the potential contributions of guides and
consider these benefits when attempting to optimize mental
health intervention outcomes.
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Nonclinician- Versus Clinician-Guided Interventions
Nonclinician-guided interventions were associated with greater
effectiveness compared to unguided interventions, yet there was
no significant difference between nonclinician and clinician
guidance. Despite the scarcity of longer follow-up data, it also
appears that the positive effects of nonclinician-guided
interventions persist beyond the intervention period. Taken
together, our findings suggest that the use of nonclinicians is a
promising way of incorporating cost-effective guidance into
digital mental health interventions; their involvement can
improve mental health outcomes to a degree on par with that
achieved by professional mental health guidance. Interventions
with guidance have improved outcomes compared to those
without guidance, and have lasting effects.

There is often an assumption that clinical intervention requires
highly trained professionals to optimize outcomes, despite
research suggesting that the presence of human support alone
increases adherence to digital mental health interventions,
thereby yielding improved efficacy and outcomes [47]. In line
with our findings, the presence of a guide—clinician or
nonclinician—is beneficial for evoking positive changes. These
results align with a review by Baumeister et al [13] that reported
that changes in symptom severity did not differ significantly in
groups supported by guides with differing levels of
qualifications (n=4). Although Baumeister et al [13] considered
clinical psychology students and psychologists without
specialized postgraduate training as guides with lower
qualifications, our study limited the designation of
lower-qualified (nonclinician) guides to true nonclinicians,
meaning graduate students in a mental health field were
excluded. Still, our results indicate that Baumeister’s [13]
findings (ie, that levels of effectiveness were comparable across
levels of guide qualification) remain true with “lay” guides as
well. This is particularly pertinent considering the push to
increase the accessibility of mental health interventions (ie,
through digital mental health platforms), given that these tools
are likely to be more beneficial when supported by a guide.
These results, therefore, show the possibility that larger-scale
digital mental health interventions supported by personnel with
lower levels of qualifications are feasible.

Adherence and Other Process Outcomes
With respect to adherence outcomes, the meta-analysis of the
3 studies we were able to pool showed no significant differences,
although there appeared to be a trend toward higher adherence
in the nonclinician-guided group relative to the unguided groups.
The adherence results excluded in the meta-analysis were
consistent with this trend. This is relatively unsurprising, given
research suggesting that human support increases adherence by
providing accountability [48]. However, there are limited studies
reporting this metric, so additional information is needed.

With respect to other process outcomes, participants in all 6
studies that evaluated satisfaction reported high satisfaction
across unguided, nonclinician-guided, and clinician-guided
groups, though it is difficult to draw conclusions, as only 3
studies reported satisfaction in multiple groups. Furthermore,
satisfaction measures included a heterogeneous landscape of
satisfaction and usability scales, with many generated only for

a specific study, and were prone to selection bias, as participants
who are less satisfied with an intervention are more likely to
drop out of the study. A more systematic understanding of how
users perceive digital mental health interventions and which
measures affect adherence would be gained if more studies
reported standardized scales for process outcomes.

Limitations of the Literature and Future Directions
Some included studies lacked a robust description of the roles
and qualifications of the nonclinician guides. Within and across
studies, nonclinician guides may have received a wide range of
training and undertaken a variety of roles. Therefore, overall
conclusions will not capture the likely heterogeneous effects of
varying types of nonclinician support. Notably, 1 paper [26]
included guides who utilized a psychosocial support approach
through divulging anecdotes and reflecting upon their own
recovery story to personally connect with participants. All other
studies included in our analyses appeared to employ a supportive
accountability model in which guides established participant
accountability by creating, revising, and monitoring adherence
goals and progress [48]. The inconsistencies and lack of detailed
descriptions of the tasks performed by guides challenged our
evaluation of which nonclinician roles were most effective, but
this limitation likely reflects the infancy of this line of research.
As nonclinician guidance appears beneficial in this context,
future examination of the support type and the nonclinician
guides’ training will be especially valuable in understanding
how best to offer support that is effective and feasible within
the digital mental health intervention format.

A similar issue (heterogeneity in definitions and measures)
hampers the evaluation of adherence and other process
outcomes. Intervention adherence differs from study attrition
or dropout, as it refers to intervention uptake rather than study
completion (eg, follow up). Study completion rates may not
reflect the actual use of the intervention (eg, Christensen H et
al [49]). The focus on adherence to digital interventions is
related to whether the user engages with the tool, rather than
whether they complete a follow-up assessment; this can be
related more to study incentives than to intervention uptake.
For this analysis, to minimize the risk of conflating intervention
adherence with study completion, we defined adherence as the
percentage of participants that completed all modules of the
intervention, as it was the most-reported measure across the
included studies. Two studies reported the percentage of
participants who completed a “minimum dose” defined by the
authors, and it has been posited that defining such minimum
intended use may improve our understanding of intervention
adherence [50]. Future studies should provide measures of
intervention adherence that can be readily understood and
differentiated from other variables, such as study completion.

Limitations of the Current Study
Our results should be interpreted with caution due to several
limitations. First, our search identified only 13 studies that
assessed the effects of nonclinician guidance in digital mental
health interventions through RCTs. Though we attempted to
minimize the risk of missing studies by using a wide range of
terms, we may have missed relevant studies given the lack of
consensus around the terminology of this emerging category of
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nonclinician support. Further, our search was limited to
English-language studies, which may have excluded studies
that would have otherwise qualified for inclusion.

Another limitation was the inconsistency in methodology and
the poor quality of many studies, which may hamper
interpretation of results. Most studies were flagged as having
“some concerns,” which aligns with the findings of other digital
mental health systematic reviews [4,51]. To mitigate this
limitation, we provided a structured assessment of bias as a
general picture of the quality of the included studies. The
duration between posttreatment and follow-up assessments also
varied, and a wide range of sample sizes was found in our
search. Notably, some papers included upwards of 100
participants in each trial arm [18,19,24], while other papers
included approximately 30 participants in each trial arm. We
evaluated our meta-analytic results to ensure study size did not
unduly influence or skew the overall findings, but future
evaluations of digital mental health interventions should aim to
include more participants, in addition to standardizing follow-up
assessments, to accurately capture lasting effects of the
intervention.

Finally, while there was wide variation in heterogeneity across
meta-analyses, the nonclinician versus control meta-analyses
at both posttreatment and follow-up time points had moderate

to high heterogeneity values (I2=75% and 58%, respectively)
[52]. It appears the variation in control groups contributed to
the heterogeneity; the type of control implemented by the study
accounted for a large portion (94%) of heterogeneity. It is also
important to note that we did not evaluate all possible
explanatory variables through meta-regression, given our small
number of eligible studies. Future meta-regressions should
evaluate the effects of other factors, such as setting and
population. Despite these limitations, our study provides

valuable results in terms of next steps for this field of research,
as well as allowing for a promising preliminary assessment of
nonclinician guidance of digital interventions.

Conclusion
Digital mental health interventions have emerged as a promising
means of providing more accessible mental health care. This
review demonstrates that nonclinician guidance yields more
improvement in effectiveness outcomes than unguided or control
interventions, and that nonclinician guidance can generate
effectiveness outcomes comparable to those of clinician
guidance in the context of digital mental health interventions.
These results are encouraging, as integrating nonclinician
guidance can increase the scalability and cost efficiency of
digital interventions to meet the current demand for support. In
particular, nonclinicians such as peers or technicians are much
more readily available than clinicians and may be perceived as
more relatable (eg, through having lived experience with mental
health difficulties) and approachable (eg, it may be less
stigmatizing to talk with a peer than a professional) by
individuals seeking support. Incorporating nonclinician guides
may be an advantageous way in which to facilitate access to
effective support, since health system administrators and funding
agencies may be more responsive to interventions that are likely
to optimize benefits (ie, improved individual and community
health and reduction in use of other services) but require
relatively minimal resource demands. Further studies
investigating the effects of guide qualification on digital health
intervention effectiveness and process outcomes are needed and
should clearly describe the specific roles of the guides, compare
different levels of nonclinician support (eg, technician guidance
vs psychosocial support), investigate the contributing
mechanisms, and examine implementation feasibility for
different types of guides.
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Abstract

Background: In recent years, efforts have been made to implement virtual reality (VR) to support the delivery of poststroke
upper extremity motor rehabilitation exercises. Therefore, it is important to review and analyze the existing research evidence of
its effectiveness.

Objective: Through a systematic review and meta-analysis of randomized controlled trials, this study examined the effectiveness
of using VR-supported exercise therapy for upper extremity motor rehabilitation in patients with stroke.

Methods: This study followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines.
The CINAHL Plus, MEDLINE, Web of Science, Embase, and Cochrane Library databases were searched on December 31, 2021.
Changes in outcomes related to impairments in upper extremity functions and structures, activity limitations, and participation
restrictions in life situations from baseline to after intervention, after intervention to follow-up assessment, and baseline to
follow-up assessment were examined. Standardized mean differences (SMDs) were calculated using a random-effects model.
Subgroup analyses were performed to determine whether the differences in treatment outcomes depended on age, stroke recovery
stage, VR program type, therapy delivery format, similarities in intervention duration between study groups, intervention duration
in VR groups, and trial length.

Results: A total of 42 publications representing 43 trials (aggregated sample size=1893) were analyzed. Compared with the
control groups that used either conventional therapy or no therapy, the intervention groups that used VR to support exercise
therapy showed significant improvements in upper extremity motor function (Fugl-Meyer Assessment-Upper Extremity; SMD
0.45, 95% CI 0.21-0.68; P<.001), range of motion (goniometer; SMD 1.01, 95% CI 0.50-1.52; P<.001), muscle strength (Manual
Muscle Testing; SMD 0.79, 95% CI 0.28-1.30; P=.002), and independence in day-to-day activities (Functional Independence
Measure; SMD 0.23, 95% CI 0.06-0.40; P=.01, and modified Rankin Scale; SMD 0.57, 95% CI 0.01-1.12; P=.046). Significant
subgroup differences were observed in hand dexterity (Box and Block Test), spasticity (Ashworth Scale or modified Ashworth
Scale), arm and hand motor ability (Wolf Motor Function Test and Manual Function Test), hand motor ability (Jebsen Hand
Function Test), and quality of life (Stroke Impact Scale). There was no evidence that the benefits of VR-supported exercise
therapy were maintained after the intervention ended.

Conclusions: VR-supported upper extremity exercise therapy can be effective in improving motor rehabilitation results. Our
review showed that of the 12 rehabilitation outcomes examined during the course of VR-based therapy, significant improvements
were detected in 2 (upper extremity motor function and range of motion), and both significant and nonsignificant improvements
were observed in another 2 (muscle strength and independence in day-to-day activities), depending on the measurement tools or
methods used.
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Introduction

Upper extremity motor impairment after stroke significantly
impedes the performance of daily activities and affects patients’
quality of life [1-6]. A major health goal for these patients is to
recover their motor function and regain independence. Upper
extremity therapeutic exercises are the main approach used to
achieve this goal [7].

The physical therapist–led, face-to-face approach to delivering
therapeutic exercises has been a common practice, but it can be
costly and inconvenient owing to professional and institutional
resource requirements. Therefore, alternative delivery protocols
that leverage technology have been developed. In particular,
the application of virtual reality (VR) technology in poststroke
therapeutic exercise delivery has received considerable attention
in recent years [8-11].

Although previous studies have reported the application of VR
to deliver therapeutic exercise, a greater understanding of its
effectiveness in poststroke functioning and health improvement
is also required. Such knowledge can be acquired by reviewing
the existing literature. Despite some reviews that have examined
the effectiveness of using VR for upper extremity motor
rehabilitation [12-17], there have been several new studies
published in recent years; therefore, an updated review of the
existing evidence is warranted. Moreover, previous reviews
[12,16,17] have categorized study outcomes into three levels:
(1) impairments in body functions (ie, problems with the
physiological function of body systems) and structures (eg,
extremities), (2) activity limitations (ie, difficulties in executing
activities), and (3) restrictions on participation in life situations
(ie, difficulties in involvement in life situations), according to
the International Classification of Functioning, Disability, and
Health Framework [18]. However, some study outcomes that
have previously been grouped at the same level may not actually
measure the same construct. For example, hand dexterity (as
measured by the Box and Block Test [BBT]), and independence
in day-to-day activities (as measured by the Functional
Independence Measure [FIM]) have both been categorized as
activity limitations, but are, in fact, 2 different types of
outcomes. Therefore, it may not be appropriate to group the 2
measures together. Moreover, several recent reviews have
mainly analyzed a small number of common outcomes [19-21],
such as upper extremity motor function (as measured by the
Fugl-Meyer Assessment-Upper Extremity [FMA-UE]) and hand
dexterity (BBT), whereas relatively less attention has been paid
to other outcomes (eg, range of motion [ROM] and muscle
strength as measured by Manual Muscle Testing [MMT]), which
may also be important for evaluating the effects of VR-supported
exercise therapy on upper extremity motor recovery.
Furthermore, previous reviews [15,16] performed subgroup
analyses to demonstrate the effects of several moderating factors

(eg, the stage of stroke recovery, the type of VR program, and
the intervention duration) on the association between
VR-supported exercise therapy and relevant study outcomes.
However, similar to the aforementioned issues, the moderating
effects on individual outcomes could not be accurately
determined because outcomes that were actually related to
different aspects were inappropriately grouped into the same
category (eg, grouping grip strength and ROM into one
category).

In view of the aforementioned limitations of previous reviews,
we conducted this systematic review and meta-analysis to
provide more evidence for the effectiveness of VR-supported
exercise therapy for upper extremity motor rehabilitation in
patients with stroke, particularly relating to outcomes in
impairment of upper extremity functions and structures, activity
limitations, and participation restrictions in life situations. In
addition, we attempted to examine additional factors (eg, therapy
delivery format) for their moderating effects on these 3 outcome
categories.

Methods

This review was conducted in accordance with the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) statement and its associated checklist
(Multimedia Appendix 1) [22] and was registered with
PROSPERO (CRD42021256826).

Search Strategy
A literature search was performed on December 31, 2021, using
the following databases: CINAHL Plus via EBSCO (from 1937
to present), MEDLINE via Ovid (from 1946 to present), Web
of Science (from 1956 to present), Embase via Ovid (from 1974
to present), and the Cochrane Library (no date restriction).
Medical Subject Headings and free-text search terms related to
stroke, VR, upper extremity, and rehabilitation were used.
Details of the search are presented in Multimedia Appendix 2.

Inclusion and Exclusion Criteria
Studies were included if (1) they were randomized controlled
trials examining the effectiveness of VR-supported exercise
therapy for upper extremity motor rehabilitation; (2) the
intervention groups used either VR-supported exercise therapy
alone or in combination with conventional therapy and the
control groups used either conventional therapy alone or no
therapy; (3) they examined adult patients with stroke (aged >18
years); (4) they assessed outcomes related to impairments in
upper extremity functions or structures, activity limitations, and
participation restrictions in life situations; and (5) they were
written in English and published in peer-reviewed journals.
Studies were excluded if (1) they did not focus on motor
rehabilitation only for the upper extremities, as the independent
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effects of VR-supported exercise therapy on the upper
extremities may be difficult to identify in combined studies; (2)
they did not report mean and SD values for the changes in
outcomes for effect size calculations; (3) the data could not be
imputed based on the information available in the publication;
(4) the data could not be obtained within 1 month of contacting
the corresponding authors; or (5) they were review studies, case
reports, or abstracts.

Study Selection
After removing duplicate publications from the search results,
2 authors (JC and TC) independently screened the titles and
abstracts of the remaining publications and excluded those that
were deemed irrelevant. The full texts of the potentially relevant
publications were further reviewed to determine their eligibility
for inclusion. The reference lists of the included articles and
relevant review articles were manually searched to identify
additional studies. Agreement between the authors on inclusion
and exclusion decisions was assessed using the κ statistic, with
κ values from 0.40 to 0.59, 0.60 to 0.74, and ≥0.75 considered
as fair, good, and excellent agreement, respectively [23]. Any
disagreements were resolved through discussions between the
authors until a consensus was reached.

Data Extraction
JC and TC used a standardized form to independently extract
data related to the characteristics of the trial, the attributes of
the participants, the details of the intervention and control
conditions, the outcomes examined in each trial, and the mean
and SD values for changes in outcomes (ie, changes from
baseline to after intervention, changes from after intervention
to follow-up assessment, and changes from baseline to follow-up
assessment). Data from the final follow-up assessment were
used for the trials with multiple follow-up assessments. Any
disagreements regarding data extraction were resolved through
discussion between the authors until a consensus was reached.

Assessment of Risk of Bias
The risk of bias in the included trials was independently assessed
by JC and TC using the Cochrane Collaboration tool [24]. The
following aspects were assessed: random sequence generation;
allocation concealment; blinding of participants and health care
providers; blinding of outcome assessors; incomplete outcome
data; selective reporting; and other sources of bias, including
significant differences between study groups at baseline and
different intervention durations between study groups.

Data Analysis
Outcomes were included in the meta-analysis if they were
reported in at least 2 trials. For data from follow-up assessments,
outcomes were included in the meta-analysis if they were
reported in at least 2 follow-up assessments. We pooled the data
across trials using random-effects models and calculated the
standardized mean difference (SMD) for each outcome. Positive

(or negative) SMDs indicated that the results favored the
intervention (or control) condition. Unreported SDs were
imputed according to the guidelines provided in the Cochrane
Handbook for Systematic Reviews of Interventions [24].
Outliers in the meta-analysis were identified using studentized
residuals (>3 in absolute value) and leave-one-out sensitivity
analyses [25]. Heterogeneity across trials was assessed using

Cochran Q test and I2 statistics (25%, 50%, and 75% were
considered low, moderate, and high levels of heterogeneity,
respectively) [26]. Egger regression test was used to measure
the possibility of publication bias, with 2-tailed P values of <.05
indicating potential publication bias [27]. Comprehensive
Meta-Analysis (version 3.0) was used to perform the
meta-analysis.

Subgroup analysis was performed to investigate the factors that
may moderate the effects of at least 1 trial in each subgroup.
The following moderating factors were examined: age (below
the median value of the participants’ ages vs equal to or above
the median value of the participants’ ages), stage of recovery
(subacute vs chronic stroke) [28], type of VR program
(specialized programs designed for rehabilitation vs commercial
games) [7], therapy delivery format (VR-supported exercise
therapy alone compared with a control condition vs
VR-supported exercise therapy+conventional therapy compared
with a control condition), similarity of the intervention duration
between the study groups (same intervention duration in both
VR and control groups vs longer intervention duration in VR
groups), intervention duration in VR groups (≤15 hours vs >15
hours) [15], and length of the trial (≤1 month vs >1 month and
≤2 months vs >2 months).

Assessment of Quality of Evidence
The quality of evidence for each outcome was assessed using
the Grading of Recommendations Assessment, Development,
and Evaluation approach [29]. For each outcome, the quality
of evidence was downgraded from high by one level for each
serious issue found in the domains of risk of bias, inconsistency,
indirectness, imprecision, and publication bias.

Results

Study Selection Process
Figure 1 illustrates the study selection process. A total of 42
studies were identified as being eligible [8-10,30-68]. A study
[52] had 2 groups of participants: individuals with subacute
stroke and individuals with chronic stroke. Therefore, the study
was divided into 2 trials (ie, Miclaus et al (1) [52] and Miclaus
et al (2) [52]) for analysis. Altogether, 42 studies representing
43 trials (aggregated sample size=961 [intervention groups] and
932 [control groups]) were included in the final analysis. The
agreement between the 2 authors on the inclusion and exclusion
decisions was good at both the title and abstract screening
(κ=0.64) and full-text reading steps (κ=0.61).
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Figure 1. Study selection process. RCT: randomized controlled trial; VR: virtual reality.

Characteristics of the Included Trials
Table 1 summarizes the characteristics of the 43 included trials.
Multimedia Appendix 3 [8-10,30-68] presents the characteristics

of the participants and the study groups in each trial. Multimedia
Appendix 4 [8-10,30-68] describes the outcome of each trial.
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Table 1. Summary of trial characteristics (N=43).

ValuesCharacteristics

Publication year

3 (7) [43,55,56]2011 and before, n (%)

17 (40) [10,37,38,42,44-48,50,51,57-60,64,66]2012-2016, n (%)

23 (53) [8,9,30-36,39-41,49,52-54,61-63,65,67,68]2017-2021, n (%)

2017 (2014-2019)Value, median (IQR)

Trial location, n (%)

25 (58) [31,32,34-37,39-41,44,46-50,54,57-60,62,63,65,66,68]Asia

11 (26) [9,30,38,42,43,45,52,55,56,61]Europe

2 (5) [53,64]North America

1 (2) [51]Oceania

1 (2) [67]Africa

1 (2) [33]South America

2 (5) [8,10]Multiple locations

33 (11-235)Sample size, median (range)

60.36 (49.64-74.07)aParticipant age (years), median (range)

61.04 (36.36-86.00)bMales (%), median (range)

70.83 (38.46-100)cIschemic stroke (%), median (range)

Stroke recovery stage, n (%)

22 (51) [8-10,30,31,34,36,37,41-44,46,49,52,57,59,61-63,65,68]Subacute stroke (≤6 months)

20 (47) [32,33,35,38-40,45,47,48,50-56,58,60,64,67]Chronic stroke (>6 months)

1 (2) [66]No adequate information was provided

Type of VRd program, n (%)

27 (63) [8,9,34,35,38,40-43,45,46,48,50,52-58,61,63-66,68]Specialized program designed for rehabilitation

16 (37) [10,30-33,36,37,39,44,47,49,51,59,60,62,67]Commercial game

Therapy delivery format, n (%)

2 (5) [33,61]VR-supported exercise therapy alone compared with no therapy

13 (30) [8,30,34,37,38,45,48,50,51,55,56,59,64]VR-supported exercise therapy alone compared with conventional
therapy

28 (65) [9,10,31,32,35,36,39-44,46,47,49,52-54,57,58,60,62,63,65-68]VR-supported exercise therapy+conventional therapy compared with
conventional therapy

VR-supported exercise therapy delivery frequency, n (%)

11 (25) [38-40,45,47-49,53,59,60,67]2 to 3 times per week

27 (63) [8,9,30-37,41-44,46,51,52,54-56,61-63,65,66,68]>3 times per week

5 (12) [10,50,57,58,64]No adequate information was provided

Duration of each VR-supported exercise therapy session, n (%)

23 (54) [30-32,34,37-41,45-50,53,54,57,58,60,63,67,68]20 to 45 minutes per session

16 (37) [9,10,33,35,42-44,51,52,55,56,59,62,65,66]>45 and ≤75 minutes per session

4 (9) [8,36,61,64]No adequate information was provided

Intervention duration for VR groups, n (%)

15 (35) [8,33,34,37,38,41,45,48,50-52,57,63,64]≤15 hours

23 (53) [9,30-32,35,39,42-44,46,47,49,54-56,58-62,65,66,68]>15 hours

5 (12) [10,36,40,53,67]No adequate information was provided
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ValuesCharacteristics

Trial length, n (%)

31 (72) [8-10,31,33-38,41-44,46,50-58,62-66,68]2 weeks to 1 month

10 (23) [30,32,39,45,47-49,60,61,67]>1 and ≤2 months

2 (5) [40,59]>2 and ≤3 months

Time point of the final follow-up assessment after the end of intervention, n (%)

8 (19) [10,41,45,50,53-55,58]1 month

1 (2) [38]1.5 months

3 (7) [8,40,44]3 months

2 (5) [30,51]6 months

29 (67) [9,31-37,39,42,43,46-49,52,56,57,59-68]No follow-up assessment

aAnjum et al [34], Miclaus et al (1) [52], and Miclaus et al (2) [52] did not report the participants’ mean age.
bAnjum et al [34] did not report the number or ratio of male participants in their study.
cAin et al [32], Anjum et al [34], Crosbie et al [38], Ersoy and Iyigun [39], Jo et al [66], Levin et al [50], Mokhtar et al [67], Park et al [65], Shin et al
[57], Standen et al [61], Xie et al [63], and Zondervan et al [64] did not report the participants’ stroke types.
dVR: virtual reality.

Risk of Bias
Figure 2 [8-10,30-68] shows the results of the risk of bias
assessment for all 43 trials. Random sequence generation was
assessed as adequate in 72% (31/43) of the trials. Allocation
concealment was assessed as adequate in 51% (22/43) of the
trials. Blinding of the participants or health care providers was
reported in 58% (25/43) of the trials, and blinding of the

outcome assessors was reported in 74% (32/43) of the trials.
We assessed 84% (36/43) of the trials as free of bias in terms
of incomplete outcome data. All the trials were assessed as
having a low risk of reporting bias. Of the trials, 56% (24/43)
had a low risk of bias in terms of significant differences between
study groups at baseline or different intervention durations
between study groups.
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Figure 2. Risk of bias summary for the included trials [8-10,30-68].

Meta-analysis of the Effects of VR-Supported Exercise
Therapy
Table 2 presents the results of the meta-analyses and the
assessments of heterogeneity, publication bias, and quality of

evidence. Forest plots for each outcome are presented in
Multimedia Appendix 5 (Figures S1-S20 [8-10,30-68]).
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Table 2. Meta-analyses and assessments of heterogeneity, publication bias, and quality of evidence.

Quality of
evidence

Egger
test, P
value

HeterogeneityBetween-
group dif-
ference, P
value

Standardized
mean difference
(95% CI)

Number of trials analyzed and
number of participants in-
volved

Tools or
methods
used to as-
sess the out-
comes

Outcomes

I2

(%)

P val-
ue

Cochrane
Q test

Impairments in upper extremity functions and structures

Moderateb.3368<.00183.72<.0010.45

(0.21 to 0.68)

28
[9,31-33,35-37,40-46,48,50-58,

60,63,65]; NVR
a
group=526,

Ncontrol group=509

Fugl-Meyer
Assessment-
Upper Ex-
tremity

(1) Upper
extremity
motor func-
tion

High.8426.1135.23<.0010.35

(0.19 to 0.50)

27
[9,31-33,35-37,40-46,48,50-58,
60,63,65]; NVR group=502,
Ncontrol group=487

Fugl-Meyer
Assessment-
Upper Ex-
tremity

(1) Upper
extremity
motor func-
tion (after
one outlier

removedc)

Moderated.2332.197.41.99−0.002

(−0.30 to 0.30)

6 [10,36,37,41,65,67]; NVR

group=157, Ncontrol group=155
Dynamome-
ter

(2) Grip
strength

Moderated.3542.128.68.630.09

(−0.28 to 0.47)

6 [35,43,47,52,55]; NVR

group=109, Ncontrol group=111
Ashworth
Scale or
modified

(3) Spastici-
ty

Ashworth
Scale

Lowd.9935.204.65<.0011.01

(0.50 to 1.52)

4 [52,54,60]; NVR group=56,
Ncontrol group=56

Goniometer(4) Range of
motion

LowdN/Ae0.610.27.320.26

(−0.26 to 0.79)

2 [35,62]; NVR group=28,
Ncontrol group=29

Brunnstrom
stages of
stroke recov-

(5) Stroke re-
covery stage

ery for upper
extremity

Lowd.731.362.03.0020.79

(0.28 to 1.30)

3 [47,52]; NVR group=33,
Ncontrol group=33

Manual
Muscle Test-
ing

(6) Muscle
strength

LowdN/A0.350.88.730.09

(−0.43 to 0.62)

2 [35,38]; NVR group=27,
Ncontrol group=29

Motricity In-
dex

(6) Muscle
strength

Activity limitations

High.0325.1916.01.010.23

(0.06 to 0.40)

13
[8-10,31,42-44,47,52,56,59,62];
NVR group=406, Ncontrol

group=395

Functional
Indepen-
dence Mea-
sure

(7) Indepen-
dence in
day-to-day
activities

Moderateb.5967.00130.54.280.20

(−0.16 to 0.55)

11
[10,34,36,37,41,46,48,54,57,65,67];
NVR group=224, Ncontrol

group=221

Barthel In-
dex or modi-
fied Barthel
Index

(7) Indepen-
dence in
day-to-day
activities

LowdN/A0.460.55.0460.57

(0.01 to 1.12)

2 [52]; NVR group=26, Ncontrol

group=26
Modified
Rankin Scale

(7) Indepen-
dence in
day-to-day
activities

Moderateb.3372<.00142.63.130.26

(−0.08 to 0.60)

13
[8,10,31,32,35,37,41,48,51,53,60,62,64];
NVR group=297, Ncontrol

group=286

Box and
Block Test

(8) Hand
dexterity

J Med Internet Res 2022 | vol. 24 | iss. 6 |e24111 | p.195https://www.jmir.org/2022/6/e24111
(page number not for citation purposes)

Chen et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Quality of
evidence

Egger
test, P
value

HeterogeneityBetween-
group dif-
ference, P
value

Standardized
mean difference
(95% CI)

Number of trials analyzed and
number of participants in-
volved

Tools or
methods
used to as-
sess the out-
comes

Outcomes

I2

(%)

P val-
ue

Cochrane
Q test

High.220.842.08.76−0.03

(−0.21 to 0.15)

6 [8,30,38,44,45,64]; NVR

group=238, Ncontrol group=238
Action Re-
search Arm
Test

(9) Arm and
hand motor
ability

Moderated.280.527.19.160.15

(−0.06 to 0.37)

9
[10,40,50,51,54,61,62,66,68];
NVR group=174, Ncontrol

group=170

Wolf Motor
Function
Test task
completion
time

(9) Arm and
hand motor
ability

Lowd,f.2850.0611.97.100.36

(−0.07 to 0.79)

7 [39,40,50,54,62,66,68];
NVR group=93, Ncontrol

group=91

Wolf Motor
Function
Test task
performance
score

(9) Arm and
hand motor
ability

Lowd,f.7052.106.28.490.20

(−0.37 to 0.78)

4 [37,46,48,49]; NVR

group=51, Ncontrol group=51
Manual
Function
Test

(9) Arm and
hand motor
ability

Very

lowb,d
.6592<.00136.25.180.90

(−0.42 to 2.22)

4 [36,41,58,65]; NVR

group=70, Ncontrol group=67
Jebsen Hand
Function
Test

(10) Hand
motor ability

Participation restrictions in life situations

Very lowd,f.1253.124.26.650.13

(−0.41 to 0.66)

3 [30,53,54]; NVR group=138,
Ncontrol group=140

Stroke Im-
pact Scale
total score

(11) Quality
of life

LowdN/A0.350.89.78−0.04

(−0.31 to 0.23)

2 [10,44]; NVR group=104,
Ncontrol group=105

Stroke Im-
pact Scale
hand func-
tion score

(11) Quality
of life

Lowd,f.3158.0411.78.080.50

(−0.05 to 1.05)

6 [40,50,51,53,61,64]; NVR

group=71, Ncontrol group=68
Motor Activ-
ity Log quali-
ty of move-
ment score

(12) Upper
extremity
use in daily
life

Moderated.910.503.36.180.27

(−0.13 to 0.67)

5 [40,50,53,61,64]; NVR

group=50, Ncontrol group=48
Motor Activ-
ity Log
amount of
use score

(12) Upper
extremity
use in daily
life

aVR: virtual reality.
bDowngraded owing to a high level of heterogeneity.
cShin et al [58] was removed.
dDowngraded owing to an inadequate sample size.
eN/A: not applicable.
fDowngraded owing to a moderate level of heterogeneity.

Effects on Outcomes Related to Impairments in Upper
Extremity Functions and Structures
Compared with the control condition, the use of VR-supported
exercise therapy was associated with significant improvements
in upper extremity motor function (FMA-UE; SMD 0.45, 95%
CI 0.21-0.68; P<.001 or SMD 0.35, 95% CI 0.19-0.50; P<.001
after outlier [58] removal), upper extremity ROM (goniometer;
SMD 1.01, 95% CI 0.50-1.52; P<.001), and upper extremity
muscle strength (MMT; SMD 0.79, 95% CI 0.28-1.30; P=.002).

No significant improvements were observed in grip strength
(dynamometer), spasticity (ie, involuntary muscle contraction,
stiffening, and tightening upon the movement of body parts;
Ashworth Scale [AS] or Modified AS [mAS]), upper extremity
stroke recovery stage (Brunnstrom Stages of Stroke Recovery
for Upper Extremity), and upper extremity muscle strength
(Motricity Index).
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Effects on Outcomes Related to Activity Limitation
Compared with the control condition, the use of VR-supported
exercise therapy was associated with significant improvements
in independence in day-to-day activities (FIM; SMD 0.23, 95%
CI 0.06-0.40; P=.01 and modified Rankin Scale scores; SMD
0.57, 95% CI 0.01-1.12; P=.046). However, no significant
association was observed with the Barthel Index or modified
Barthel Index.

No significant improvements were detected in hand dexterity
(BBT), arm and hand motor ability (Action Research Arm Test
[ARAT], Wolf Motor Function Test [WMFT], and Manual
Function Test [MFT]), and hand motor ability (Jebsen Hand
Function Test [JHFT]).

Effects on Outcomes Related to Participation
Restrictions in Life Situations
No significant improvements were detected in quality of life
(Stroke Impact Scale [SIS]) or upper extremity use in daily life
(Motor Activity Log).

Subgroup Analyses

Overview
The subgroup analyses for outcomes examined in at least 10
trials are presented in this paper (Tables 3-6). For outcomes that
were examined in <10 trials, the subgroup analyses are presented
in Multimedia Appendix 6 (Tables S1-S16 [8-10,30-68]).

Significant subgroup differences were observed in the following
outcomes: hand dexterity (BBT), spasticity (AS or mAS), arm
and hand motor ability (WMFT task performance score and
MFT), hand motor ability (JHFT), and quality of life (SIS total
score). The details of this process are presented in the following
sections.
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Table 3. Subgroup analyses of upper extremity motor function as assessed by the Fugl-Meyer Assessment-Upper Extremity.

Subgroup
difference,
P value

Between-
group differ-
ence, P value

Standardized mean
difference (95% CI)

Number of trials analyzed and number of participants
involved

Moderating factors

Age (years)

.43.020.54 (0.09 to 1.00)14 [32,33,35,40,41,44,46,50,51,53,54,57,58,63];

NVR
a
group=222, Ncontrol group=213

Younger (<60.36)

.43<.0010.35 (0.18 to 0.52)12 [9,31,36,37,42,43,45,48,55,56,60,65]; NVR

group=278, Ncontrol group=270
Older (≥60.36)

Stroke recovery stage

.16.020.27 (0.04 to 0.50)13 [9,31,36,37,41-44,46,52,57,63,65]; NVR group=273,
Ncontrol group=266

Subacute stroke

.16.0030.60 (0.21 to 1.00)15 [32,33,35,40,45,48,50-56,58,60]; NVR group=253,
Ncontrol group=243

Chronic stroke

Type of VR program used

.90.0030.44 (0.15 to 0.74)20 [9,35,40-43,45,46,48,50,52-58,63,65]; NVR

group=371, Ncontrol group=364
Specialized program designed for
rehabilitation

.90.010.47 (0.10 to 0.85)8 [31-33,36,37,44,51,60]; NVR group=155, Ncontrol

group=145
Commercial game

Therapy delivery format

.12.011.10 (0.27 to 1.94)1 [33]; NVR group=17, Ncontrol group=10VR-supported exercise therapy
alone compared with no therapy

.12.080.25 (−0.03 to 0.53)7 [37,45,48,50,51,55,56]; NVR group=103, Ncontrol

group=100
VR-supported exercise therapy
alone compared with conventional
therapy

.12.0010.50 (0.20 to 0.81)20 [9,31,32,35,36,40-44,46,52-54,57,58,60,63,65];
NVR group=406, Ncontrol group=399

VR-supported exercise therapy+con-
ventional therapy compared with
conventional therapy

Similarity of intervention duration between groups

.14.0020.44 (0.16 to 0.73)21 [9,32,37,40-46,48,50-52,54-56,58,63,65]; NVR

group=424, Ncontrol group=418
Same intervention duration in both
VR and control groups

.14<.0010.81 (0.42 to 1.20)4 [31,33,57,60]; NVR group=63, Ncontrol group=50Longer intervention duration in VR
groups

Intervention duration in VR groups (hours)

.43.020.37 (0.05 to 0.69)11 [33,37,41,45,48,50-52,57,63]; NVR group=128,
Ncontrol group=119

≤15

.43.0020.56 (0.21 to 0.91)14 [9,31,32,35,42-44,46,54-56,58,60,65]; NVR

group=360, Ncontrol group=353
>15

Trial length

.47.0020.43 (0.16 to 0.69)23 [9,31,33,35-37,41-44,46,50-58,63,65]; NVR

group=445, Ncontrol group=428
2 weeks to 1 month

.47.010.68 (0.18 to 1.18)4 [32,45,48,60]; NVR group=64, Ncontrol group=65>1 and ≤2 months

.47.650.16 (−0.53 to 0.84)1 [40]; NVR group=17, Ncontrol group=16>2 and ≤3 months

aVR: virtual reality.
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Table 4. Subgroup analyses of hand dexterity as assessed by the Box and Block Test.

Subgroup
difference,
P value

Between-
group differ-
ence, P value

Standardized mean
difference (95% CI)

Number of trials analyzed and number of participants
involved

Moderating factors

Age (years)

.47.640.12 (−0.38 to 0.62)6 [32,35,41,51,53,64]; NVR
a
group=94, Ncontrol group=93Younger (<60.36)

.47.130.38 (−0.11 to 0.87)7 [8,10,31,37,48,60,62]; NVR group=203, Ncontrol

group=193
Older (≥60.36)

Stroke recovery stage

.44.580.11 (−0.27 to 0.48)6 [8,10,31,37,41,62]; NVR group=184, Ncontrol

group=174
Subacute stroke

.44.200.38 (−0.20 to 0.95)7 [32,35,48,51,53,60,64]; NVR group=113, Ncontrol

group=112
Chronic stroke

Type of VR program

.09.81−0.03 (−0.28 to 0.22)6 [8,35,41,48,53,64]; NVR group=123, Ncontrol

group=119
Specialized program designed for
rehabilitation

.09.080.54 (−0.06 to 1.14)7 [10,31,32,37,51,60,62]; NVR group=174, Ncontrol

group=167
Commercial game

Therapy delivery format

.046.56−0.08 (−0.34 to 0.18)5 [8,37,48,51,64]; NVR group=115, Ncontrol group=109VR-supported exercise therapy
alone compared with conventional
therapy

.046.0520.52 (−0.01 to 1.05)8 [10,31,32,35,41,53,60,62]; NVR group=182, Ncontrol

group=177
VR-supported exercise thera-
py+conventional therapy com-
pared with conventional therapy

Similarity of intervention duration between groups

.002.660.07 (−0.25 to 0.40)9 [8,10,32,37,41,48,51,62,64]; NVR group=233, Ncontrol

group=224
Same intervention duration in both
VR and control groups

.002<.0011.34 (0.61 to 2.07)2 [31,60]; NVR group=37, Ncontrol group=33Longer intervention duration in
VR groups

Intervention duration in VR groups (hours)

<.001.45−0.10 (−0.35 to 0.15)6 [8,37,41,48,51,64]; NVR group=127, Ncontrol

group=120
≤15

<.001.0020.92 (0.35 to 1.49)5 [31,32,35,60,62]; NVR group=90, Ncontrol group=87>15

Trial length

.049.840.02 (−0.22 to 0.26)10 [8,10,31,35,37,41,51,53,62,64]; NVR group=241,
Ncontrol group=231

2 weeks to 1 month

.049.040.97 (0.06 to 1.89)3 [32,48,60]; NVR group=56, Ncontrol group=55>1 and ≤2 months

aVR: virtual reality.
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Table 5. Subgroup analyses of independence in day-to-day activities as assessed by the Functional Independence Measure.

Subgroup
difference,
P value

Between-
group differ-
ence, P value

Standardized mean
difference (95% CI)

Number of trials analyzed and number of participants
involved

Moderating factors

Age (years)

.70.440.36 (−0.54 to 1.26)2 [44,59]; NVR
a
group=53, Ncontrol group=57Younger (<60.36)

.70.030.18 (0.02 to 0.33)9 [8-10,31,42,43,47,56,62]; NVR group=327, Ncontrol

group=312
Older (≥60.36)

Stroke recovery stage

.79.020.26 (0.05 to 0.47)10 [8-10,31,42-44,52,59,62]; NVR group=352, Ncontrol

group=344
Subacute stroke

.79.310.20 (−0.19 to 0.58)3 [47,52,56]; NVR group=54, Ncontrol group=51Chronic stroke

Type of VR program used

.58.020.28 (0.06 to 0.51)7 [8,9,42,43,52,56]; NVR group=246, Ncontrol group=236Specialized program designed for
rehabilitation

.58.210.18 (−0.10 to 0.46)6 [10,31,44,47,59,62]; NVR group=160, Ncontrol

group=159
Commercial game

Therapy delivery format

.86.230.27 (−0.18 to 0.73)3 [8,56,59]; NVR group=109, Ncontrol group=103VR-supported exercise therapy
alone compared with conventional
therapy

.86.020.23 (0.04 to 0.42)10 [9,10,31,42-44,47,52,62]; NVR group=297, Ncontrol

group=292
VR-supported exercise therapy+con-
ventional therapy compared with
conventional therapy

Similarity of intervention duration between groups

.96.010.25 (0.05 to 0.44)11 [8-10,42-44,52,56,59,62]; NVR group=380, Ncontrol

group=372
Same intervention duration in both
VR and control groups

.96.430.23 (−0.34 to 0.79)2 [31,47]; NVR group=26, Ncontrol group=23Longer intervention duration in VR
groups

Intervention duration in VR groups (hours)

.62.200.47 (−0.24 to 1.17)3 [8,52]; NVR group=88, Ncontrol group=84≤15

.62.0020.28 (0.10 to 0.46)9 [9,31,42-44,47,56,59,62]; NVR group=247, Ncontrol

group=241
>15

Trial length

.14.030.19 (0.02 to 0.35)11 [8-10,31,42-44,52,56,62]; NVR group=379, Ncontrol

group=366
2 weeks to 1 month

.14.560.32 (−0.74 to 1.37)1 [47]; NVR group=7, Ncontrol group=7>1 and ≤2 months

.14.010.84 (0.21 to 1.47)1 [59]; NVR group=20, Ncontrol group=22>2 and ≤3 months

aVR: virtual reality.
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Table 6. Subgroup analyses of independence in day-to-day activities as assessed by the Barthel Index or modified Barthel Index.

Subgroup
difference,
P value

Between-
group differ-
ence, P value

Standardized mean
difference (95% CI)

Number of trials analyzed and number of participants
involved

Moderating factors

Age (years)

.33.230.38 (−0.24 to 1.00)6 [34,41,46,54,57,67]; NVR
a
group=96, Ncontrol group=94Younger (<60.36)

.33.800.04 (−0.25 to 0.33)5 [10,36,37,48,65]; NVR group=128, Ncontrol group=127Older (≥60.36)

Stroke recovery stage

.97.360.19 (−0.22 to 0.60)8 [10,34,36,37,41,46,57,65]; NVR group=169, Ncontrol

group=165
Subacute stroke

.97.710.17 (−0.73 to 1.08)3 [48,54,67]; NVR group=55, Ncontrol group=56Chronic stroke

Type of VR program

.93.520.18 (−0.36 to 0.72)7 [34,41,46,48,54,57,65]; NVR group=101, Ncontrol

group=99
Specialized program designed for
rehabilitation

.93.430.21 (−0.31 to 0.74)4 [10,36,37,67]; NVR group=123, Ncontrol group=122Commercial game

Therapy delivery format

.96.730.23 (−1.04 to 1.49)3 [34,37,48]; NVR group=43, Ncontrol group=43VR-supported exercise therapy
alone compared with conventional
therapy

.96.270.19 (−0.15 to 0.52)8 [10,36,41,46,54,57,65,67]; NVR group=181, Ncontrol

group=178
VR-supported exercise therapy+con-
ventional therapy compared with
conventional therapy

Similarity of intervention duration between groups

.72.690.10 (−0.38 to 0.58)7 [10,34,37,41,48,54,65]; NVR group=160, Ncontrol

group=159
Same intervention duration in both
VR and control groups

.72.450.24 (−0.37 to 0.85)2 [46,57]; NVR group=22, Ncontrol group=20Longer intervention duration in VR
groups

Intervention duration in VR groups (hours)

.69.900.06 (−0.80 to 0.91)5 [34,37,41,48,57]; NVR group=64, Ncontrol group=61≤15

.69.230.25 (−0.16 to 0.66)3 [46,54,65]; NVR group=47, Ncontrol group=48>15

Trial length

.91.370.17 (−0.20 to 0.54)9 [10,34,36,37,41,46,54,57,65]; NVR group=181,
Ncontrol group=178

2 weeks to 1 month

.91.720.26 (−1.15 to 1.66)2 [48,67]; NVR group=43, Ncontrol group=43>1 and ≤2 months

aVR: virtual reality.

Age
Older patients (SMD 0.47, 95% CI 0.01-0.92; P=.05) showed
greater improvements in arm and hand motor ability (MFT)
than younger patients (SMD −0.52, 95% CI −1.30 to 0.26;
P=.19); the difference between the groups was significant
(P=.03; Table S10 in Multimedia Appendix 6).

Moreover, younger patients (SMD 0.49, 95% CI −0.11 to 1.10;
P=.11) showed greater improvements in quality of life (SIS
total score) than older patients (SMD −0.20, 95% CI −0.46 to
0.06; P=.13), and the difference between the groups was
significant (P=.04; Table S13 in Multimedia Appendix 6).

Stroke Recovery Stage
Patients with subacute stroke (SMD 1.13, 95% CI 0.50-1.76;
P<.001) showed greater improvements in arm and hand motor
ability (WMFT task performance score) than those with chronic
stroke (SMD −0.07, 95% CI −0.44 to 0.31; P=.72), and the
difference between the groups was significant (P=.001; Table
S9 in Multimedia Appendix 6).

In addition, patients with chronic stroke (SMD 3.12, 95% CI
2.26-3.98; P<.001) showed greater improvements in hand motor
ability (JHFT) than patients with subacute stroke (SMD 0.25,
95% CI −0.16 to 0.67; P=.24); the difference between the groups
was significant (P<.001; Table S11 in Multimedia Appendix
6).
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Moreover, patients with chronic stroke (SMD 0.49, 95% CI
−0.11 to 1.10; P=.11) showed greater improvements in quality
of life (SIS total score) than patients with subacute stroke (SMD
−0.20, 95% CI −0.46 to 0.06; P=.13), and the difference between
the groups was significant (P=.04; Table S13 in Multimedia
Appendix 6).

Type of VR Program Used
The use of specialized programs designed for rehabilitation
(SMD 0.49, 95% CI −0.11 to 1.10; P=.11) showed greater
improvements in quality of life (SIS total score) than those using
commercial games (SMD −0.20, 95% CI −0.46 to 0.06; P=.13);
the difference between the groups was significant (P=.04; Table
S13 in Multimedia Appendix 6).

Therapy Delivery Format
The use of a combination of VR-supported exercise therapy and
conventional therapy (SMD 0.52, 95% CI −0.01 to 1.05; P=.052)
was associated with greater improvements in hand dexterity
(BBT) than the use of VR-supported exercise therapy alone
(SMD −0.08, 95% CI −0.34 to 0.18; P=.56); the subgroup
difference was significant (P=.046; Table 4).

Moreover, those using a combination of VR-supported exercise
therapy and conventional therapy (SMD 0.49, 95% CI −0.11 to
1.10; P=.11) showed greater improvements in quality of life
(SIS total score) than those using VR-supported exercise therapy
alone (SMD −0.20, 95% CI −0.46 to 0.06; P=.13), and the
difference between the groups was significant (P=.04; Table
S13 in Multimedia Appendix 6).

Similarity of Intervention Duration Between Groups
Longer intervention durations for the VR groups (SMD 1.34,
95% CI 0.61-2.07; P<.001) were associated with greater
improvements in hand dexterity (BBT) than equal intervention
durations between the groups (SMD 0.07, 95% CI −0.25 to
0.40; P=.66); the subgroup difference was significant (P=.002;
Table 4).

In addition, longer intervention durations for the VR groups
(SMD 0.96, 95% CI 0.36-1.57; P=.002) resulted in greater
improvements in arm and hand motor ability (WMFT task
performance score) than equal intervention durations between
the groups (SMD 0.06, 95% CI −0.29 to 0.41; P=.72), and the

subgroup difference was significant (P=.01; Table S9 in
Multimedia Appendix 6).

Intervention Duration in VR Groups
The results revealed that receiving >15 hours of VR intervention
(SMD 0.92, 95% CI 0.35-1.49; P=.002) was associated with
significant improvements in hand dexterity (BBT) compared
with receiving ≤15 hours of VR intervention (SMD −0.10, 95%
CI −0.35 to 0.15; P=.45); a significant subgroup difference was
observed (P<.001; Table 4).

Moreover, receiving >15 hours of VR intervention (SMD 0.33,
95% CI 0.02-0.63; P=.04) was associated with a significant
decrease in spasticity (AS or mAS) compared with receiving
≤15 hours of VR intervention (SMD −0.50, 95% CI −1.14 to
0.14; P=.13); the subgroup difference was significant (P=.02;
Table S2 in Multimedia Appendix 6).

Trial Length
Receiving VR-supported exercise therapy for >1 month (SMD
0.97, 95% CI 0.06-1.89; P=.04) was associated with greater
improvements in hand dexterity (BBT) than receiving
VR-supported exercise therapy for <1 month (SMD 0.02, 95%
CI −0.22 to 0.26; P=.84); the difference between the groups
was significant (P=.049; Table 4).

Furthermore, those who experienced trial lengths of 2 weeks to
1 month (SMD 0.49, 95% CI −0.11 to 1.10; P=.11) showed
greater improvements in quality of life (SIS total score) than
those for whom trial lengths were >1 month (SMD −0.20, 95%
CI −0.46 to 0.06; P=.13), and the difference between the groups
was significant (P=.04; Table S13 in Multimedia Appendix 6).

Meta-analysis of the Effects of VR-Supported Exercise
Therapy in the Follow-up Assessments
The results of the meta-analyses of outcomes that were examined
in the follow-up assessment are presented in Table 7 (from after
intervention to follow-up assessment) and Table 8 (from baseline
to follow-up assessment). Multimedia Appendix 5 (Figures
S21-S44) shows the associated forest plots. Significant
improvements (SMD 0.26, 95% CI 0.00-0.51; P=.049) in arm
and hand motor ability (WMFT task completion time) from
baseline to follow-up assessments were observed (Table 8). No
statistically significant heterogeneity was observed across trials.
No publication bias was observed in the analysis.
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Table 7. Meta-analyses of outcomes examined in the follow-up assessments (from after intervention to follow-up assessments).

Egger
test, P
value

HeterogeneityBetween-
group dif-
ference, P
value

Standardized
mean difference
(95% CI)

Number of trials analyzed and
number of participants involved

Tools or methods
used to assess the
outcomes

Outcomes

I2

(%)

P valueCochran
Q test

Impairments in upper extremity functions and structures

.910.982.66.990.00

(−0.22 to 0.22)

10 [40,41,44,45,50,51,53-55,58];

NVR
a
group=160, Ncontrol

group=160

Fugl-Meyer As-
sessment-Upper
Extremity

Upper extremity
motor function

Activity limitations

.430.980.04.64−0.05

(−0.27 to 0.17)

3 [8,10,44]; NVR group=166,
Ncontrol group=163

Functional Inde-
pendence Mea-
sure

Independence in
day-to-day activi-
ties

.320.391.87.87−0.02

(−0.31 to 0.26)

3 [10,41,54]; NVR group=95,
Ncontrol group=94

Barthel Index or
modified Barthel
Index

Independence in
day-to-day activi-
ties

.560.761.87.270.10

(−0.08 to 0.29)

5 [8,30,38,44,45]; NVR

group=229, Ncontrol group=230
Action Research
Arm Test

Arm and hand
motor ability

.1021.285.07.950.01

(−0.30 to 0.32)

5 [10,40,50,51,54]; NVR

group=127, Ncontrol group=125
Wolf Motor
Function Test
task completion
time

Arm and hand
motor ability

N/Ab0.680.17.47−0.24

(−0.88 to 0.41)

2 [50,54]; NVR group=18, Ncontrol

group=19
Wolf Motor
Function Test
task performance
score

Arm and hand
motor ability

.540.791.70.250.13

(−0.09 to 0.34)

5 [8,10,41,51,53]; NVR

group=175, Ncontrol group=168
Box and Block
Test

Hand dexterity

N/A0.540.38.480.17

(−0.30 to 0.65)

2 [41,58]; NVR group=36, Ncontrol

group=33
Jebsen Hand
Function Test

Hand motor

ability

Participation restrictions in life situations

.310.481.48.250.14

(−0.10 to 0.37)

3 [30,53,54]; NVR group=138,
Ncontrol group=140

Stroke Impact
Scale total score

Quality of life

N/A0.680.17.17−0.19

(−0.46 to 0.08)

2 [10,44]; NVR group=104, Ncon-

trol group=105
Stroke Impact
Scale hand func-
tion score

Quality of life

.5327.254.11.48−0.17

(−0.64 to 0.30)

4 [40,50,51,53]; NVR group=53,
Ncontrol group=51

Motor Activity
Log quality of
movement score

Upper extremity
use in daily life

.470.810.42.800.06

(−0.43 to 0.56)

3 [40,50,53]; NVR group=32,
Ncontrol group=31

Motor Activity
Log amount of
use score

Upper extremity
use in daily life

aVR: virtual reality.
bN/A: not applicable.
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Table 8. Meta-analyses of outcomes examined in the follow-up assessments (from baseline to follow-up assessments).

Egger
test, P
value

HeterogeneityBetween-
group dif-
ference, P
value

Standardized
mean difference
(95% CI)

Number of trials analyzed and
number of participants involved

Tools or methods
used to assess the
outcomes

Outcomes

I2

(%)

P valueCochran
Q test

Impairments in upper extremity functions and structures

.3586<.00162.37.130.48 (−0.15 to
1.11)

10 [40,41,44,45,50,51,53-55,58];

NVR
a
group=160, Ncontrol

group=160

Fugl-Meyer As-
sessment-Upper
Extremity

Upper extremity
motor function

Activity limitations

.560.820.39.63−0.05 (−0.27 to
0.16)

3 [8,10,44]; NVR group=166,
Ncontrol group=163

Functional Inde-
pendence Mea-
sure

In Independence
in day-to-day ac-
tivities

.540.770.53.90−0.02 (−0.30 to
0.27)

3 [10,41,54]; NVR group=95,
Ncontrol group=94

Barthel Index or
modified Barthel
Index

Independence in
day-to-day activi-
ties

.620.891.16.710.03 (−0.15 to
0.22)

5 [8,30,38,44,45]; NVR

group=229, Ncontrol group=230
Action Research
Arm Test

Arm and hand
motor ability

.742.394.10.0490.26 (0.00 to
0.51)

5 [10,40,50,51,54]; NVR

group=127, Ncontrol group=125
Wolf Motor
Function Test
task completion
time

Arm and hand
motor ability

N/Ab1.321.01.34−0.32 (−0.98 to
0.34)

2 [50,54]; NVR group=18, Ncontrol

group=19
Wolf Motor
Function Test
task performance
score

Arm and hand
motor ability

.620.672.34.660.05 (−0.16 to
0.26)

5 [8,10,41,51,53]; NVR

group=175, Ncontrol group=168
Box and Block
Test

Hand dexterity

N/A95<.00119.57.181.81 (−0.85 to
4.46)

2 [41,58]; NVR group=36, Ncontrol

group=33
Jebsen Hand
Function Test

Hand motor

ability

Participation restrictions in life situations

.090.640.88.700.05 (−0.19 to
0.28)

3 [30,53,54]; NVR group=138,
Ncontrol group=140

Stroke Impact
Scale total score

Quality of life

N/A0.670.18.07−0.25 (−0.52 to
0.02)

2 [10,44]; NVR group=104, Ncon-

trol group=105
Stroke Impact
Scale hand func-
tion score

Quality of life

.850.771.11.380.17 (−0.21 to
0.56)

4 [40,50,51,53]; NVR group=53,
Ncontrol group=51

Motor Activity
Log quality of
movement score

Upper extremity
use in daily life

.830.760.54.640.12 (−0.38 to
0.61)

3 [40,50,53]; NVR group=32,
Ncontrol group=31

Motor Activity
Log amount of
use score

Upper extremity
use in daily life

aVR: virtual reality.
bN/A: not applicable.

Discussion

Principal Findings
This study included meta-analysis of 43 eligible trials to assess
the effects of VR-supported exercise therapy on upper extremity
motor rehabilitation in patients following stroke. A total of 12
outcomes regarding impairments in upper extremity functions

and structures, activity limitations, and participation restrictions
in life situations were examined using 17 tools or methods, with
several outcomes examined using different measurement tools
or methods. Overall, compared with the use of either
conventional therapy or no therapy (ie, control), the use of
VR-supported exercise therapy alone or in combination with
conventional therapy (ie, intervention) significantly improved
2 outcomes—upper extremity motor function (FMA-UE) and
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upper extremity ROM (goniometer). Both significant and
nonsignificant improvements were observed in another 2
outcomes, depending on the methods used to measure them:
muscle strength (significant when measured by MMT) and
independence in day-to-day activities (significant when
measured by FIM and modified Rankin Scale). However, as for
the other 8 outcomes, the use of VR-supported exercise therapy
did not significantly reduce spasticity (AS or mAS) or improve
grip strength (dynamometer), upper extremity stroke recovery
(Brunnstrom Stages of Stroke Recovery for Upper Extremity),
hand dexterity (BBT), arm and hand motor ability (ARAT,
WMFT, and MFT), hand motor ability (JHFT), quality of life
(SIS), and upper extremity use in daily life (Motor Activity
Log).

High-quality evidence was available only for upper extremity
motor function (FMA-UE), arm and hand motor ability (ARAT),
and independence in day-to-day activities (FIM). In the
following sections, we discuss possible explanations for these
findings using high-quality evidence. For findings with very
low to moderate quality of evidence, further investigation is
required before generalizations can be made.

Effects on Upper Extremity Motor Function (FMA-UE)
Our findings contribute further evidence to the literature,
showing that VR-supported exercise therapy is effective in
improving motor function, especially gross motor function. One
possible explanation for our findings is that VR promotes motor
learning. First, VR can promote access to therapeutic exercises;
it can be used to simulate real-life environments, which allows
for real-time interactions and provides a means for individuals
to practice therapeutic tasks that may not be feasible to perform
in the real world because of resource limitations or safety
concerns [69]. Second, virtual environments can provide visual,
auditory, or haptic feedback that can facilitate motor skill
learning. Such feedback can inform individuals of their success
or failure in performing therapeutic tasks [7,69]. Individuals
can then make adjustments during tasks. Linking positive
feedback to improved or successful therapeutic task performance
can also motivate and encourage individuals to engage in
rehabilitation therapy [69,70]. Third, VR allows repetitive and
intensive therapeutic exercises. Intensive practice can facilitate
contraction of muscles involved in exercise and promote muscle
coordination [47,71]. At the nervous system level, a large
amount of practice can strengthen the connections among
neurons and induce reorganization in regions of the cerebral
cortex corresponding to the affected extremity, thus improving
motor function [69]. Fourth, various types of gaming features
can be incorporated in VR-supported exercise therapy protocols,
which can be useful for increasing individuals’ motivation to
perform therapeutic tasks [8,72-75]. For instance, games can
set rewards (eg, credits), the pursuit and experience of which
motivates users to perform specific behaviors [72]. As another
example, games can have different levels of difficulties to meet
the needs of different users. Providing appropriate levels of
challenges to users can help them avoid boredom or frustration
with therapy. Enhanced motivation has been associated with
better concentration on therapeutic tasks, higher training
intensity, and adherence to therapy [37,69,76].

Effects on Arm and Hand Motor Ability (ARAT)
Our study showed that VR-supported exercise therapy did not
have any positive impact on fine motor function improvement
(ARAT). The possible explanation for our finding is as follows.
In VR-supported exercise therapy, there is a need for interaction
with virtual objects, which requires the use of input devices. In
most of the reviewed VR-supported exercise therapies, the input
devices used were handheld controllers, which required
individuals to apply only gross motor skills to hold and move
the controllers for interaction (eg, [30,44]). Consequently, fine
movements could hardly be involved, and training in them could
hardly be achieved. Thus, no significant improvement in fine
motor function was observed. This finding suggests that VR
systems that use input mechanisms that would facilitate fine
motor movements, such as Leap Motion or gloves with sensors
[41,63], may be more suitable for supporting fine movement
exercises.

Effects on Independence in Day-to-day Activities (FIM)
FIM measures independence in self-care, sphincter control,
transfer, locomotion, communication, and social cognition in
daily life [77]. Our findings suggest that VR-supported exercise
therapy can improve independence in performing such
day-to-day activities, which require good upper extremity
function. For example, self-care activities, such as eating,
bathing, and dressing, usually involve the use of both sides of
the upper extremities. Another example is that changing
positions from lying down to sitting up may involve the use of
the affected upper extremity to support the upper body. As
mentioned in the previous section, VR-supported exercise
therapy can help improve upper extremity motor function
(FMA-UE), enabling patients to participate more actively in
the abovementioned day-to-day activities and requiring less
assistance from health care providers or caregivers after
receiving VR-supported exercise therapy.

Subgroup Analysis of the Effects of VR-Supported
Exercise Therapy
We found that the use of VR-supported exercise therapy in
combination with conventional therapy, longer VR-supported
exercise therapy interventions (ie, >15 hours), and longer trial
lengths of VR-supported exercise therapy (ie, >1 and ≤2 months)
could improve hand dexterity (BBT), possibly because
VR-supported exercise therapy offers longer durations of
therapy. Increasing the duration of therapy has been shown to
be associated with better motor recovery outcomes
[4,7,69,78,79]. It should be noted, however, that motor recovery
outcomes are not only determined by the duration of therapy
but also by other factors, such as the number of repetitions of
the therapeutic tasks, the duration of each training session, the
number of sessions, and the frequency of training [7]. More
information regarding the details of VR-supported exercise
therapy is needed for further analysis before proposing
recommendations for the best levels of practice.

Except for the subgroup analyses of hand dexterity (BBT), the
number of trials (<10) and participants included in the subgroup
analyses for the other outcomes was quite small, implying that
these analyses were less likely to produce confirmatory
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conclusions [24,80]. Further clinical trials are needed to examine
the impact of these moderating factors on the effectiveness of
VR-supported exercise therapy.

Effects of VR-Supported Exercise Therapy During
Follow-up Assessments
The benefits of VR-supported exercise therapy were not
maintained after withdrawing from the technology. However,
because we did not have any details on the rehabilitation therapy
or exercises that the participants received during the follow-up
periods in any of the trials, we could not explore the factors that
may have influenced the long-term effects of VR-supported
exercise therapy on these outcomes.

Implications for Research
The conclusions of this review have several implications for
future studies. First, several trials had small sample sizes (10
trials examined <20 participants) and likely had insufficient
statistical power to detect significant changes in the outcomes.
Studies with small sample sizes also bear the risk of being less
likely to be published [81-83]. Therefore, larger sample sizes
are suggested to reduce the risk of failing to detect significant
changes and face publication bias. Second, the positive effects
of VR-supported exercise therapy were not maintained after
withdrawing the technology. However, poststroke rehabilitation
and recovery is a long-term, even lifelong, process, and more
research is required to determine how best to maintain the
long-term effects of VR-supported exercise therapy. Third, most
of the VR systems used in the included trials were nonimmersive
(eg, Nintendo Wii); the effectiveness of immersive VR-based
(eg, head-mounted display) interventions remains relatively less
known and should be further examined, as the degree of
immersion may influence user experience and the effectiveness
of VR-based interventions [84-87].

Implications for Practice
Our review has several practical implications. First, VR-based
interventions can be incorporated into therapeutic exercises for
motor function training and day-to-day activity training in
patients following stroke. Commercial games (eg, Nintendo
Wii Sports) appear to be a good option because of their high
availability in the market and relatively low prices [62]. Using
commercially available games would enable researchers to avoid
the costs (eg, time and resources) of designing and developing
new games. However, it should be noted that commercial games
are typically intended to be played by healthy users and therefore
may not meet the heterogeneous needs of patients with
impairments [7,88]. For example, commercial games may
provide exercises for the overall arm but not for specific joints.
To better fulfill the heterogeneous needs of patients and meet
specific therapeutic goals, specialized VR programs that allow
therapists to customize therapeutic aspects, such as feedback
type and difficulty level, based on each patient’s condition must
be designed [7,69]. Second, patients with stroke are commonly

older people [89] who may face difficulties in learning new
technologies owing to age-related declines in physical or
cognitive functions and other psychological factors (eg,
technology anxiety) [90-93]. Therefore, the usability of
VR-based interventions must be assessed and improved to
provide a user-friendly interface, match the patients’ abilities
and preferences, and ultimately promote patients’ experiences
with and acceptance of VR-based interventions, because the
acceptance of technology is an essential prerequisite for the
successful implementation of technology-based health care
interventions [94-107]. Third, as older patients may have limited
experience with VR technology [91], the provision of
appropriate assistance and guidance is necessary to support
patients in learning to use VR input devices and interact with
virtual environments.

Limitations
This review has some limitations. First, several study outcomes
displayed only a small degree of responsiveness [108-111];
thus, changes in such outcomes may have gone undetected.
Second, the risk assessment indicated a low quality of evidence
for several outcomes (eg, upper extremity ROM). Therefore,
the results related to these study outcomes should be interpreted
with caution. Third, the number of trials and participants
examined was quite small for several subgroup analyses (eg,
Tables S4 and S5 in Multimedia Appendix 6), implying that
the findings need to be interpreted cautiously. Fourth, moderate
to high levels of heterogeneity were observed in the
meta-analysis, which could not be explained by the moderating
factors examined and indicated the presence of other moderating
factors that require further investigation. Fifth, detection of
publication bias suggests that the findings should be interpreted
with caution.

Conclusions
This systematic review and meta-analysis provided evidence
for the effects of VR-supported exercise therapy on outcomes
related to impairments in upper extremity functions and
structures, activity limitations, and participation restrictions in
life situations. A total of 12 outcomes were examined, some of
which were measured using various tools or methods. Of the
12 outcomes, significant improvements were detected in 2, and
both significant and nonsignificant improvements were observed
in another 2, depending on the measurement tools or methods
used. The findings with high-quality evidence suggest that,
compared with the use of either conventional therapy or no
therapy, VR-supported exercise therapy could effectively
improve upper extremity gross motor function (FMA-UE) and
independence in daily life (FIM), at least during therapy, but it
did not improve fine motor function (ARAT). For findings with
low-quality evidence, more research is required before drawing
confirmatory conclusions. Future studies should examine how
the benefits of VR-supported exercise therapy can be maintained
over time.
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BBT: Box and Block Test
FIM: Functional Independence Measure
FMA-UE: Fugl-Meyer Assessment-Upper Extremity
JHFT: Jebsen Hand Function Test
mAS: Modified Ashworth Scale
MFT: Manual Function Test
MMT: Manual Muscle Testing
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
ROM: range of motion
SIS: Stroke Impact Scale
SMD: standardized mean difference
VR: virtual reality
WMFT: Wolf Motor Function Test
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Abstract

Background: High-quality online health information (OHI) can reduce unnecessary visits to health professionals and improve
health. One of the ways that people use OHI is to support others with health conditions through proxy OHI seeking. Members of
a person’s social circle may help them overcome information-seeking barriers and illness challenges. There are several models
on proxy information seeking. Yet, we know little about the use and outcomes of OHI on behalf of someone else.

Objective: The objectives of this paper are to explore and revise a framework on the context and outcomes of proxy OHI
seeking

Methods: We conducted a mixed studies literature review integrating qualitative and quantitative evidence with thematic analysis
of the findings of 28 studies, followed by framework synthesis incorporating the derived themes.

Results: We explored 4 main themes: (1) characteristics of proxy seekers, (2) context of proxy OHI seeking, (3) use of OHI to
provide social support, and (4) outcomes of proxy OHI seeking. Our conceptual framework incorporates these themes and builds
on previous work.

Conclusions: By better understanding how people use information together, information providers can adapt the information
to meet all users’ needs.

(J Med Internet Res 2022;24(6):e34345)   doi:10.2196/34345

KEYWORDS

online health information; information seeking behavior; proxy information seeking; surrogate seekers; information outcomes;
social support; health information; online information

Introduction

Background
Two-thirds (67%) of respondents to the American Health
Information National Trends Survey between 2008 and 2017
reported turning to the internet first for health information [1].
Similarly, 69% of Canadians reported using the internet to
search for health information in 2020 [2], and the proportion of
adults seeking online health information (OHI) in other
Organisation for Economic Cooperation and Development
(OECD) countries more than doubled between 2008 and 2017
[3]. The use of OHI can improve quality of life and is generally

associated with positive outcomes, such as increased
empowerment of seekers and their families and improved health
outcomes [4-7].

Based on the results of a recent systematic review on the
outcomes of OHI seeking (hereafter, OHI outcomes), several
contextual factors associated with these outcomes were
identified, such as age, education, income, and eHealth literacy
[8]. Another contextual factor is social support, defined broadly
as “support accessible to an individual through social ties to
other individuals, groups, and the larger community”[9]. Social
support is an important factor because one of the ways people
use OHI is to support family members or friends with health
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conditions [10]. In fact, recent studies report that 61%-66% of
OHI seekers are proxy seekers, meaning they seek OHI on
behalf of someone else [11,12]. Moreover, findings from a study
exploring internet use trends between 2008 and 2013 showed
a significant increase in the use of family and friends to obtain
health information [13].

However, while proxy information seeking has been explored
in the literature, especially as it relates to health information,
little is known about its relationship with the outcomes of OHI.
This is a critical knowledge gap; previous research examining
how to reduce negative outcomes of OHI suggests that OHI
seekers may be able to overcome low eHealth literacy by
discussing the information they find with others [14]. People
are sometimes more likely to turn to their social circle to make
sense of information they find rather than discuss it with a health
professional [11,15]. Members of a person’s social circle may
help them overcome information-seeking barriers and illness
challenges (eg, if they are too physically weak or mentally
incapacitated to search themselves) [15].

By better understanding how people and their social circles use
information together, information providers can better adapt
the information to meet both their needs, and public health
interventions can target patients’ friends and family with
information for dissemination and use [16]. Accordingly, the
purpose of this paper is to contribute to our understanding of
the role of social support in online health information outcomes
by focusing on the outcomes of proxy OHI seeking.

This review will focus on the intersection of 3 main constructs:
proxy information seeking, social support, and OHI outcomes.

Proxy Information Seeking
Information seeking encompasses “all the information that
comes to a human being during a lifetime, not just in those
moments when a person actively seeks information” [17]. In
active information seeking mode, monitoring and directed
searching are ways to answer known information needs (that
are recognized and articulated). There are intervening variables
that may be related to personal characteristics, social or
interpersonal issues, or environmental considerations [18]. They
can be defined as “those who seek information in a
nonprofessional or informal capacity on behalf (or because) of
others without necessarily being asked to do so” [15]. Proxy
seekers may also be “experts,” such as health librarians or health
care professionals, with the specialized knowledge or skills to
use the information with the person with whom they share a
personal relationship [19].

The role of proxy information seeking has been explored in the
literature and has also been referred to as surrogate seeking or
lay information mediation [12,20]. In one of the earliest models
on information seeking behavior, Wilson [21] used pathways
to explain different patterns of information seeking. In his
model, the user encounters “information systems” that can be
technology (eg, the internet) and mediators, and these systems
connect the user to “information resources” or actual
information. Of 10 pathways proposed in this model, 2 indicate
seeking that is “conducted by a mediator to fulfill an information
request” [21]. This phenomenon is also described in McKenzie’s

[22] 2-dimensional model of information practices of women
pregnant with twins. In her model, one of the modes of
information practice is “by proxy,” where the person interacts
with information through another agent, including
“intermediaries or gatekeepers” such as friends or family
members.

Social Support
Social support is one of the positive products of “social
relationships” that may have short- and long-term effects on
health, for better and for worse, depending on their quality and
quantity [23]. A 2004 model by Uchino [24] describes 2 broad
dimension of support: structure and function. Structural aspects
of support are the extent or composition of one’s social network
(size, contact, type, density, and strength) and the
interconnections among them. Functions have 4 aspects that
are highly related to each other: emotional, informational,
tangible, and belonging. Most relevant to this review is
informational support, which includes the provision of advice
or guidance and may provide direction and carry an emotional
message when received from a close source. Informational
support could be construed as supportive, unsupportive, or
mixed depending on the context [25-27].

Social support has consistently been linked to better health
[24,28,29]. Several theories have been proposed to explain why
this occurs; for example, social support can act as a mediator
of stress that reduces its impact, thereby improving mental health
[23]. Several studies have reported that those who perceive low
social support experience increased stress and report a greater
number of stressful events, while those who feel more
satisfaction with their received social support report fewer
emotional problems [30-33]. Another theory to explain the link
between social support and better health is the provision of
informational support, which encourages the receivers to manage
their health. If we use pregnant women as an example, those
who were more satisfied with perceived and received social
support initiated prenatal care earlier than those who were less
satisfied [34]. Pregnant women who received more informational
support from people in their social network delivered babies
with higher Apgar scores and higher birth weights [34,35].

Online Health Information Outcomes
A theoretical framework on OHI outcomes and the factors
associated with these outcomes was developed by Pluye and
colleagues [8] based on a systematic review with a framework
synthesis. This framework was derived from previous research
by the authors and combines the information theory and
psychosocial theory of behavior. It includes 4 types of contextual
factors that influence OHI outcomes: (1) individual factors (eg,
health literacy); (2) social and technical factors (eg, access to
the internet); (3) relationships with professionals (eg, satisfaction
with health care provider); and (4) education, health, and social
services (eg, access to a family doctor). It also includes 4 levels
of individual outcomes of OHI seeking: (1) situational relevance,
(2) cognitive/affective impact (eg, being able to understand the
information or not liking the information found), (3) use (eg,
in discussions with a health care provider or to make a medical
decision), and (4) subsequent health/well-being outcomes of
use (eg, improved health or reduced worrying) of information.
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These levels are presented in Figure 1. For each level, different
types of outcomes were identified and validated using systematic
mixed studies reviews and qualitative, quantitative, and mixed
methods primary research studies [10,36,37].

However, this framework is focused exclusively on an individual
perspective: it is the same person that starts the OHI seeking
process and experiences the outcomes of this process. Studies
that tested this framework therefore focused on people who
used the OHI for their own health care and reported the health

outcomes they themselves experienced. Little is known about
what happens when the information need is to answer a question
about someone else’s health or what is involved when the
information is used with someone else (for providing social
support) [14]. Therefore, to adapt this framework to the context
of proxy OHI seeking, we are interested in 4 sections of this
framework: (1) influencing factors of OHI seeking, (2) OHI
seeking behavior including information needs, (3) OHI use, and
(4) outcomes of OHI use.

Figure 1. Online health information (OHI) outcomes conceptual framework.

Intersection of the 3 Concepts
There appears to be no comprehensive conceptual model on the
outcomes of proxy OHI seekers using OHI to provide social
support. Reifegerste et al [38] modified and extended the
existing Comprehensive Model of Information Seeking (CMIS)
with concepts of social network ties to predict proxy information
seeking and the resulting social support intentions. They
developed hypothetical scenarios (N=607) of people with
varying severity in depression and with varying relationship
closeness. Structural equation modeling was used to test the
associations between the health-related factors (including
demographics), proxy health information seeking intentions,
and social support intentions. They hypothesized that support
is the resulting action of proxy OHIS. This is an important study
that modifies an existing information seeking model to proxy
seeking; however, seeking and support were measured only as
intentions. Moreover, the demographic characteristics were not
found to be relevant, potentially due to the low variance of the

study sample. Therefore, our review aims to build on this work
by further exploring the context of proxy OHI seeking and the
outcomes of using OHI to provide social support.

Methods

Design
A mixed studies review was conducted using a data-based
convergent synthesis design in which qualitative and quantitative
data were analyzed together using a qualitative thematic analysis
[39,40]. A mixed studies review is ideal in this context because
the evidence is from diverse fields of inquiry, and it uses diverse
methods to provide a rich and highly practical understanding
of complex health interventions [41,42]. Framework synthesis
was then conducted to produce a revised conceptual framework.

Eligibility Criteria
Table 1 lists the inclusion and exclusion criteria that were
deemed appropriate for identifying relevant studies.
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Table 1. Inclusion and exclusion criteria.

Exclusion criteriaInclusion criteria

Not empirical research or a literature review (eg, commentary,
editorials, reports)

Primary and secondary research (ie, qualitative, quantita-
tive, and mixed methods empirical studies and literature
reviews)

Research methods

OHIa •• No mention of OHIFocus on online health information seeking
• •Online resource about health and medical topics Offline health information resources (eg, books or pamphlets)

• Studies that tested specific online interventions (eg, testing
the use of an e-kiosk or e-mental health services)

Explore the phenomenon of proxy OHI seeking:Proxy OHI seeking • No mention of proxy OHI seeking
• No mention of seekers that are physical members of the social

circle that the person knows and is in contact with on a regular
or semi-regular basis (eg, anonymous social media or online
forum members)

• Characteristics of proxy seekers
• Context of proxy OHI seeking
• Use of OHI
• Outcomes of OHI

• Exclude parents of young children or surrogate decision-
makers of incapacitated adults (eg, unconscious patients in

an ICUb)

aOHI: online health information.
bICU: intensive care unit.

Sources and Search Strategy
Papers were searched in 5 databases (Medline, PsycInfo,
CINAHL, LISA, and Scopus) from inception to May 25, 2021.
A search strategy was compiled with the help of a health
librarian and included 2 main concepts: OHI and proxy OHI
seeking or social support. The term “surrogate seeking” was
discovered after reviewing articles from the first 4 databases
and was thus added to the Scopus search strategy. The sets were

combined using Boolean operators depending on the database
being searched, as presented in Table 2. The search was limited
to English and French languages, with no limit on years. All
the records were transferred to a reference manager software
(EndNote x8) and duplicates were removed using the Bramer
method [43]. After the selection stage, additional potentially
relevant records were retrieved by tracking the citations
(snowballing) of the selected documents.

Table 2. Search strategy.

Records, nSearch termsDate of latest searchDatabase

82*social support/ AND online.mp. AND “Health Information”.af.May 20, 2021Medline

14“informational support”.mp. AND online.mp. AND “Health Information”.af.

16“online health information” AND “social support”May 20, 2021CINAHL

5“online health information” AND “informational support” 

141*social support/ AND online.mp. AND “Health Information”.af.May 20, 2021PsycInfo

36“informational support”.mp. AND online.mp. AND “Health Information”.af.

54“proxy” AND “information seeking” AND “online health”May 20, 2021LISA

294“social support” AND “online health” AND Information

25“surrogate” or “proxy” AND “information seeking” AND “online health”May 20, 2021Scopus

118mediator AND “online health information”

Selection of Relevant Studies
The 775 records were then imported into DistillerSR, a
web-based application for conducting systematic reviews for
selection [44]. For each record, eligibility codes were assigned
according to the criteria described in Table 1. For every included
record, the corresponding full-text publications were retrieved.
Subsequently, full texts were imported into DistillerSR again
and coded using the same eligibility criteria. Included studies
were then exported into NVivo (Version 12).

Data Extraction and Synthesis of Included Studies
Characteristics of the included studies and results related to the
role of social support in OHI seeking and outcomes were coded
in NVivo. A deductive-inductive analytical approach was
adopted for thematic analysis of the extracted evidence [45]. A
coding manual was developed following the framework
proposed by Pluye et al [8] that included (1) characteristics of
proxy-OHI seekers, (2) context of proxy-OHI seeking, (3) use
of OHI by proxy seekers, and (4) outcomes of OHI use for the
seeker and recipient. The codes were then progressively
clustered into major themes and subthemes.
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Framework Synthesis
The initial framework in Figure 1 was revised following the
qualitative synthesis stage. An iterative collaborative process
was adopted over a series of meetings. All major themes were
placed into textboxes and added to the figure representing the
initial framework. Alternative figures were proposed until
consensus was reached among the authors. The framework was
then reviewed by 2 peer reviewers and presented at 2 research
meetings (1 local and 1 international), and the feedback received
was used to produce the final framework.

Results

Characteristics of Included Studies
Of 775 unique records identified in our search, 28 were deemed
relevant and included in our review (Figure 2). Those referred
to 15 (53.6%) quantitative studies (including 1 experimental
study), 10 (35.7%) qualitative studies, 1 (3.6%) mixed methods
study, and 2 (7.1%) systematic reviews. Over half (n=16, 57.1%)
of the empirical studies were conducted in North America. The
corresponding 28 full-text articles were divided into 3 groups
depending on who the focus of the study was: OHI proxy seekers
(n=9, 32.1%), OHI recipients (n=2, 7.1%), or both (n=17,
60.7%). Full details of the study characteristics are in presented
in Multimedia Appendix 1.

Figure 2. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.
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Characteristics of Proxy Seekers
The results of a telephone survey of 18,750 European citizens
show that 61% of those seeking OHI searched on behalf of
someone else, and of those, 26.6% exclusively searched on
behalf of someone else. These surrogate OHI seekers were more
likely to live with others and more likely to search on behalf of
their partners, children, or other family members rather than for
friends or colleagues [11]. This finding was echoed in several
studies that reported that the proxy seeker was most often a
member of the same household or with whom the person had
close ties [12,15,46-51].

This was especially highlighted in relationships where the proxy
seeker considered themselves responsible for someone else’s
health. We found 5 studies that focused on informal (unpaid)
caregivers who reported higher and more constant proxy seeking
behavior than noncaregivers [46,52,53]. A study exploring
information seeking in families affected by multiple sclerosis
describes the disease as a shared concern or responsibility that
necessitates sharing information about it [54]. Dutta et al [55]
described 3G households (3 generations of family members
residing together) in Singapore, where the children and
grandchildren play vital roles as sources of health information
for grandparents.

Several other proxy seeker characteristics influenced OHI
seeking behavior. One important factor is gender; 7 studies

reported that most people who searched OHI on behalf of others
were female [11,15,48,50,54,56,57]. Proxy seekers were
generally younger and more educated [11,15,47,48,53,56,58]
although 1 study reported that age, education, and income were
not significant factors that influenced proxy OHI seeking
behavior [59]. Another factor is related to the proxy seeker’s
experience with OHI: respondents in several of the included
studies were reported as having higher health literacy [12,54]
and engaging in frequent OHI seeking behavior [11].

Information Needs and Triggers of Proxy Seeking
OHI seeking was triggered by different reasons and at different
times in the included studies (Table 3). The proxy seeker may
be asked explicitly to search for OHI on behalf of someone who
is unable to search for themselves, who has a complex health
situation, or who needs to confirm information they had found
online themselves [51,55,60,61]. On the other hand, more studies
report that the proxy seeker initiates the search unsolicited out
of interest [15,61], when they do not have enough information
to support a person living with a health condition [47,54],
immediately following a diagnosis [62-65], or following a visit
with a health care provider [62,66]. Finally, the proxy seeker
may also initiate the search themselves as a coping mechanism
to help deal them with their emotions following the diagnosis
of a loved one [53,61].

Table 3. Information needs and triggers of proxy seeking.

ExcerptCode

“The carer may be asked to search for information on behalf of the person with cancer. This mostly occurs in situ-
ations where the patient does not have access to the internet or is not internet savvy or the person with cancer finds
they are too ill to search.” [61]

Explicit request

“Both patients and caregivers also mentioned that they surfed the internet again at specific moments later during
the lung cancer treatment trajectory, such as during chemotherapy, at the appearance of new symptoms or disease
progression, or when having to make a choice between 2 treatment options.” [63]

To make a decision

“A high percentage of the 795 caregivers (87%) had used [the] internet to search for information about the disease
of the patient they were taking care for in the last year prior to the survey.” [47]

To support someone with a
health condition

“For Gina, a 26-year-old Chinese participant, her role as a granddaughter constitutes her interpretation of HISa as
she mostly seeks out information for her grandparents. Jamila, a 37-year-old Malay woman, seeks out health infor-
mation from the internet when one of her family members is not feeling well.” [55]

Out of interest or obligation

“Patients and caregivers mentioned that their need to seek information often arose once they had time to rest and
think about what they had been told, often at a time when their questions could not directly be answered by the
treating specialist anymore: ‘Once you have come home, you have forgotten half of what you have been told, which
is exactly the moment you would want to ask something.’” [63]

Following a health care practition-
er visit

“Carers also tended to act as ‘gatekeepers’ of information, and constantly sought new information as a means of
coping.” [53]

Coping mechanism

aHIS: health information seeker.

How Proxy Seekers Use OHI
Proxy seekers used OHI to better understand someone else’s
illness or to help themselves feel more empowered in their role
as caregivers [49,64,65,67]. Several studies reported the sharing
of information between caregiver and patient either directly by
sending them a link or printout or indirectly by discussing the
information found [49,50,57,60,64,68]. One study describes
sharing and resharing the information among a social network
so that it reaches a larger number of people [55] or so that a

larger number of people are involved in making sense of the
information [57].

One aspect of providing informational support involves acting
as gatekeeper and controlling incoming information flow for
the person [15]. An included literature review exploring the role
of caregivers of cancer patients identified this role in 3 included
studies, potentially as a way to manage the cancer experience
of the patient [61]. Families developed strategies for controlling
information sharing, either explicitly with the patient or
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implicitly, especially if the information was potentially
distressing or could lead to conflict [54,63].

Proxy seekers used the information in discussion with health
care providers at a clinical visit [49,55,61,62,64]. This led to
asking more questions and feeling more empowered during the
visit, as well as involving the provider in the interpretation of
the information [49,61,67]. In some cases, it led to requesting
more testing or to trying a new treatment plan [62,69]. On the
other hand, especially if the provider was not receptive to
discussing the information, it also led to confronting or
challenging the provider’s decision [62].

Proxy seekers also used the information to provide emotional
[51,62] and material support, especially as informal caregivers
[46,61] to the person. They used the information to change that
person’s lifestyle; for example, mothers in 1 study cooked
healthier food and encourage their families to walk together as
a form of exercise [55]. In another study, the authors report that
family members used the information to exert control on the
patient, using techniques such as pushing or guilting [68].

Outcomes of OHI Use
The outcomes reported by the included studies were
overwhelmingly positive. Empowered by the informational they
received, proxy seekers and effected individuals felt better

informed and more confident, were able to discuss the
information with their health care providers, and request
different management options [61,62,69]. Information helped
people make a health behavior change like quitting smoking
[15]. It also helped lessen worries about their own health [15,66].
One study described a 87-year-old participant who reported she
feels calmer when her grandchildren print out information and
explain treatment options for her [55]. People described how
having proxy seekers “care so much” about their health made
them feel supported [51] and allowed them to have someone to
talk to about their health [64].

Negative outcomes were rarely reported. A literature review
found limited reports of patients’ anxiety or decisions to refuse
cancer treatment [61]. There were 2 studies that reported that
the proxy seekers themselves experienced more anxiety,
sometimes because of information overload [65,66]. The proxy
seeker and the person did not always have the same approach
to OHI: in situations where the person did not want to “know”
or ignored the information, this led to tensions and conflict
[54,68].

Revised Conceptual Framework
Figure 3 shows the revised conceptual framework after the
review. The following paragraphs describe proxy seekers, their
motivations, how they seek information, and their outcomes.

Figure 3. Outcomes of proxy online health information (OHI) seeking framework.

Who Proxy Seekers Are
Proxy seekers are more likely to be female and are also more
likely to share health information with others, as they are
considered the “central nodes” of health information within a
community [70,71]. Moreover, they are more likely to be more
educated, with higher eHealth literacy, and frequent internet
users in general. Proxy seekers are likely to be in frequent
contact with the people for whom they are seeking OHI and to
report strong social ties with these people (eg, family members
of the same household).

Why And When Does Proxy Seeking Occurs
The OHI seeking process is triggered by an explicit or implicit
information need. Explicit information needs may be
communicated to the proxy seeker with or without a request for
informational support. Proxy seekers who are also informal
caregivers may initiate OHI seeking as part of their caregiving
responsibilities. The proxy seeker may also initiate the search
themselves out of curiosity, for reassurance, or as a coping
mechanism to help deal with their emotions following a
diagnosis of their loved ones.
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How Proxy Seekers Use Information
When proxy seekers find a situationally relevant information
object that they understand or agree with (examples of positive
cognitive impacts on the seeker), they can use it to provide
social support for someone else. This support is most commonly
informational: either by sharing the OHI found directly or
discussing it with the person to help them make sense of it.
Support may also be emotional or material, such as offering to
cook meals. The proxy seeker also acts as an information
gatekeeper by filtering the information for the person to reduce
stress due to information overload.

Outcomes of OHI Use by Proxy Seekers
Using the information will lead to separate outcomes
experienced by the person and the proxy seeker, which are
generally positive; for example, feeling more confident
discussing the information at a clinical visit. In situations where
the information is conflicting or unsolicited, it may lead to
negative outcomes such as increased worrying or worsening of
an interpersonal relationship.

Discussion

Principal Results
To our knowledge, this is the first review to explore the
outcomes of proxy OHI seeking and use of OHI to provide
social support to others. We adapted a framework on individual
OHI outcomes to proxy seekers and described and explained
the context, use, and outcomes. Although there are 2 included
reviews that reported interesting results, they did not fully
address our question: the first explored the role of the internet
in supporting and informing caregivers of people with cancer
[61], and the second explored how informal caregivers of
children with health care needs used internet-based health care
services and resources [72]. Another relevant review that
explored the proxy OHI seeking behavior of parents for their
children and describing a conceptual model was not included
in our review because parents are also proxy decision-makers
for their children [73]. Another recent study adapted the existing
Comprehensive Model of Information Seeking to surrogate
health information seeking but did not explore the outcomes of
social support [38].

Comparison to Existing Models on OHI Seeking
Outcomes
In his revised 1996 model, Wilson [74] added “information
processing and use.” Our conceptual framework goes further
and, in addition to describing the context of information seeking
behavior by the proxy seeker, also explores OHI use and
outcomes. Similar to the OHI outcomes framework by Pluye
[8], our framework includes factors that influence information
seeking behavior and leads to 4 levels of outcomes. The use of
OHI in our framework revolves around types of social support,
and the health and health care–related outcomes are reported
by both the proxy seeker and the affected person. Moreover,
we identified 2 additional consequences of informational
support: sharing misleading information and acting as a
gatekeeper to the information.

Our findings echo those of other studies exploring offline proxy
health information seeking. In situations where the information
need is explicit and the proxy seeker has high health literacy,
informational support is associated with positive emotional
support, and other outcomes are generally positive. First, people
who can discuss the information they found with others are
more likely to better understand the information, use that
information to make decisions about their health care, and
experience better health outcomes such as reduced worries
[75-78]. Other potential outcomes include improvement in the
receiver’s health, buffering of potential negative outcomes, and
increase in perceived social support [9,32,79]. This is especially
true if the provider has higher health literacy than the receiver,
in that they are better able to explain, contextualize, or validate
the information [80,81]. Some people may prefer information
avoidance, defined as “any behavior designed to prevent or
delay the acquisition of available but potentially unwanted
information” [82], which may lead to tensions between the
proxy seeker and the affected person.

Second, for the seekers themselves, these outcomes include a
change in their relationship with the person (improved or
worsened) and feeling more involved in the health care of others
[83]. Moreover, social support providers who reported feeling
more satisfied with their interaction with the person and who
felt better about themselves after providing informational
support were more likely to continue doing so and more likely
to seek information from other sources [83]. Negative outcomes
for the seekers reported include increased anxiety due to
information overload. This is defined as “when the information
processing demands on time…exceed the supply or capacity of
time available for such processing” [84].

In situations where the informational support is unsolicited and
the person does not feel that the information is relevant to their
situation, interpersonal tensions may develop [14]. This may
also occur in relation to sharing sensitive or intimate information
with family members; for example, a study examining the effects
of discussing information on sexuality and contraception on
mother-daughter relationships reported that a strain in the
relationship may develop [85]. In addition, sharing misleading
health information from unreliable sources may also lead to
negative health outcomes, as described in 2 recent systematic
reviews [86,87]. More specifically, in this context, the seekers
do not intend to cause harm and are in fact spreading
misinformation that may lead to delayed care, decreased quality
of life, and increased risk of mortality.

Limitations
There are some limitations to our review. Unlike in a systematic
review, only 1 reviewer carried out the selection phase, so some
relevant studies may have been missed. However, our goal was
to revise a framework and not necessarily to be exhaustive (in
contrast to the needs of a systematic that aims to measure
effectiveness of an intervention). Similar to other reviews, there
may have been underreporting of negative outcomes due to
publication bias. Finally, systematically reviewing all the models
on information seeking behavior was beyond the scope of this
review, but we reviewed and discussed the most common
models with a specialized expert librarian.
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Directions For Future Research
Most studies on information seeking behavior do not explore
how the information is used by proxy seekers, and what happens
next [88]. While this review explores the outcomes of OHI
proxy seeking, few studies report outcomes for the seekers
themselves. As such, future empirical studies can focus on these
outcomes from the seekers’ perspectives. Furthermore, little is
known about which contextual factors or seeker characteristics
are associated with positive and negative OHI outcomes. Future
studies can test our framework in different contexts, revise it,
and propose research-based solutions to help the proxy seekers
use OHI with others.

Conclusion
The outcomes of proxy OHI seeking constitute an important
topic for both information specialists and health care
practitioners. Members of a person’s social circle may help

them overcome information-seeking barriers and illness
challenges (eg, when they are too physically weak or mentally
incapacitated to search themselves) [15]. People are sometimes
more likely to turn to members of their social circle to make
sense of OHI they find rather than discuss it with a health care
professional [11]. By better understanding how affected people
and their social circle use OHI together, OHI providers can
better adapt their platforms and information to meet both their
needs, and health care practitioners can target patients’ social
circles with information for dissemination and use [16]. Potential
public health intervention strategies can focus improving proxy
OHI seeking and OHI use to promote positive outcomes for
proxy seekers and the people they seek for through strategies
that help proxy OHI seekers find relevant OHI, evaluate it, and
use it appropriately. Strategies can also include extending social
support networks for people without an effective social circle
by identifying social support interventions from previous work
that may be applicable in the context of proxy OHI seeking.
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Abstract

The critical intersections of structural inequities and vulnerabilities of marginalized populations, particularly those engaging the
social gradient of minority ethnic communities, are revealed in the syndemic approach to COVID-19. Although proposals for
cultural interventions to improve virtual care provide relevant measures, they may not address the root cause of the disparate
impacts of a pandemic on population subgroups. The common misperception of equality as synonymous with equity further
impedes the efficacy of digital health in quality-of-care initiatives, as it systemically fails to acknowledge the disparate realities
of marginalized populations, while intending to benefit all. This commentary suggests that an alignment of the health care system
with Canada’s pluralist principles would support a paradigm shift in transforming virtual care into an equitable standard as
envisioned by Pham and colleagues in their paper, “The Future of Virtual Care for Older Ethnic Adults Beyond the COVID-19
Pandemic.”

(J Med Internet Res 2022;24(6):e37717)   doi:10.2196/37717

KEYWORDS

COVID-19; virtual care; health equity; syndemic; aging; ethnicity; older adults; equity; digital health; diversity; ethnic minority
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Introduction

In a fundamental sense, the vision for transforming virtual care
from that of an exclusive service that benefits only a few to that
of a standard for providing equitable care for all [1] echoes the
age-old debate between policy variations on the zip code and
the genetic code. This commentary aims to further develop the
key theme discussed by Pham et al [1]—engaging the
“reimagining” of virtual care for older ethnic adults—by
considering the syndemic nature of COVID-19 and the
intersection of cultural interventions in care and equity in virtual
care.

The Context of the COVID-19 Syndemic

Well before the onset of COVID-19 and other major pandemics
in the past 2 decades, studies on the design and evaluation of
eHealth interventions recognized the challenges and implications
of the interdisciplinary nature of the field [2].

The emergency management of health care in the pandemic era
inadvertently proved the critical role of the social determinants
of health through data about the rapid viral spread in largely
marginalized, resource-challenged communities [3]. Based on
the presence of similar contexts like the digital divide along
pathways of structural inequities, COVID-19 has been
characterized as a syndemic as opposed to a pandemic [4],
emphasizing the intersections of the contributing demographic,
social, economic, and environmental factors of the pandemic.

A summary review of the literature suggests that despite a
significant number of health care and digital health reform
initiatives, which address the disparities experienced by
marginalized ethnic communities [5], few have addressed the
need for a systemic transformation based on equity. Even the
unique perspectives of reorienting the health care culture to its
original benevolent foundation appear to sustain in principle
the context of ethnic minority populations’ vulnerabilities [6].
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Syndemic theory advances the examination of health and health
care disparities while emphasizing the contexts of social and
economic systems in these processes. As such, the theory
provides a critical alternative to conventional systemic reform
culture. It recognizes how disparities in social realities are
accountable for not only shaping the marginal experience but
also for its distribution across subgroups of populations.

Aging, Ethnicity, and the Equity Paradox

In the current design, implementation, and evaluation of virtual
care, the ethnicity context represents one of the several
dimensions of equity, such as aging, gender, etc. To evaluate
the impact of equity in digital health, it is essential that the
determinants be addressed within the synergistic lens of
intersectionality; the interface of the factors with structural
inequities of exclusive policies presents an additional dimension.

With the increasing diversity of the population, the need to
recognize equity becomes imperative. The perception of ethnic
diversity as a “strength” and “asset” as found in different sectors
of social planning, such as business, industry, or labor, provides
an important contrast to the typical safety-net approaches to
vulnerable populations of ethnic minorities in health equity and
digital health studies [7].

Within studies about the intersections of ethnicity, aging, and
equity [5], inclusion of ethnic older adults enhances the generic
minority data measured by metrics that assume homogeneity
of vulnerabilities. The ethnically nuanced care expectations of
older adults and, more importantly, the cultural values that frame
the expectations, are seldom contextually related to any specific
equity dimension.

Pham et al [1] offer a good example of leveraging the strength
of ethnic diversity to enhance quality of care. The paper presents
important insights about unique cultural elements of filial piety
and kinship values prevalent in Asian families. The distinct
cultural norms explain the common practice adopted by family
members, including adult children, who often volunteer to care
for their aged parents even at the cost of sacrificing their
professional careers. The study proposes a formal care partner
role for family members to help older adults navigate the digital
health system. The observation not only advances the potential
of catalyzing diversity as a “strength” for quality care but also
identifies normative variations, which are seldom acknowledged
in people-centered care policies. Within the intersectionalities
of ethnicity, aging, and quality care principles, the intervention
model provides a compelling argument for the segregation of
data for “older ethnic adults”; it further reflects the need for
digital determinants to distinguish between assumptions of
typical “safety-net” traits of (minority) ethnic adults and their
actual role as unique partners in strengthening the scope, scale,
and equity of the health system and digital health.

Despite a noticeable increase in the acknowledgment of
ethnically diverse data for the effective diagnosis of disease
profiles and trajectories, ethnic patients remain the “subject” of
studies rather than their architects. In the general discourse of
health disciplines, data on ethnic minority groups are routinely
aggregated with vulnerabilities and marginalization concerns.

Yet, research about the impact of equity in the transformation
of health systems, and more critically understanding the role of
intersector approaches to challenges and opportunities of equity,
would allow digital health to become more inclusive and
sustainable.

Quoting science philosopher Thomas Kuhn, Meskó and
colleagues [8] describe inequities in health as anomalies within
the traditional paradigm of health that cannot be addressed
without a shift in the structure of the system. This misalignment
of the framework and the vision is described as a paradox. The
conventional insular norms of health care systems act as barriers
to equity, disregarding pluralism as deviation. The design of
virtual care is susceptible to translating systemic inequities that
may be embedded in existing models of health care. Crucial
reform initiatives of cultural interventions [1] or designing
methodical frameworks for equity analysis in digital health [9]
are promising approaches for improving the equality aspects of
health care, even if within the traditional systemic norms. To
the extent the initiatives align with the culture-specific norms
of the conventional system, targeted reform initiatives present
good alternatives for improving the efficacy of care. Yet, in the
absence of intentional transformative approaches, cultural
variations in normative principles of health equity and digital
health would continue to be interpreted as part of generic data,
measured by metrics of seemingly homogeneous vulnerabilities.
The unmet care needs and, more importantly, the cultural values
that frame these needs—often acknowledged as proverbial
cracks and gaps in quality of care—remain unrecognized as
upstream factors and are seldom identified as a rationale for
transformation.

Equity Issues in Virtual Care

The concept of digital health equity is complex and
multidimensional. It integrates a comprehensive consideration
of individual contexts, the social determinants of health, and
the enabling environment [10,11].

In the case of virtual care, the complexity increases with the
introduction of digital determinants into the equation. The
synoptic review of various models for health equity by Shaw
et al [5] provides a glimpse of this complexity in their discussion
of the levels of the digital divide, where individuals in the final
level, who have access to technology and possess digital literacy,
in addition to having competencies in digital navigation, are
still not always able to achieve quality outcomes.

As the syndemic approach illustrates, epidemiologic assumptions
about health equity generally address clinical-level efficiencies
in the care quality of vulnerable ethnic minority groups, and
seldom introduce the social lens into the equation. Inequities
of digital health originate when the conventional approach gets
instinctively coded into algorithms of digital technology, despite
its innovative performance in various fields of medicine [11].

As long as the foundation of virtual care—the traditional health
care system—remains unaware of its systemic cultural bias,
innovative digital technologies and tools will mirror inequities.
Virtual care represents a unique medium of care service delivery
and, as such, it can effectively design technical solutions for
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access issues for all Canadians, including ethnic older adults
and minority language–speaking patients, through the creation
of appropriate user-friendly platforms for overcoming barriers
to participation in digital health. Yet, substantive
accommodation of ethnicity in contemporary discourse on
cultural equity in health and digital health designs requires a

shift in paradigm in the content of health care policy principles
and its strategic priorities and action imperatives, which should
resonate with the values of all patients and consumers as aligned
with the principles of pluralism. Nothing less will help to
achieve the purpose described by Pham et al [1] of catalyzing
the transition from an exclusive service to an equitable standard.
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Abstract

Background: Expansion of telehealth insurance coverage is hampered by concerns that such coverage may encourage excessive
use and spending.

Objective: The aim of this paper is to examine whether users of telehealth services rely more on other forms of outpatient care
than nonusers, and to estimate the differences in payment rates.

Methods: We examined claims data from a large national insurer in 2017. We limited our analysis to patients with visits for 3
common diagnoses (N=660,546). We calculated the total number of visits per patient, overall, and by setting, and adjusted for
patient- and county-level factors.

Results: After multivariable adjustment, telehealth-visit users, compared to nonusers, had 0.44 fewer visits to primary care,
0.11 fewer visits to emergency departments, and 0.17 fewer visits to retail and urgent care. All estimates are statistically significant
at P<.001. Average payment rates for telehealth visits were lower than all other settings.

Conclusions: These findings suggest that telehealth visits may substitute rather than add to in-person care for some types of
care. Our study suggests that telehealth visits may offer an efficient and less costly alternative.

(J Med Internet Res 2022;24(6):e37574)   doi:10.2196/37574

KEYWORDS

telemedicine; insurance; policy; telehealth; user; primary care; outpatient; claims; in-person; virtual; insurer; coverage

Introduction

Telemedicine has dramatically changed health care delivery
since COVID-19, offering safety and convenience [1]. To
promote greater access to care, federal and state policy makers
temporarily removed several telehealth barriers, including those
related to insurance coverage and reimbursement [2,3].
However, concerns exist about making these changes permanent.
On the one hand, telehealth has the potential to improve access
to care (eg, by helping patients to overcome barriers such as

transportation and childcare). On the other hand, expansion of
telehealth insurance coverage is hampered by concerns that such
coverage may encourage excess use and spending. Such
concerns are heightened when payment is on a per-visit,
fee-for-service basis [4].

Most direct-to-patient (DTP) telehealth visits have been found
to occur outside of regular business hours, suggesting that
convenience and accommodation may be key considerations
[5]. In a survey of adults conducted in 2019 before the
COVID-19 pandemic, 49% of adults reported being willing or
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very willing to use video visits [6]. Previous studies have found
that DTP telehealth users are more likely to live in urban areas,
be younger, and less likely to have comorbid conditions than
the general population, indicating that access and affordability
may not be the key drivers of telehealth visit use [5]. Evidence
is limited with respect to the potential for telehealth visits to
serve as a substitute for in-person care rather than as a
complement to it. If telehealth visits substitute for in-person
care, this could mean health care savings; however, if telehealth
visits complement and add to in-person visits, then this would
increase health care expenditures. Early evidence for telehealth
acute respiratory illnesses found that telehealth visits represented
additional use rather than replacing visits to other providers [7].
A more recent study of telehealth found no differences in total
outpatient visits after hospital discharge, early in the pandemic
[8]. In a survey of people experiencing homelessness, 29.1%
self-reported they would have sought care in an emergency
department (ED) if they had not had access to telehealth [9].
Additional evidence on whether telehealth complements or
substitutes for in-person care is lacking.

We examined claims data from a large national insurer that
offered DTP telehealth visits as a covered benefit. We assessed
whether telehealth visits were associated with differences in the
use of office-based primary care, retail and urgent care clinics,
and EDs.

Methods

Data and Measures
Our cross-sectional study used 2017 private insurance claims
data for continuously enrolled members ages 18-64 years who
were offered telehealth services through a third-party DTP
vendor. We limited our analysis to the top 3 most common
claims diagnoses for telehealth visits in order to increase
comparability across patients and sites. The most common
diagnoses were respiratory infections, diseases of the urinary
system, and eye disorders. We further limited our analysis to
telehealth visits, office-based primary care, urgent or retail
clinics, and EDs based on claim codes. We calculated the total
number of visits per member who experienced at least one visit
with the target diagnoses. Total visits were calculated overall
and by setting. Separately, we calculated mean insurer paid
amounts for evaluation and management visits for each setting.

Analysis
We estimated patient-level multivariable, negative binomial
regression models in which the dependent variable was the total

number of visits in a given care setting (separate regressions
were run for primary care, urgent or retail clinics, and ED visits).
Independent variables included an indicator for having had a
telehealth visit that year, an indicator for having high-deductible
health insurance coverage, and an indicator for having had a
primary care office visit in the prior year. Additional control
variables included age, sex, a continuous measure of illness
burden using claims-based Episode Treatment Groups, a rural
county indicator, county-level measures of total primary care
physicians and EDs obtained from claims, and county-level
counts of retail clinics and urgent care centers. We also adjusted
for county-level demographics and commute times from the
American Community Survey. For each visit type, we calculated
regression-adjusted total visits by whether the member had a
telehealth visit. Analysis was conducted using Stata (Version
15, StataCorp).

Ethics Approval
The National Bureau of Economic Research institutional review
board determined this study to fall under Exemption #4 as
detailed at 45 CFR Part 46 Subpart A Section 46.101 [10]. As
such, it has been exempted from review.

Results

Overall, 660,546 members with the selected diagnoses had, on
average, 0.56 visits for primary care, 0.60 for retail or urgent
care centers, 0.13 for EDs, and 0.04 for telehealth care in 2017
(Table 1). The median insured paid amounts were US $40 for
telehealth visits, US $87 for primary care, US $113 for urgent
and retail clinics, and US $812 for ED visits.

After multivariable adjustment (Figure 1), telehealth-visit users
had fewer visits to primary care compared with nonusers (0.13
vs 0.57, adjusted difference 0.44; 95% CI 0.44 to 0.45), EDs
(0.03 vs 0.14, adjusted difference 0.11; 95% CI 0.11 to 0.11),
and retail and urgent care (0.17 vs 0.62, adjusted difference
0.45; 95% CI 0.45 to 0.46). These estimates of number of visits
control for the individual having a primary care visit in the prior
year, age, gender, illness burden measured from claims-based
Symmetry groupings, whether their insurance plan had a high
deductible, rural status, and other county characteristics of the
patient. The sample includes patients with respiratory infections,
diseases of the urinary system, and eye disorders. All estimates
are statistically significant at P<.001.
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Table 1. Characteristics of the study population.

Difference (95% CI)Telehealth visit user
(N=20,571)

Telehealth visit nonuser
(N=639,975)

All (N=660,546)Annual visits and population characteristics

Annual visits

0.46 (0.45, 0.47)0.110.570.56Primary care visits

0.44 (0.43, 0.45)0.180.620.60Retail and urgent visits

0.10 (0.10, 0.11)0.030.130.13EDa visits

Individual-level characteristics

2.3 (2.2, 2.5)39.341.641.5Age (years)

–3.7 (–4.3, –3.0)13,515 (65.7)396,785 (62.0)410,199 (62.1)Female, n (%)

13.1 (12.5, 13.7)6151 (29.9)274,549 (42.9)280,732 (42.5)Primary care office visit, prior year, n (%)

–14.0 (–14.7, –13.3)11,911 (57.9)280,949 (43.9)292,622 (44.3)High deductible health plan, n (%)

0.25 (0.23, 0.28)1.511.771.76Illness burden score

County-level characteristics

–0.8 (–1.0, –0.6)15,140 (73.6)465,902 (72.8)480,877 (72.8)White, n (%)

–0.4 (–0.4, –0.3)4875 (23.7)149,114 (23.3)153,907 (23.3)<18 years of age, n (%)

0.3 (0.3, 0.4)2859 (13.9)90,876 (14.2)93,798 (14.2)>65 years of age, n (%)

0.5 (0.4, 0.7)6974 (33.9)220,791 (34.5)227,228 (34.4)Bachelor’s degree or higher, n (%)

1.2 (0.9, 1.4)64.165.365.2Median household income (in thousands of US
$)

0.5 (0.4, 0.7)14,132 (68.7)442,863 (69.2)457,098 (69.2)Private insurance, n (%)

0.2 (0.0, 0.3)226 (1.1)7680 (1.2)7927 (1.2)Rural county, n (%)

0.45 (0.39, 0.52)26.827.327.3Mean travel time to work (min)

0.86 (0.1, 0.1)7.798.668.63Primary care providers per 1000 members

0.03 (–0.03, 0.05)b4.414.424.42Retail and urgent care per 100,000 population

0.010 (–0.021, 0.001)b0.7850.7750.776EDs per 100,000 population

aED: emergency department.
bAll differences had P values <.001 except these measures where P<.05.

Figure 1. Outpatient use for direct-to-patient (DTP) telemedicine users and nonusers.
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Discussion

Among the beneficiaries of a large insurer treated for 1 of 3
common acute outpatient conditions, telehealth visit users had
lower use of primary care, retail clinic and urgent care, and ED
visits for those conditions. These findings suggest that telehealth
visits may substitute rather than add to in-person care in some
settings, although the extent of substitution or addition is
unknown due to the possibility of unmeasured confounders.

In this study, insurer payment rates for third-party, DTP
telehealth visits were lower than payment rates for visits in other
settings, although the scope of care was narrow. Prior to the
pandemic, 6 states had telemedicine parity laws, which
mandated that private insurers reimburse telehealth visits on
par with in-person visits [11]. By fall 2021, a total of 21 states
had reimbursement parity laws for commercial insurance [12].
As these parity laws have become more common, they reduce
the payment differences between in-person care and care

delivered by DTP telemedicine networks, lowering potential
savings to insurers.

Use of all forms of telemedicine is increasingly rapidly, offering
the potential for significant improvements in health care access
[13], particularly as greater investments are made to expand
broadband access for rural areas and low-income families
through recently passed federal legislation. Our study suggests
that for some conditions, telehealth visits may be an efficient
and less costly alternative to care in other settings.

Study limitations include analysis of a large, national insurer
in a single year, a specific telehealth service, and select
conditions, which may not generalize or apply to more
specialized forms of telemedicine, including recent telehealth
care that has been audio only. Commercial claims data also do
not contain racial and ethnic information. Further, our study
was observational and measured associations between telehealth
visits and other forms of visit. Future work should examine
other forms of televisit and additional patient populations.
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Abstract

Social media integration into research has increased, and 92% of American social media participants state they would share their
data with researchers. Yet, the potential of these data to transform health outcomes has not been fully realized, and the way clinical
research is performed has been held back. The use of these technologies in research is dependent on the investigators’ awareness
of their potential and their ability to innovate within regulatory and institutional guidelines. The Brown-Lifespan Center for
Digital Health has launched an initiative to address these challenges and provide a helpful framework to expand social media use
in clinical research.

(J Med Internet Res 2022;24(6):e35804)   doi:10.2196/35804
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Introduction

Social media includes technologies that allow multidirectional
communication via web-based networks (Facebook), microblogs
(Twitter), video sharing sites (YouTube), blogs, and other
forums [1]. A 2021 Pew Research Center survey found that
72% of American adults use some form of social media, with
that figure surpassing 80% among those under 50 years of age

[2]. As social media use increases, its integration into and
relevance for clinical research has also increased. These
web-based channels offer a low- or no-cost venue for
recruitment [3-6], more ready venues for volunteer engagement
[7], and greater generalizability owing to the potential of
web-based tools to access diverse or marginalized communities
[6,8].
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Beyond these aspects, social media also offers tremendous
opportunities for clinical researchers. First, it provides the
opportunity to increase knowledge about clinical research in a
way that encourages the public to learn and discuss issues. For
instance, during the COVID-19 pandemic, the National Science
Foundation funded COVID Info Commons [9], a “convergence
accelerator” that promotes federally funded research on
COVID-19 on its Twitter account, provides the public with a
search engine to find National Science Foundation–funded
COVID research, holds monthly seminars over Zoom, accessible
to the public, on research in progress, and posts recorded
seminars to YouTube with Spanish and American Sign
Language interpretation. Second, social media also allows for
the delivery of interventions in an innovative way [8] and is a
potential source of real-world evidence that can be accessed to
generate new hypotheses or identify unmet needs in various
clinical communities [10,11].

Despite the potential applications that can be used, social media
research still faces significant barriers to its effective use.
Principal among them is the lack of uniformity in how research
proposals are reviewed at a local and national level and the lack
of guidance available to researchers seeking to explore social
media; this in turn may result in the unintended consequence
of discouraging new and established researchers from
incorporating social media into their own work.

The Brown-Lifespan Center for Digital Health (CDH) is a hub
where researchers, clinicians, administrators, entrepreneurs, and
business representatives from Brown University and its affiliated

hospital partners collaboratively design, test, and deploy digital
solutions to the society’s most pressing health challenges. In
this paper, we review the issues facing investigators and
institutions related to research using social media technologies.
We propose a roadmap for researchers, agencies, and institutions
to integrate social media as a tool for completing clinical
research studies. We focus on elements of social media use
investigators should be cognizant of, issues institutional review
boards (IRBs) should address, and suggest institutional
procedures to facilitate safe and responsible social media use
for clinical research.

Social Media and the Clinical Researcher:
Concerns and Considerations

While the potential role of social media in research has been
established, issues have been raised by investigators, including
ethics, privacy, consent, and confidentiality concerns for
participants [12]. Additionally, whether and how communities
on social media represent real-world or offline communities is
a concern [13], especially as older and underresourced
individuals may lack access to broadband or familiarity with
social media channels; this inequality is often termed the “digital
divide” [14]. Moreover, new social media platforms are
constantly emerging, introducing dynamically changing impacts
to participants and researchers, while also reshaping use patterns
of more established tools. The stakeholders in social media
research and their key roles are illustrated in Figure 1.

Figure 1. Social media research stakeholders.

Institutional Perspectives on Social Media
Research: Concerns and Considerations

The use of social media for the purposes of human subjects
research remains an area of concern for many institutions. The
major reason this remains the case is that social media is not
designed for ethical, human subject–approved research. Rather,
it is designed, by intent, for public use. Further, social media
platforms often include data agreements between the platform’s
creators and all users that allow third parties to data mine in
order to influence people using these platforms (eg, by targeted
advertising or streamlined content). As a result, the intention
for social media platforms is diametrically opposed to the most

basic tenets of clinical research, including but not limited to the
importance of deidentification and human subject protection.
These concerns were succinctly brought forth in a recent paper
by Vallury et al [15] in detailing their experience assessing
public attitudes related to abortion in Australia. The authors
describe how the lead researcher of a study on abortion stigma
experienced “a barrage of harassment on and beyond social
media” when her web-based research went “viral.” The lessons
learned include the need for a supportive and coordinated
institutional response to plan for and manage web-based and
offline mental and physical health and safety risks. They
recommend the development of training, guidelines, and policies
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to address the practical and ethical aspects of using social media
for research.

Social media research requires an understanding of the
following: the ethics of using web-based data as research data;
the responsibilities of the researcher to participants both during
and following the study; ensuring diversity and equity in who
can access the study; and the risks and consequences to the
researcher and the institution (particularly if the subject matter
reflects politically or socially controversial topics). Ultimately,
while the approach to social media research must be based on
traditional understandings of good clinical practice and
protections (for participants and for researchers), social media
reflects an ever-changing environment that institutions must be
prepared to recognize and effectively respond to.

The CDH Proposal on Social Media
Research Applications

As social media research proliferates, research practices in
digital health and social media must similarly be regularly

reviewed and updated so that they evolve as well. In short, best
practices and local research guidelines need to be established
and regularly updated to facilitate the protection of research
study volunteers and the investigators involved.

In Table 1, we listed several critical questions that researchers
should address during the design of a study that uses social
media and provided suggestions as to how each can be
approached. At the earliest stages, it is incumbent on research
teams to establish norms for their social media research,
including how to safeguard identifiable information, ensure
privacy of both the study team and research participants, and
maintain confidentiality of research documents. These plans
should be provided as written documentation to the local IRB.
Table 2 includes examples of how CDH-affiliated faculty used
social media for research, including references.
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Table 1. Questions for investigators to address during study planning.

Suggested approachesCritical questionsIssueCategory

RecruitmentApproach • Provide data on the demographics of the participants as these
may vary depending on the social media network employed.

• Will participants be recruited via tradi-
tional means (in research facilities, over
the phone, or by flyers), by social media, • Share how the participants will be routed from social media

sites to Health Insurance Portability and Accountabilityor both? Will other strategies, such as
crowdsourced or gig economy social Act–compliant data collection software sites to obtain further
media recruitment be used? information.

• What social media platform (eg,
LinkedIn, Twitter, Instagram, Facebook,

• Obtain letters of agreement from social media account partic-
ipants to collaborate (eg, institutional or influencer).

or Discord) will be used? Rationale? • Include social media community members in research design
and implementation whenever feasible and appropriate.• How will the investigator approach

sampling?
• What social media account (eg, related

to a research lab, an institution, or an
investigator) will the research team use?
Provide rationale.

• Will the participants be compensated?

ExpertiseResearch team • Team members should have experience in social media re-
search. If not available, ensure collaborators are involved who

• Who on your team has expertise in so-
cial media use?

do.

DisseminationResearch plan • Unless specifically approved otherwise, only share deidenti-
fied data.

• Will data sets collected over social me-
dia be shared? With whom? How?

• Informing participants of the study results is the responsibility
of the research team.

• How will participants be informed of
study progress and results?

Privacy and
confidentiality

Human subjects
protection

• Be aware of the platform’s privacy and confidentiality policy
[12].

• How will personal identifiers including
social media account names be protected
by the research team? • Clarify what data are available publicly versus what data are

available only with consent.• What data will be obtained from social
media? • If electronic consent will be used, describe the consent process

and how participant comprehension is verified, and provide• Will account analytics, such as on
Twitter or videos, be used? strategies to verify that the participant meets the eligibility

criteria of the study.• What consent process will be used prior
to data acquisition? • Clarify and assess understanding of protocols for social media

posting (eg, participant-posted photos and video will be part• Will teams verify the identities of social
media participants? How? of the research record), including who can create or add con-

tent and who will be able to see or use it.• How will teams deidentify the accounts?
• Define provisions to reduce risk of breach of confidentiality.• Will the research team engage with par-

ticipants via social media?

SecurityHuman subjects
protection

• Describe the process for the collection of public versus private
data, and whether third-party services will be used to facilitate
data collection.

• How will information be collected and
stored?

• How will the team ensure that third
parties will not have access to informa- • Specify that third parties will not have access to answers to

investigator-posted surveys or screening instruments [4].tion about the participant’s interests or
affiliations? • Be aware and describe relevant institutional policies on social

media use.

RisksHuman subjects
protection

• Describe strategies for mitigating and addressing risks to
participants (eg, as described by Nicholas et al [10] in “risk
detection”), including frequency of monitoring, anonymity

• How will disclosures of self-harm,
trolling or other harmful comments, and
other human subject concerns be moni-

of subjects, and crisis mitigation plans.tored and identified? What is the crisis
mitigation plan if disclosures are identi- • Disclose to participants that you will not be monitoring their

responses in real time, and provide them with a document orfied?
create a blanket post that lists resources for immediate help.

RecruitmentHuman subjects
protection

• Provide examples of the kinds of ads or communication that
may be used in the study. In order to harness the social media
networks’ full potential to build community, investigators

• If material will be posted on social me-
dia for purposes of recruitment:

• Where will the ads be posted? may need to be agile, and it is not feasible to submit verbatim
• Will the ads be targeted to certain demo-

graphics? How?
advertisements and communication to the institutional review
board.

• How will ambient privacy be main-
tained?
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Suggested approachesCritical questionsIssueCategory

• Describe plans to ensure equitable access to recruitment and
estimate likelihood of recruitment of demographic subgroups.

• Consider the fact that recruitment techniques that enroll web-
based participants looking for paid work (eg, through MTurk
or Craigslist) may result in more demographically diverse
participants than those that use a recruiting ad (eg, Facebook)
[16].

• What strategies will be used to ensure
recruitment includes women, minorities,
and other underrepresented communi-
ties?

Equity and di-
versity

Human subjects
protection

• Restrict social media communication to handles specific to
the study, not to any one individual on the research team.

• Avoid using personal social media handles to communicate
research-related activities.

• What are the foreseeable risks to the
study team in the conduct of this re-
search?

• What is the plan to mitigate these risks?

RisksProtection of
the study team

Table 2. Examples from the Center for Digital Health faculty illustrating how social media can be used for clinical research.

NotesStudy topic and authorsUse category

Physicians were recruited into qualitative interviews through advertisements
posted on Twitter, Facebook physician groups, and specialty society and
physician listservs

Telehealth in Older Adults, Gold-
berg et al [17]

Recruitment

Recruited a national sample of adolescents with a history of past-year cyber-
victimization through Instagram for a randomized control trial delivered via
an app-based program.

A Cyberbullying Media-Based Pre-
vention Intervention for Adolescents
on Instagram: Pilot Randomized
Controlled Trial, Kutok et al [18]

Identified individuals for an in-
tervention

A collaboration was formed between 2 investigators after a Twitter conversation
about the need of an app that assists the public with assessing COVID-19 risk.
Then, the investigators crowdsourced opinions on risk categories and what
was considered an “acceptable” risk by the public on Twitter. The investigators
shared a beta version of the app on Twitter and modified the design and content
based on public feedback. Finally, information about how to access the app
was advertised on Twitter and other social media channels.

MyCovidRisk—a free app to help
individuals assess their risk of being
infected with COVID-19, Goldberg
et al [19]

Idea generation, iterative im-
provement of app based on
participant feedback, and dis-
semination

Investigators obtained IRBa approval to conduct a tweet chat asking women
about survivorship from ovarian cancer. Questions were asked surrounding
needs after cancer treatment, and the responses were analyzed quantitatively
and qualitatively.

The Needs of Women Treated for
Ovarian Cancer: Results From a
#gyncsm Twitter Chat, Thomas et
al [20]

Performed a needs assessment

In order to examine psychological processes 1 year after Hurricane Maria and
understand the differences in reactions depending on location, the research
team collected tweets using hashtags associated with Hurricane Maria and
geomapping. They used Linguistic Inquiry and Word Count software (LI-
WC2015, Pennebaker) to conduct a quantitative linguistic analysis of the
sample of tweets.

#PuertoRicoSeLevanta: A Closer
Look at the Language Used on the
First-Year Anniversary of Hurricane
Maria, Rodríguez-Guzmán et al [21]

Used Twitter to obtain data
from users in a specific location
and analyzed the results qualita-
tively

Used crowdsourcing techniques and Amazon Mechanical Turk to create a data
set of all Computer Science faculty in the 50 top Computer Science graduate
programs. This project yielded guidelines that novice requesters can use who
are new to using crowdsourcing for data collection and extraction from the
web.

Crowdsourcing from Scratch: A
Pragmatic Experiment in Data Col-
lection by Novice Requesters, Pa-
poutsaki et al [22]

Created a novel data set using
crowdsourcing

Extracted social media data and deidentified them to understand how messages
can serve as a proxy for changes in a person’s affect.

Sochiatrist: Signals of Affect in
Messaging Data, Massachi et al [23]

Obtained insights on human
affect

aIRB: institutional review board.

Practical Guidance for Institutional
Review Boards

We recommend that IRBs develop policies surrounding the
appropriate and safe use of social media in clinical research.
Sharing these guidelines with researchers who plan to use social
media in their studies will help ensure consistency and can be
useful for investigators and IRBs alike to improve efficiency
and reduce the need for revisions. Gelinas et al [24] created an

IRB checklist for evaluating social media recruitment proposals
that can be a valuable resource for this purpose. Below, we
summarize major considerations related to recruitment, benefits,
risks, and informed consent.

Recruitment

The IRB application should specify which social media sites
will be used and why, whether advertisements of the study will
be used, and how targeted recruitment will be conducted, if
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applicable. For instance, recruitment advertisements posted on
social media may draw global participation. Because of this,
investigators should specify how they will ensure only eligible
participants in the preferred geographic region will be recruited.
Typically, this can be addressed by the inclusion of appropriate
eligibility criteria as a part of a screening survey. The steps in
the IRB process pertaining to social media–based recruitment
methods are illustrated in Figure 2.

When using social media to recruit, researchers should put
safeguards in place. Investigators should be aware that they may
receive survey replies from fictitious accounts or be the target
of harassment or other trolling behaviors seeking to discredit
the study. Several methods exist to address these concerns [15],
including the following: (1) offering compensation for users to
verify that they are indeed who they are and delaying payment

until completed; (2) regular and routine monitoring of
advertisements and posts related to the study; (3) understanding
the policies governing privacy, harassment, and reporting on
the channels being used; (4) adopting mechanisms to moderate
posting on public forums related to the research; (5) if surveys
are used, users should take advantage of security measures to
prevent fraud and mitigate malfeasance (eg, they can use
Completely Automated Public Turing Test question types to
prevent bots from submitting survey responses); in addition,
proactively monitoring times to completion can be useful, as in
our experience, completion rates are typically very fast for
fictitious accounts; and (6) it is important to monitor the
referring link to determine if links are being reshared for
fraudulent purposes. Several surveys also allow investigators
to prevent multiple submissions from one device by using
cookies.

Figure 2. Steps in the institutional review board (IRB) process pertaining to social media–based recruitment methods.

Researchers should acknowledge and disclose terms of sites or
apps before advertising recruitment on them to avoid third-party
data sharing. For example, research participants who engage
with study advertisements could—depending on the type of
advertisement and social media site—allow third-party sites to
collect information about their interests or affiliations
unknowingly [25]. Participants are often unaware of the terms

of the apps and sites they use regularly. Investigators should be
knowledgeable of these terms before they advertise their studies
on these sites. In one study of men who have sex with men [25],
participants had few concerns about data being shared
anonymously with researchers but expressed more concerns
with data being sold to third-party partners. However, research
participants evidenced substantial variability in privacy concerns
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and comfort with sharing different types of data, suggesting a
need to gain consent for data sharing for specific types of data.

The investigator should also specify how potential participants’
privacy will be protected during the advertising process. For
example, a study recruiting people with a history of substance
use disorder should be careful not to inadvertently violate
participants’ privacy by advertising imagery or language that
labels a potential participant as a person with an addiction.
Research participants may not be forthcoming or truthful with
their answers if they are particularly concerned about evading
law enforcement [26], which may raise data quality concerns
that should be addressed by the investigator. Investigators should
educate their study participants about the limits of their
confidentiality as needed.

Benefits and Risks of Social Media Use
for Research

The benefits of social media use for research include (1) ease
of recruitment; (2) increased engagement by social media
participants; (3) rapid sharing of information in a way that is
intuitive for participant; (4) and building of web-based
communities; moreover (5) several studies have shown that
participants feel web-based participation in research is more
private than in-person participation.

The risks of using social media for research include the
following: (1) third-party use of data such as tracking
participants’ clicks on advertisements; (2) breach of
confidentiality through intentional or unintentional sharing of
data by participants or the study team; and (3) exposure to
malicious content; however, if the investigator is only using
social media to recruit, there is no additional exposure to
malicious content outside of what is seen from scrolling through
your feed.

Informed Consent

Researchers using social media for their studies may choose to
offer research volunteer electronic informed consent (e-consent)
if there is no waiver of consent. e-Consent refers to the use of
electronic systems and processes to inform research participants
of information related to the study and obtain and document
their consent. In guidance prepared jointly by the Department
of Health and Human Services and the Food and Drug
Administration [27] for investigators, sponsors, and IRBs, the
following recommendations were made for e-consent: (1)
e-consent should be designed to convey information about the
study to the research volunteer or their legally authorized
representative in language that is understandable; (2) e-consent
should allow navigation forward or backward so that participants
can review information, and hyperlinks can be used to view
further detail; (3) participants should have the option to use
paper-based consent or be assisted by study personnel if they
cannot use the e-consent technology; (4) study personnel should
verify identity through a state-issued identification, the use of
personal questions, biometric methods, or visual methods.
Verification using these techniques may not be necessary in
social behavioral minimal risk research studies; (5) opportunities

to ask questions and consider participation are necessary;
questions can be answered in person, over the phone, or by
video conferencing, but should be answered prior to consent;
(6) investigators should assess understanding of the study (eg,
by including questions that test understanding or through other
methods to gauge individuals’ comprehension of all elements
of the consent; (7) participants should obtain a copy of the
informed consent; and (8) IRBs should review the usability of
the e-consent material to ensure they are easy to navigate and
should review any optional questions or other methods used to
gauge comprehension of key study elements.

An important aspect of consent relates to vulnerable populations,
including but not limited to children and prisoners. For these
participants, it will be important to request that researchers
provide information to prevent coercion and a means to affirm
consent, respectively. Finally, provisions for re-consent are
necessary if the child comes of age during the study or if
cognition improves or worsens during a longitudinal study in
older adults [28].

Confidentiality, Security, and Privacy

Investigators should describe how privacy protections are put
in place for participants. For instance, are apps “sandboxed” so
that apps on the same device cannot obtain data that the
participant enters into the research app? If data are being
collected, where will they be stored and who maintains access?
For instance, most volunteers understand that if they post on
social media sites publicly, their information will be
discoverable by any user of the social media site. However,
volunteers may not know that if they use more private ways to
communicate with the research team, their information can still
be retained by the platform. Twitter, for instance, allows
participants to use “Direct Messages” to have nonpublic
conversations on the platform. While these direct messages are
not public per se, Twitter still stores and processes the
communication and information shared in these messages [29].
For instance, links shared in direct messages are scanned for
malicious content. Further, Twitter will not use the content of
your message; however, information about whom you
communicated with and when will be examined to better
understand platform usage in an effort to generate more relevant
content. Volunteers should also be aware that even if they delete
their copy of the direct message, recipients (in this case, the
research team) will retain their own copy, which they can
duplicate, store, or reshare.

Other relevant questions include the following: Will participants
have a right to view or edit their data? Moreover, how do you
protect the privacy of parties who have not consented? For
instance, for studies on Facebook, if you are an investigator and
you are observing a research volunteer’s feed, you may see
comments on the feed by their unconsented friends. It is
important that researchers have a plan to include or exclude
data from people not consented. These details require careful
thought and consideration prior to initiating recruitment via
social media platforms to ensure the protection of human
subjects.
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Investigators should also consider that third parties may develop
novel ways to broach the security of platforms and exploit the
identifiers of account holders. For instance, the administrator
of a Facebook group, consisting of individuals who tested
positive for breast-cancer mutations, discovered a Chrome
extension that allowed marketers to scrape the membership lists
of closed Facebook groups [30]. Facebook had previously added
tools to make the membership lists of closed groups private,
and they were unaware of this Chrome extension until the group
administrator worked with a security researcher to submit the
information to Facebook. Facebook then sent a cease-and-desist
letter to the Chrome extension.

Statistical Analysis

IRBs should be aware of unique uses and analytic techniques
for social network analysis. Social network analysis often
involves large samples and can have substantial computational
requirements. For instance, in a study aiming to discover
emergent web-based communities of cannabis participants for
public health surveillance [8], investigators performed social
network analysis by first finding the actors of interest, 6 cannabis
dispensaries in Oakland, and then discovering accounts that
follow these 6 accounts and their followers. Then, participant
information was collected from these accounts such as friend
counts, follower counts, and account creation date. The total
number of accounts collected by these means included 2.2
million participants. Then, researchers used stochastic block
modeling to infer network structure with the purpose of
uncovering hidden populations of cannabis consumers. After
manual coding, communities of illicit, recreational, and medical
cannabis participants were identified. This analysis helped
researchers examine a research question and illicit use patterns
that would be challenging and costly to discover without social
media analyses. However, these methods are computationally
complex and require expertise in big data (analysis and data
management) beyond what many investigators may need for
traditional clinical research studies. Investigators need to be
skilled in these advanced statistical techniques, such as
stochastic block modeling and high-dimensional multilevel
models, as well as qualitative content analysis, in order to
identify spam and fraudulent accounts and ensure the validity
of their findings. It is important to note that this level of work
often requires significant server space and power to run the
analyses; this availability may vary depending on institutional
resources.

Institutional Procedures to Facilitate Safe
and Effective Social Media Use

Institutions may opt to publish social media guides when used
for research to help investigators follow institutional privacy
and security recommendations and to help them follow best
practices in social media use. For instance, the Harvard Clinical
and Translational Science Center publishes a guide, “The Use
of Social Media in Recruitment to Research: A Guide for
Investigators and IRBs,” that summarizes their laws and
regulations, including Health Insurance Portability and
Accountability Act, advises on recruitment techniques that

follow their social media guidelines, and assists investigators
in designing procedures that respect ethical norms [31]. The
University of South Florida provides specific parameters for
their faculty and staff to guide the development of a social media
presence [32]. A mixed methods study including interviews
with 5 institutional offices and 15 subject-matter experts at the
University of Florida suggests that a centrally managed social
media account for communicating with participants and
initiating advertising campaigns could be successful to facilitate
participant enrollment in health and clinical research studies
[33]. Some institutions list social media accounts that have
pre-existing approval for research usage [34,35]. However, if
an institutional account is not already approved, it is
recommended that the social media or public relations team
from the institution work with the IRB and Human Subjects
Protective Program to agree on guidelines for social media use
in clinical research. Given that terms of agreement often include
legal jargon, which may be confusing for investigators and
research volunteers, it can be helpful to involve the institution’s
legal team to help with interpreting terms of the chosen social
media platforms.

Conclusion

The right to privacy and data security is a fundamental aspect
of clinical research that must be considered in the social media
space. Researchers are expected to uphold the principles of trust
and respect by approaching the aims and details of the study
with transparency and refraining from collecting data about
potential participants in ways unknown to the social media
participant. Communication between the research team and
research participants should be carried out in such a way to
avoid breaches of confidentiality or exposing personal
information in the public domain. Because communication may
be frequent and cannot always be completely scripted on social
media sites, it is beneficial for IRBs and institutions to agree to
norms that allow the investigator to have flexibility to
communicate with research participants in a manner that is
consistent with the study aims and the IRB protocol. Finally,
given the ever-changing terms of use and privacy policies on
social media sites, it is critical for study teams to maintain
awareness of such policies and develop plans to ensure ongoing
compliance.

Further work is needed to (1) identify what unique safeguards
may be necessary for individuals with special situations that
make them more vulnerable to exploitation (eg, undocumented
individuals, minors, and sex workers), (2) develop recruitment
techniques and interventions tailored to special populations who
are traditionally disadvantaged by the digital divide (eg, older
individuals and rural persons), (3) suggest ways researchers can
best recruit volunteers and access data from social media sites
while being sensitive to the diverse privacy needs of volunteers
(eg, different comfort levels with disclosure), (4) ensure all
stakeholders understand the limitations of different platforms’
privacy policies, and (5) develop best techniques to disclose
and increase the comprehension of yet unidentified
vulnerabilities in platforms that can be exploited by third parties.
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Social media can be a valuable tool for clinical research
recruitment, retention, data collection, and dissemination.
However, as an open and shareable entity, there is a possible
dissonance between traditional research ethics and the public
use of social media sites. Social media research stakeholders
should be aware that our understanding of the ideal privacy

policies and other safeguards for volunteers are still evolving
and will likely never be static. Regulatory agencies, such as
IRBs, and funding agencies should share clear guidelines for
social media use in research to enhance innovation and ensure
privacy and efficiency.
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Abstract

Triage errors are a major concern in health care due to resulting harmful delays in treatments or inappropriate allocation of
resources. With the increasing popularity of digital symptom checkers in pre–primary care settings, and amid claims that artificial
intelligence outperforms doctors, the accuracy of triage by digital symptom checkers is ever more scrutinized. This paper examines
the context and challenges of triage in primary care, pre–primary care, and emergency care, as well as reviews existing evidence
on the prevalence of triage errors in all three settings. Implications for development, research, and practice are highlighted, and
recommendations are made on how digital symptom checkers should be best positioned.
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Introduction

Across health care settings globally, the inability of supply
(health care resources) to meet demand (the need of individuals
for health care advice) means significant limitations exist on
access to medical assessments and treatments. Safe, effective,
and fair distribution of health care resources therefore requires
some form of filtering and direction, or triage, of individuals
within health care services based on type or severity of
symptoms and/or initial likely diagnoses.

Emerging health technologies have the potential to provide
answers to this problem, in supporting the initial assessment of
individuals presenting with symptoms to ensure that they access
the right area of the health system with the appropriate degree
of urgency. Digital symptom checkers represent one approach,
providing users with triage recommendations based on their
presenting symptoms and responses to screening questions.
However, the extent to which digital symptom checkers can
safely be used alongside or in place of existing forms of initial

medical assessment is currently unclear, with the potential
significance of error in triage recommendation being substantial.

In this article, we discuss existing evidence on triage errors in
pre–primary care (using digital symptom checkers), in
comparison with primary care and emergency care, and provide
recommendations on how digital symptom checkers might be
best positioned to support users and existing health systems.

What Are Triage Errors?

The Oxford English Dictionary defines triage as “the assignment
of degrees of urgency of need in order to decide the order of
treatment of a large number of injured or ill patients.” The
sorting of patients into emergency, urgent, nonurgent, and
self-care categories becomes essential in all health care settings
where there is a need to manage allocation of limited health
care resources [1].

Triage errors can be described as either undertriage or overtriage.
Undertriage occurs when the level of urgency of an individual’s
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condition is underestimated [2] and they are allocated to less
urgent health services or treatments than they need, potentially
resulting in worsening of their condition. Overtriage refers to
inappropriate allocation of health care resources to individuals
whose health care needs are less significant [2]. This may lead
to unnecessary use of scarce health resources and may also have
a direct detrimental impact on affected individuals through
unneeded (and potentially harmful) investigations or treatments
[3,4].

Triage in Pre–Primary Care: Context and
Challenges

Triage is likely to take place at many stages of a patient’s
symptomatic and diagnostic journey, from initial awareness of
symptoms through to final established diagnosis and definitive
management or resolution of symptoms. Experiencing symptoms
is common and frequently does not require medical assessment
or treatment [5]. Most individuals will filter and prioritize
symptoms that they experience based on factors including
personal health beliefs, previous experiences, and informal
sources of health information, and seek health care based on
the perceived severity of their symptoms/condition, as well as
local health system rules, access, and availability.

It has been suggested that the “pre–primary care” health sector,
where individuals have reached the stage of considering seeking
formal advice on their symptoms but have not yet seen a
physician, should be the target of new technological approaches
to triage [6]. Building on contemporary interest in self-care, the
use of digital technologies to provide detailed and accurate
advice and triage provision to support individuals in “self-triage”
could enable them to manage their medical problems themselves
where possible, or direct them to services of a type and urgency
appropriate to their symptoms or condition [7,8].

Digital forms of consultation and triage lack any opportunity
for physical examination or for other human interaction, where
subtle cues may be picked up. Fully digital consultation systems
often lack access to users’ medical histories and are entirely
dependent on the data entered by users at the time of
consultation. These limitations mean that errors are inevitable.
Although face-to-face consultation is often viewed as the gold
standard of primary care, it is not free from limitations. These
might arise from biases and cultural differences between the
clinicians and the patients (for instance, some patients may be
reluctant to have blood drawn due to their religious beliefs)
[9,10]. To consider the acceptability or otherwise of such errors,
it is necessary to understand the extent of error in existing health
care triage, both through face-to-face and telephone
consultations.

Existing Evidence on Triage Errors

Triage Errors in Primary Care
Studies that investigate triage errors in primary care are scarce.
A systematic review assessing the safety of telephone triage in
out-of-hours care compared with standard face-to-face doctor
assessment suggested that triage was safe in 97% (95% CI
96.5%-97.4%) of all patients contacting out-of-hours care and

in 89% (95% CI 86.7%-90.2%) of patients with high urgency
[11]. This reduced to 46% (95% CI 42.7%-49.8%) when
high-risk groups were examined [11]. A triage system in
Belgium reported a comparable level of accuracy (98%) when
a new French-language algorithm was used [12]. This seems to
be consistent with reported rates of triage errors since the 1970s
[13]. However, a more recent study in Belgium that compared
the triage decisions made by telephone operators and those made
by physicians showed a lower level of accuracy [14]. The
correctness of the advice given by the operator according to the
physicians was 71%, with 12% underestimation of urgency and
17% overestimation [14].

Although some primary care telephone triage is done by doctors,
much is done by nurses, sometimes using computer-based
clinical decision support systems [15]. A study assessing the
safety of telephone triage in general practitioner cooperatives
found that triage nurses estimated the level of urgency correctly
in 69% of total patients and underestimated the level of urgency
in 19% of them [16]. A similar study in the Netherlands reported
a comparable rate of triage errors (ie, the level of care was
underestimated in 17% of the patients and overestimated in
19%). In Belgium, both the undertriage and overtriage rates
were slightly lower, at 10% and 13% of all patients who
contacted the out-of-hour telephone service, respectively [17].
In the same study, general practitioners and nurses were found
to agree on the level of urgency in 77% of all contacts [17].

Triage Errors in Emergency Care
In emergency department settings, triage error rates appear to
be markedly higher. Tam et al [18] found that triage accuracy
in a number of multicentered and single-centered studies was
only around 60%, with about 23% of cases undertriaged. A
similar rate of triage errors was indicated in a US study, where
emergency nurse triage accuracy was recorded for 54% of
patients with acute myocardial infarction [19]. Better triage
accuracy was recorded in a study in South Korea, where
retrospective comparison of records of patients admitted to two
emergency departments with a gold standard method (based on
a 5-level triage scale reviewed by medical experts) [20] found
disagreement in 14.7% of the cases (10% overtriage and 5%
undertriage). A comparable 17% triage error rate was reported
in a study in Brazil using similar methods [21]. Although triage
accuracy varied across studies and there is no standardized
acceptable triage rate for all patients, the American College of
Surgeons has suggested an acceptable rate of undertriage for
trauma patients of 5% and 25%-35% for overtriage [18,22]. It
is worth noting that relatively high overtriage rates may be seen
in emergency care settings where access to rapid imaging or
other investigations allows for subsequent “downgrading” of
triage.

Triage Errors in Digital Symptom Checkers
The accuracy of digital symptom checkers in providing triage
has been met with skepticism. There is limited evidence in this
area, but vignette studies have suggested that triage error rates
have been shown to be high for digital symptom checkers
[23,24]. One study compared 12 publicly available symptom
checkers and reported that only 51% of triage decisions for the
top 5 diagnoses were correct [23]. However, this is the mean
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rate of errors, which may be skewed by a wide range of triage
accuracy between the least and most accurate symptom checkers
(22%-72%) [23]. The rates of triage errors increase with
condition urgency [23,25]. The level of urgency was found to
be appropriately assessed in a small proportion of emergency
cases with ophthalmic diagnoses (39%, 95% CI 14%-64%) [26].
When applied in emergency department settings, symptom
checkers were reported to be inadequately sensitive to
emergency cases, with triage accuracy between 45%-75% of
total patients [27-30]. However, in a recent study using digital
patient self-triage in a hospital emergency department, a digital
tool showed higher sensitivity to high-acuity conditions and
similar specificity for low-acuity conditions when compared
with standard nurse triage using the Manchester Triage System;
it also tended to result in overtriage of patients when compared
with standard nurse triage [31].

Triage advice provided by symptom checkers is found to be
more risk averse than that provided by health care professionals
[30,32], with 85% of the users advised to see their doctor in one

study [33]. However, in a 5-year follow-up evaluation study, it
was observed that symptom checkers in 2020 are less risk averse
(odds of 1.11:1, overtriage errors to undertriage errors) than in
2015 (odds of 2.82:1) [24]. Triage errors in emergencies,
nevertheless, are still high, with 40% of emergency cases being
missed by symptom checkers [24].

Although most studies regarding the accuracy of symptom
checkers were carried out through clinical vignettes [23,24],
some clinical trials have been conducted to compare the rates
of triage error of face-to-face consultation with a physician and
digital symptom assessment technologies [34-37]. Results from
these clinical trials show that while symptom checkers did not
perform as well as face-to-face consultation, correct triage for
certain health conditions was still achieved in a higher
proportion of patients than expected [37]. Some symptom
checkers were reported to attain a sensitivity level of over 50%
[36], consistent with previous findings [23].

Evidence of triage error rates in primary care, in emergency
care, and by symptom checkers is summarized in Table 1.

Table 1. Triage errors in primary care, in emergency care, and by digital symptom checkers.

UndertriageOvertriage

10%-19%13%-19%Primary care

5%-23%10%-35%Emergency care

No specific rate of undertriage reported. Mean rate of triage
accuracy reported to be around 50%, with a range of 22%-72%

No specific rate of overtriage reported. Mean rate of triage ac-
curacy reported to be around 50%, with a range of 22%-72%

Symptom checker

Discussion

Summary
Triage error rates in primary and emergency care vary widely
across the literature [38], and differing settings and definitions
of triage across settings make comparison difficult. The overall
level of accuracy of out-of-hour telephone triage was between
69% and 98%. Undertriage rates ranged from 10%-19% in
primary care setting and 5%-23% in emergency setting.
Overtriage rates ranged from 13%-19% in primary care setting
and 10%-35% in emergency setting. Based on limited evidence,
digital symptom checkers have relatively low triage accuracy,
with a mean error rate of around 50% [25,30]. However, this is
likely skewed by outliers caused by the most and least accurate
tools, ranging from 22%-72% [23]. Although the errors tend to
be over- rather than undertriage, with users advised to visit a
doctor in 85% of cases in one study even when symptoms were
appropriate for self-care [33], symptom checkers are
increasingly less risk averse [24].

Limitations
It is worth noting that this article is not a formal systematic
review, thus no specific strategies or selection criteria were
applied to our literature search. This might result in potentially
relevant studies being missed, despite our best effort to ensure
appropriate studies regarding triage accuracy were included.
However, from our consideration of the literature, we observed
a high level of heterogeneity among the rates of triage errors
across studies. The heterogeneity of triage error rates in primary
care, pre–primary care, and emergency care is attributable to a

number of factors. Most importantly, case mix and approach
to/purpose of triage differ substantially across these settings.
The number and type of conditions considered in each study
also differed. Although the majority of studies included a mix
of acute and chronic conditions, some only considered one type
of disease (eg, chronic mental health disorders). Studies that
assessed triage accuracy in more conditions were more likely
to report higher error rates. In addition, the methods used to
identify triage errors were heterogeneous. Eight methods were
commonly employed in assessing triage accuracy, namely
autopsies, patient and provider surveys, standardized patients,
second reviews, diagnostic testing audit, malpractice claims,
case reviews, and voluntary reports [3]. Studies that used
different methods were found to report significantly different
rates of errors [3]. Finally, there appeared to be a lack of clarity
in the definition and comparison of triage errors. Some studies
did not specify whether the triage errors were overtriage or
undertriage. This lack of clarity and consistency means it is not
possible to draw conclusions or make clear recommendations
as to an acceptable error rate for symptom checkers.

Implications for Development and Practice
Consideration of triage error in primary care is particularly
timely in the current unprecedented public health context. The
recent COVID-19 pandemic has challenged the ability of health
systems worldwide to meet demand, with services in some
countries completely overwhelmed. A pressing need to avoid
all but the most urgent and essential health service use, and to
limit face-to-face interaction between health care professionals
and members of the public to an absolute minimum, has led to
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the adoption of a “remote total triage” system in primary care
using telephone and online consulting in many countries [39].

Whether the digital symptom checkers’ level of performance
for triage is acceptable depends on the purposes for which they
are used [25]. If symptom checkers are seen as a replacement
for seeing physicians, they would currently be an inferior
alternative [25]. However, if used by individuals to gather quick
and accessible information about particular conditions, they are
likely to be superior to self-directed internet searches using
online search engines [25]. This is especially appropriate when
only the best-performing symptom checkers with low triage
error rates are used. It is also worth noting that artificial
intelligence technology is constantly improving, potentially
making it possible for triage made by digital symptom checkers
to become more accurate and thus become a safe and useful
addition to traditional face-to-face consultations.

Although seeking to avoid unnecessary burden on health
services, the lack of available background information and
inability to include information from physical examinations or
nonverbal cues means that any remote assessment system will
likely need to take a risk averse approach to triage. Thus, it is
arguably appropriate that digital triage tools adopt this approach.

Implications for Research and Development
Most studies assessing the triage error rates among symptom
checkers are conducted through clinical vignettes. The
preparation and evaluation of vignettes need to be standardized
to allow for external validity and comparability. Furthermore,
clinical trials where symptom checkers’ rates of triage error are
compared with those of face-to-face consultation should be
encouraged. This method not only enables the assessment of
triage accuracy but also allows the examination of users’
compliance with triage advice and possible benefits for the
health care system.

There is little evidence on users’compliance with triage advice,
in either traditional forms of triage or that given by digital
symptom checkers, nor is there data on consequences of
symptom checker errors. Additionally, little is currently known
about patient expectations and health beliefs in relation to digital
diagnostic and triage tools. It seems likely that most individuals
would place lower weighting on the advice of a symptom
checker than a human clinician, and use the information
provided by these tools as part of their decision-making process.
However, in times of increasing reliance on digital technology,
it is possible that some individuals may have greater trust in
these tools than might be expected. Research is clearly needed
to clarify these questions, but developers should assume a
relatively high degree of reliance of users on the
recommendations that symptom checkers provide.

In addition, well-conducted research to understand the clinical
effectiveness of digital symptom checkers in effectively triaging

individuals (ie, offering appropriate self-care advice or assigning
to appropriate services) is urgently needed. To inform decisions
of users and policy makers adequately, this must incorporate
formal comparison with existing provision, with a focus on
primary care telephone and online triage.

Recommendations
1. Digital symptom checkers should largely position

themselves in the pre–primary care triage/self-care
area—evidence does not currently support the ability of
artificial intelligence to provide effective consultations at
the level of those that would normally take place in
traditional face-to-face primary care or emergency
department setting.

2. Digital symptom checkers can be appropriately promoted
as a safer alternative/effective addition to existing sources
of information (such as self-directed online searches) for
individuals prior to seeking formal health advice.

3. Providers of digital symptom checkers should seek to ensure
that triage error rates fall within the lower thresholds
demonstrated in existing evidence of those in primary care
telephone triage (acknowledging the substantial limitations
of this literature).

4. Developers of symptom checkers should make efforts to
expand the evidence base in this area, including establishing
systems to gain user feedback on triage
accuracy/appropriateness, as well as engaging with
academic partners to carry out formal research. Findings
in terms of limitations and error rates should be clearly
publicized and highlighted to users.

5. Current methods employed to study symptom checkers’
triage accuracy such as case vignette studies should be
standardized to allow for external validity and
comparability. Clinical trials where key outcome measures
include the accuracy of both outcome conditions and triage
should also be conducted. A clear distinction between over-
and undertriage should be made to provide data for safety
monitoring and economic evaluation.

Conclusion
There is very limited evidence and no clear gold standard
comparison for triage errors in digital symptom checkers,
meaning that it is not possible to make recommendations on an
acceptable error rate. Positioning symptom checkers in the
self-care/pre–primary care triage setting therefore seems to be
most appropriate and where they can likely add value for
individuals experiencing symptoms. Industry and academics
should work together to develop the necessary evidence, and
efforts should be made to collect user feedback and outcomes
data. Until clearer comparisons with existing care are available,
digital symptom checkers and triage tools should appropriately
continue to take a risk averse approach in the recommendations
they give to users.
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Abstract

Digital public health is an emerging field in population-based research and practice. The fast development of digital technologies
provides a fundamentally new understanding of improving public health by using digitalization, especially in prevention and
health promotion. The first step toward a better understanding of digital public health is to conceptualize the subject of the
assessment by defining what digital public health interventions are. This is important, as one cannot evaluate tools if one does
not know what precisely an intervention in this field can be. Therefore, this study aims to provide the first definition of digital
public health interventions. We will merge leading models for public health functions by the World Health Organization, a
framework for digital health technologies by the National Institute for Health and Care Excellence, and a user-centered approach
to intervention development. Together, they provide an overview of the functions and areas of use for digital public health
interventions. Nevertheless, one must keep in mind that public health functions can differ among different health care systems,
limiting our new framework’s universal validity. We conclude that a digital public health intervention should address essential
public health functions through digital means. Furthermore, it should include members of the target group in the development
process to improve social acceptance and achieve a population health impact.

(J Med Internet Res 2022;24(6):e31921)   doi:10.2196/31921

KEYWORDS

digital health; digital Public Health; digital public health interventions; digital health technologies; mHealth; eHealth; participatory
approach; framework; mobile phone

Introduction

Background
As digitization plays a large role in an increasing number of
health systems, digital public health is an emerging field for
population-based research and practice. The fast development
of both hardware- and software-based digital technologies
provides a fundamentally new understanding of improving
public health, which can be achieved through digitalization,

especially in prevention and health promotion. For example,
digital technologies may improve physical activity levels, dietary
intake, posture, and mental well-being via sensors and apps [1].
Technological innovations in apps for tracking health-related
behavior, monitoring potential health risks, and communication
and interaction have rapidly changed many aspects of public
health [2]. However, not all of these interventions might achieve
a health impact at a population level by displaying effectiveness
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in randomized clinical trials and efficacy under
quasi-experimental real-world circumstances.

Although there is a need for evaluation methods that address
the many challenges that arise with digitization (eg, fast-paced
development), it is challenging to assess digital public health
interventions as these may span from population health
surveillance to the prevention of specific diseases, and they
develop faster than analog interventions [3]. Moreover,
companies and institutions often develop digital tools based on
market evaluations, expected profits, and technological
possibilities but not based on the public’s needs and preferences.
To improve digital public health interventions’ effectiveness
and efficacy, we first need to understand what they entail and
how they are defined. However, to our knowledge, no definition
for digital public health interventions exists to date. Only by
doing that will we gather meaningful, valid, and reliable results
on their effectiveness and efficiency. Thus, the aim of this
viewpoint is to offer a definition for digital public health
interventions.

Before defining digital public health interventions, we need to
explain the differences between eHealth, mobile health
(mHealth), digital health, and digital public health. This is
necessary to highlight the differences between digital health
interventions (DHIs) and digital public health interventions.
Following this, we will build a framework that might help to
identify, structure, and classify digital public health
interventions. Our definition and framework will rely on existing
approaches from public health [4], digital health [5], and
user-centered design [6]. The first section of building the

framework will explain why we chose the selected models; we
decided to use the Essential Public Health Functions (EPHFs)
by the World Health Organization (WHO) for the public health
level [4], the updated version of the Evidence Standards
Framework for Digital Health Technologies by the National
Institute for Health and Care Excellence (NICE) [5], and the
Participatory Health Research approach by Wright [6]. After
clarifying the reasons for choosing named approaches, we will
explain each model and how they are related to digital public
health and may be used for digital public health purposes. After
setting the theoretical background for our definition, we will
illustrate our findings using the German Corona App as an
example to validate our digital public health intervention criteria.
We will conclude with a definition for digital public health
interventions and use this to propose a digital public health
intervention classification framework (Multimedia Appendix
1).

Differences Among eHealth, mHealth, Digital Health,
and Digital Public Health
Terms such as eHealth, mHealth, or digital health are used in
the context of the digitization of public health. Since 2019, few
papers have also referred to the term digital public health. Given
the multitude of terms and definitions in digital health, it is
essential to understand the considerable heterogeneity of how
such terms interrelate with each other and where digital public
health might find its place in the terminological canon of digital
health. Therefore, the following section will define the named
terms and summarize their core fields of action and the target
group’s level, as seen in Figure 1.

Figure 1. Core field of action and target group level of mHealth, eHealth, digital health, and digital public health [7-15]. mHealth: mobile health.

An article on eHealth concepts based on an extensive literature
search [7] confirms the lack of consensus on the meaning of
eHealth as possibly the first word in this field. A 2005 study
found 51 different definitions of eHealth [8]. This lack of
consensus highlights the importance of a shared understanding
of terms. More recent studies emphasize that because of its
immense dynamics, the field of eHealth is challenging to define
[9]. Most definitions share the use of information and
communication technologies (eg, the internet) for health topics.
Their focus mostly lies on delivering health services rather than

health promotion and disease prevention [10-12]. Some
definitions also highlight the importance of user-centered
approaches for facilitating health services in eHealth [10,12].
The word mHealth aims more directly at a particular technology,
namely smartphones and mobile sensors, in their health
significance. Thus, mHealth is defined more precisely overall,
although different technologies are used here [13]. As a part of
eHealth, the focus of mHealth lies on wireless and mobile
technologies and their use in enhancing health-related science,
treatment, and ultimately health status [9].
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Fatehi et al [14] stated that in 2020, there were >90 different
definitions for digital health. They concluded that digital health
includes eHealth, mHealth, self-tracking, wearable devices,
artificial intelligence, and information systems in health care,
focusing on health and not technology. Digital health focuses
on the health of individuals (eg, patients) to improve health care
with technology [14]. This is where digital health and digital
public health differ, as digital public health aims to improve
health and well-being at the population level. Nevertheless,
digital public health uses the same technologies that are also
used to improve individual health care; however, its purposes
change. A recent publication by Zeeb et al [15] provides the
first overview of what digital public health might be. It serves
as a starting point for developing a better understanding of
digital public health interventions by providing a short
introduction to central terms. Thus, following the article by
Zeeb et al [15], the authors propose the following definition for
digital public health in distinction to the other abovementioned
fields and outline for which fields they see it relevant (own
translation from German):

DiPH [...] focuses on the development, application,
and knowledge interest on Public Health and thus on
prevention, health promotion, and the related basic
sciences such as epidemiology. Primary clinical and
individual patient-related aspects are not in the
foreground, unlike, for example, telemedicine with
its concrete application in an individual treatment
and care context. However, it should be noted that
the term DiPH has not yet prevailed over others such
as eHealth and mHealth. Also, this is hard to expect
given the diversity and dynamics of the terms used to
date. Where, however, the focus of digitization and
health is on population, prevention, and health
promotion, including a conscious analysis of health
inequalities, DiPH can offer a clearer classification
than some other terms in this field.

Although the definition by Zeeb et al [15] serves as a good
starting point for the discussion, it mainly focuses on the primary
level of prevention (ie, preventing a disease or injury before it
occurs). Although public health, in its essence, comprises 3
levels of prevention, according to this definition, secondary (eg,
reducing the impact of a disease or injury after it occurred) and
tertiary preventions (eg, rehabilitation) are not explicitly
mentioned by Zeeb et al [15] as part of digital public health.
The central challenge of defining digital public health is the
integration of digital development and technologies into public
health concepts and use them to achieve public health goals
rather than redefining and reconceptualizing public health in
the face of technological advancements [5,15].

To develop a first working definition and classification
framework for digital public health interventions, established
models for both digital health [5] and public health [4] were
assessed to combine aspects of these models to develop a more
holistic definition of digital public health interventions. Here
we suggest that digital public health, as a complex intervention,
should be viewed from different perspectives. As such, our
proposed classification is a combination of the elements of
already existing models. Specifically, the EPHF by the WHO
provided us with an overview of the necessary core functions
of public health, which might also be addressed by digital
means. Our definition will explicitly include the area of health
promotion (ie, focusing on health resources) and all three levels
of prevention (ie, primary prevention to reduce the risk of
disease development, secondary prevention as screening and
early diagnosis, and tertiary prevention for rehabilitation), as
all these levels are included in the EPHF by the WHO [4]. We
will then link our definition to the participation approach: a
user-centered model for the development of digital interventions
to increase the acceptance of digital public health interventions
among target groups [6]. This will create a framework that
follows the concepts of public health (goals).

Choice of Included Models
Following a narrative approach and based on the authors’
expertise and experience in the field of Public Health, three
layers were identified: (1) overview, which is a larger
operational layer where the central functions of digital public
health are mapped; (2) structure, which is a layer that focuses
on structuring digital public health activities (eg, by functions);
and (3) improvement, which is a layer that specifically includes
the individual perspective in the development and use of digital
public health interventions. For each layer, a framework was
identified based on the author’s expertise and previous
experience with the frameworks and a nonsystematic literature
search for alternative frameworks. The frameworks included
are as follows: the EPHF by the WHO, which offers a macro
view of public health topics [4]; the Evidence Standards
Framework for Digital Health Technologies by the NICE, which
categorizes DHIs for the UK setting [5]; and the Steps of
Participation Approach, which was suggested by Wright [6].

Together, the EPHF and the NICE framework will build the
base of mapping and structuring digital public health
interventions. We then use the Steps of Participation Approach
suggested by Wright [6]. This is a user-centered approach for
intervention development that aims to increase acceptance within
the target group. The approach provides well-described and
clear-cut categories for target group involvement—participation
and nonparticipation alike. Together, with all 3 models aligned,
a conceptual pyramid for digital public health intervention
classification is formed (Figure 2).
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Figure 2. Conceptual pyramid for a framework of digital public health interventions [4-6]. NICE: National Institute for Health and Care Excellence;
WHO: World Health Organization.

EPHFs by the WHO
A way of addressing public health goals to affect population
health is using the EPHF [4]. Following the WHO report
EPHFs, health systems and health security: developing
conceptual clarity and a WHO road map for action, these
functions can be separated into cross-cutting, horizontal

functions, roughly based on the building blocks approach to
health systems, and service-based, vertical functions comprising
the traditional public health services provided by modern health
systems [4]. Although there is no precise definition for each
part, as they depend on each health care system or region, the
WHO report identified some significant categories that most
EPHF share (Textbox 1).

Textbox 1. Essential public health functions according to the World Health Organization [4].

Essential public health functions

Horizontal functions

• Governance (eg, public health management, policy, and planning or quality assurance in health services)

• Financing: establishment of sustainable organizational structures, institutional capacity, and policy making

• Human resources: development and management of human resources

• Health information systems: population health surveillance and monitoring

• Research: development of a national public health research agenda, allocation of resources for research, integration of research activities into
public health, capacity building for innovation, and dissemination to translate research findings into policy and practice

• Social participation and health communication: social participation, community partnership, community engagement and/or (digital) public health
communication, and design public health services around people’s needs

Vertical functions

• Health protection: regulations and legal protections (for workers, patients, consumers, and the environment)

• Health promotion: community and social participation, intersectoral collaboration, measures to address behavioral risk factors (tobacco, alcohol,
diet, and physical activity), and the social determinants of health and health education

• Disease prevention: services provided within the health care system and targeting communicable diseases

• Health care: With specific functions for quality assurance and access, universal health coverage is a defining feature depending on the World
Health Organization region or country (ie, the European region emphatically excludes most health care services from the public health remit
because of strong roots in the principles of universal access as opposed to the United States or Western Pacific regions).

• Preparedness for public health emergencies: encompass any sudden, large-scale, negative impact on public health arising from outbreaks, natural
disasters, severe weather events, migratory flows, accidents, terrorism, or other environmental or human causes

• Other vertical functions: A wide variety of specific vertical functions are given importance in different countries. In part, this reflects an overall
approach to developing frameworks that list essential services rather than broader functions per se. At the same time, the vertical positions were
chosen to reflect national priorities.

These are just a few examples of fields for action in both
(analog) public health interventions and digital public health
interventions. However, we could not apply all EPHF to every
setting. They depend strongly on specific health care systems,

which differ among countries. In general, the WHO regards
public health interventions primarily as an effort or policy that
attempts to improve mental, social, and physical health at the
population level by including and addressing EPHF [4].
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Analogous to public health interventions, digital public health
interventions have the potential to include and address horizontal
as well as vertical functions. The governmental regulation of
mHealth apps as medical devices with the possibility of
reimbursement, as started in Germany in December 2020 [16],
may be one way of applying horizontal EPHF of governance
to digital public health. Various countries have also developed
proximity-tracing apps as tools for population health surveillance
and monitoring during the SARS-CoV-2 pandemic [17,18]. The
last example of applying the horizontal EPHF to digital public
health is the digitization of health care systems in total. This
leads to a redesign around people’s needs and expectations in,
for instance, web-based consultation services or telemedicine
for people in rural areas who do not have access to health care
professionals [19]. As for vertical public health functions, apps
and wearables for self-monitoring, step counting, and fitness
tracking can serve as examples of vertical digital public health
functions. Their goal is to promote health and a healthy lifestyle
[20,21].

Level of Interaction: NICE Framework
Applying EPHF as a cornerstone for the identification and
mapping of digital public health interventions provides an initial
overview of the field of digital public health. The next step is
to further structure such interventions based on their functional
classification proposed by NICE’s Evidence Standards
Framework for Digital Health Technologies [5]. This applied
framework describes the types and levels of evidence needed
to show the effectiveness and expected economic impact of a
DHI. Various publications have used this framework for their
digital health technology assessment, which confirmed our
resolution that this framework is not only well-known but also
well-used in the scientific field of digital health [22-24]. The
NICE framework aims to establish standardized criteria that
can assess DHIs by providing a functional classification and
stratification into evidence tiers. This separation illustrates the
main functions of the types of interventions that we expect to
be the most widely developed (Textbox 2).

Textbox 2. Functional classification and stratification into evidence tiers [5].

Stratification into evidence tiers and functional classification

Evidence tier C: interventions

• Preventive behavior change: address public health issues (eg, smoking, eating, alcohol, sexual health, sleeping, and exercise)

• Self-manage: allows people to self-manage a specific condition; may include behavior change techniques

• Treat: provides treatment and guides treatment

• Active monitoring: tracking patient location, using wearables to measure, record, and/or transmit data about a specific condition

• Calculate: a calculator that affects treatment, diagnosis, or care

• Diagnose: diagnose a specific condition; guides diagnosis

Evidence tier B: understanding and communicating

• Inform: provides information (about a condition or general health and lifestyle), resources, or activities to the public, patients, or clinicians

• Simple monitoring: includes general health monitoring using fitness wearables and simple symptom diaries

• Communicate: allows 2-way communication among citizens, patients, or health care professionals

Evidence tier A: system impact

• System service: digital health interventions with no measurable patient outcomes but which provide services to the health and social care system

The abovementioned evidence tiers serve as concrete examples
in digital health for the EPHF. For instance, level A refers to
the vertical EPHF health care (digital public health tools in this
field could be electronic health records). In contrast, the 3
functions in evidence tier B belong to the horizontal public
health function social participation and health communication.
Recent examples for tier B are proximity-tracing apps
(sometimes called contact-tracing apps), which various countries
use in epidemic or pandemic outbreaks such as SARS-CoV-2.
Such apps usually display level 2 functions (ie, informing,
simple monitoring, and communication), which mirrors the
underlying EPHF, including disease prevention and health
information systems as underlying EPHF. The first 3 functions
within evidence tier C serve as a digital example for the vertical
functions of health promotion as well as disease prevention
(such as mobile apps on prescription [16]). Finally, the last 3
functions in tier C, although focusing more on the medical and

individual level than the other tiers and functions, can be seen
as a part of health promotion and disease prevention. Unlike
the first 3 functions in tier C, which focus more on the primary
prevention area, the last 3 functions are more closely linked to
secondary and tertiary prevention. Specifically, the functions
of DHIs in tier C include the early diagnosis of specific
conditions and rehabilitation and healing, which improves the
user’s health (for instance, a national telemedicine service [19]).

As seen, there is an interrelation between the NICE framework
and EPHF, supporting the argument that digital public health
interventions can address EPHF. The critical part here is that
the NICE framework, unlike the WHO EPHF, provides a
structure for the degree of complexity (ie, level of interaction)
based on the user’s risk. Following the understanding of
complex and multicomponent interventions that act and interact
on different levels, benefits, and acceptance of digital public
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health interventions, depending on the users of such
interventions and their specific perspectives. Any digital public
health intervention can ultimately fail if the population does not
accept or use it. Thus, it is essential to involve target groups in
the development of these interventions. We propose a
participatory and user-centered approach for intervention
development as the third cornerstone of digital public health
interventions.

User-Centered Approach in Intervention Development
Hochmuth et al [25] advocated that complex and
multicomponent interventions require a user-oriented
intervention design because of the varying intricacies of such
interventions. This intricacy can be based on the following:

• Interactions between technological components (eg, sensors
for data acquisition)

• Different requirements for users in the implementation of
the intervention (eg, knowledge of data security)

• Involvement of other groups or organizational levels (eg,
patients or researchers)

• Degree of adaptation or flexibility of the intervention (eg,
further agile development through software updates) [3,25].

To follow a user-centered approach, developers must integrate
the users (ie, the target group) in the development process. A
way of structuring the involvement of users is the Steps of
Participation Approach suggested by Wright [6]. This model
describes the user’s nonparticipation and involvement in the
research process. It further differentiates among 9 stages,
ranging from instrumentalization to self-organization. The 9
stages provide a hierarchical order not only for participation
but also for the nonparticipation of target groups in the
development of public health interventions. Although it includes
9 stages, only the last 4 include real participation, according to
Wright [6], as the first 2 have no target group members involved
in the development process. Steps 3 to 5 are the precursors for
participation. As stated by this approach, one can only speak
of participation in only those areas where people have the power
to participate in the decision-making processes [26]. The 9

significant steps based on Wright [6] are described in the
following sections. As shown in Table 1, the difference among
the 3 groups of nonparticipation is that the first 2 steps
completely exclude the target group. Although grades 3 to 5
recognize the target group as advisers, they do not include them
in the decision-making process, which occurs in steps 6 to 9
(Table 1). The chance to successfully roll out and implement a
digital public health intervention increases as the development
process includes the target group [27]. Therefore, a user-oriented
way of developing digital public health interventions to increase
acceptance and use of such interventions should be a goal of
digital public health.

A way of including target groups in the development of new
digital public health interventions could be to apply
user-centered approaches to the development process [28]. The
aim here is to look at issues from various stakeholder
perspectives and create new ideas in an interdisciplinary team
to solve potential problems and challenges throughout the
development of a digital public health intervention. Ideally, this
approach also includes the target group (eg, for an app) to
increase acceptance and use. Generally, participatory
development processes are iterative and may be designed in
various forms depending on the goal. In principle, the following
four steps can shape the process: (1) concept generation and
ideation; (2) prototype design and system development; (3)
Evaluation; and (4) deployment, including various feedback
loops (Figure 3). After an initial analysis of the user’s needs,
the developers collect the criteria for functions and design. Then,
they convert these recommendations into the functional
specifications of a user-centered design. Using walkthroughs
and usability testing, prototypes are tested and perfected before
deployment, which helps to expose latent practical and interface
design weaknesses. The developing team can achieve this by
analyzing remotely collected data using automatic data
transmission or video use. As usability testing is a pillar of the
best practices for medical system architecture [28], production
teams should also apply this to digital public health
interventions’ development.
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Table 1. The 9 different steps for including participant perspectives [6].

DescriptionsParticipation and steps

No participation

Step 1: instrumentalization • 1.1 The interests of the target group are not necessary
• 1.2 Production team makes decisions outside the target group
• 1.3 The interests of the decision-makers are the focus of attention
• 1.4 Target group members as decoration

Step 2: instruction • 2.1 The situation of the target group is perceived
• 2.2 The problem is defined exclusively from the perspective of the decision-makers (professionals)
• 2.3 The opinion of the target group is not considered
• 2.4 Communication is direct

Precursors for participation

Step 3: information • 3.1 The decision-makers tell the target group what problems the group has and what help they need
• 3.2 Recommendation of various courses of action
• 3.3 Explanation and justification of the procedure of the decision-makers
• 3.4 The point of view of the target group is considered to increase the acceptance of the messages

Step 4: consultation • 4.1 The decision-makers are interested in the view of the target group.
• 4.2 The members of the target group are listened to

Step 5: involvement • 5.1 The decision-makers are advised by (selected persons from) the target group

Participation

Step 6: co-determination • 6.1 The decision-makers consult with the target group
• 6.2 Negotiations between target group representatives and decision-makers
• 6.3 The target group members have a say

Step 7: partial transfer of decision-
making authority

• 7.1 A right of participation in the decision-making process
• 7.2 Decision-making authority is limited to certain aspects

Step 8: decision-making power • 8.1 The target group itself determines all essential aspects
• 8.2 Partnership-based cooperation between all parties involved
• 8.3 Accompaniment or support of others

Step 9: self-organization • 9.1 The responsibility for a measure or a project is entirely in the hands of the target group

Figure 3. Schematic representation of the user-centered design process [28].
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Discussion

Principal Findings
The aim of this viewpoint paper was to define digital public
health interventions and provide an exemplary classification
framework for digital public health interventions. Such an
approach may help identify core areas of digital public health
interventions, which in turn might be helpful during the
development and evaluation phases of digital public health
interventions. We argue that it is crucial to examine digital
public health interventions from 3 different perspectives. The
first one should be the WHO framework for EPHF [4]. This is
important as it provides an overview of what kind of activities,
which strengthen and maintain health at the population level,
belong to public health as a discipline and, therefore, what a
public health intervention may be. The second perspective
focuses on the digital aspects of an intervention. A suitable
framework is the Evidence Standards Framework for Digital
Health Technologies by NICE, as it classifies digital
interventions based on their functions and defines corresponding
evidence standards [5]. Both frameworks combined enable us
to categorize digital public health interventions according to
the area of public health and the level of interaction between
the user and the digital tool. The last perspective focuses on
user involvement in the development of such interventions, as
proposed by Wright [6]. This is of great importance, as studies
suggest that the acceptance of target users increases with more
involvement in the process of development, testing, and
implementation. Therefore, acknowledging the 9 levels of user
participation (and focusing on levels 6 to 9) may enable
developers to create even more significant and meaningful
digital public health interventions for their target group.

Our current approach relates to a single and, to the best of our
knowledge, the only definition of digital public health. As it is
natural for such definitions to evolve over time as the field
evolves, our suggestion for a definition of digital public health
interventions might also evolve, as one cannot talk about a
definition for digital public health interventions without defining
the borders of digital public health. Although the suggested
EPHF in this perspective piece refers to a summary of the WHO,
some readers of this paper might find it hard to apply it to their
specific context. This may very much depend on the health care
system in which the digital public health intervention is
developed. Therefore, the EPHF listed in this study should not
be seen as a final list of public health functions or classification
frameworks but rather as examples of core functions and goals.
Similarly, the NICE framework might not be applied directly
in other countries with different health systems and contexts;
however, it might provide a helpful starting point for identifying
relevant frameworks for such systems or developing their own
frameworks that focus on interaction and functional
classifications. Possible steps for participation to include user
perspectives and methods (eg, user stories) might differ
depending on the format and content of a specific intervention.
For example, one cannot expect an app that facilitates
communication between physicians and patients to unfold its
full potential when the development team does not consider
both perspectives regarding design, functions, and content

[29,30]. Some effects might be more visible on a public health
scale than others, depending on the population’s size and the
health system for which the intervention was initially developed.
More importantly, digital public health interventions should
display their effectiveness beyond the laboratory in the real
world. They should do so by providing study results with high
internal validity and results with high external validity. This
well-known approach within empirical social research ensures
that measurable effects transpire from the laboratory to the real
world.

The following example aims to display the connections among
the 3 analyzed frameworks and models. Since the beginning of
the SARS-CoV-2 pandemic in early 2020, various countries
have developed contact-tracing apps for monitoring and
surveillance [31]. The primary function of such apps is to notify
users after contact with someone who was (later) tested positive
for the SARS-CoV-2 virus [32]. As previously mentioned,
contact-tracing apps serve the horizontal EPHF of health
information systems. Most countries set the bars for data security
in contact-tracing apps high to improve users’ trust. Conversely,
a high level of data protection prevents the collection and
analysis of epidemiologically relevant data, making it more
difficult to assess the effectiveness from a public health
perspective. When developing a contact-tracing app, it is
necessary to weigh the protection of privacy and the potential
public health benefits against each other [33]. This constraint
of data availability for public health (research) limits
contact-tracing apps to evidence tiers 1 and 2 within the NICE
framework for DHIs. Although simple monitoring (as level 2
demands) is possible, the apps do not aim to calculate the
diagnoses needed for tier 3 (instead, recommendations such as
different colors for warning levels in the German app).

As previously mentioned, participation in the development
process is key to a successful intervention. Germany introduced
the Corona Warn App in June 2020. The code was published
as an open-source project in May 2020 on the GitHub coding
platform [34]. According to the developers, this approach should
allow interested target group users to assess the code for
themselves and add suggestions to improve the app [34]. It is
also possible to claim an interest in working on a specific part
of the app’s code, which suggests a high level of involvement.
Target group users are not just listened to but can also actively
participate in the development process. However, although this
approach offers a high level of participation for some members
of the target group with a background or interest in coding, this
approach excludes most other users because of their missing
knowledge in information and communication technology.
Furthermore, no clear information on the extent to which user
groups were included in the actual development process is
available. Despite the limited involvement of the target group,
the app was downloaded 28.3 million times with 472.960
positive tests shared within the app by June 11, 2021, suggesting
at least some success [35].

Conclusions
This study aimed to provide the first definition and classification
framework for digital public health interventions. Here, we
suggest that digital public health, as a complex intervention,
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should be viewed from different perspectives. As such, our
proposed classification is a combination of the elements of
already existing models, specifically, the EPHF by the WHO,
which provided us with an overview of the necessary core
functions of public health that might also be addressed by digital
means. The NICE framework gave us an overview of different
areas for digital technologies and potential evaluation
requirements. Both models together form a framework for
describing digital public health interventions. However, without
the inclusion of target groups in user-centered processes during
the development, these interventions may lack efficiency and
the acceptance of potential users. Therefore, we propose an
established user-centered design process to be included in the
development of digital public health interventions. Nevertheless,
users of our definition and framework must check the validity
of our criteria within their setting (eg, population structure,
understanding of public health, and health care system). Taking
the different strains of research that together might provide a
better understanding of the term digital public health
intervention, the first definition might be as follows:

A Digital Public Health Intervention addresses at
least one essential Public Health function through
digital means. Applying a framework for functional
classification and stratification categorizes its

interaction level with the user. The developmental
process of a digital public health intervention includes
the user perspective by applying participatory
methods to support its effectiveness and
implementation with the goal to achieve a population
health impact.

The first step toward a potential intervention classification
framework was developed based on this definition and its
underlying frameworks (Multimedia Appendix 1). The aim of
this framework is three-fold: (1) support the future reporting of
digital public health intervention functions and effectiveness
by providing a framework for classification, (2) identify future
requirements (eg, for evaluation) of such interventions, and (3)
support the implementation processes of digital public health
interventions by linking implementation needs and
characteristics with the classification framework (ie, a digital
public health intervention addressing active monitoring in health
care with high levels of user involvement might have other
implementation needs than a digital public health intervention
that addresses simple monitoring in health care with low levels
of user involvement) [36]. We view a combination of all 3
models as a chance to set up a first definition and classification
for digital public health interventions and hope that our approach
will encourage the uptake and further development of our idea.
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Abstract

Background: Although preventive interventions for eating disorders in general have shown promise, interventions specifically
targeting individuals at risk for anorexia nervosa (AN) are lacking.

Objective: The aim of this study was to determine the efficacy of a guided, indicated web-based prevention program for women
at risk for AN.

Methods: We conducted a randomized controlled efficacy trial for women at risk for AN. Assessments were carried out at
baseline (before the intervention), after the intervention (10 weeks after baseline), and at 6- and 12-month follow-ups (FUs). A

total of 168 women with low body weight (17.5 kg/m2≤BMI≤19 kg/m2) and high weight concerns or with normal body weight

(19 kg/m2<BMI≤25 kg/m2), high weight concerns, and high restrained eating were recruited from 3 German universities as well
as on the web and randomized to Student Bodies-AN (SB-AN; intervention group [IG]) or a wait-list control group (CG). The
exclusion criteria were current Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition–based full-syndrome eating
disorders and serious medical or mental problems. The interventions were a cognitive-behavioral guided web-based prevention
program (SB-AN) over 10 weeks (IG) and a wait-list CG. The primary outcomes were clinically significant changes in disordered
eating attitudes and behaviors and change in BMI at 12-month FU in the group of participants who were underweight. The
secondary outcomes were new onset of eating disorders, symptoms of disordered eating, and associated psychopathology.

Results: Data were available for 81.5% (137/168) of the women after the intervention and for 69% (116/168) of the women at
12-month FU. At 12-month FU, the IG participants showed larger decreases in Eating Disorder Examination total scores (38/48,
79% vs 33/58, 57%) than the CG participants and the IG participants who were underweight also showed larger clinically relevant
increases in BMI (15/31, 49% vs 10/32, 32%) than the CG participants, but these differences were not significant. In addition,
after the intervention and at 12-month FU, we found a significant increase in continuously measured BMI for the participants
who were underweight and significant improvements in disordered eating attitudes and behaviors (eg, restrained eating as well
as weight and shape concerns). At all time points, the rates of new-onset eating disorder cases were (nonsignificantly) lower in
the IG than in the CG and the reductions in Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition–based eating
disorder syndromes were (nonsignificantly) higher in the IG than in the CG.

Conclusions: SB-AN is the first preventive intervention shown to significantly reduce specific risk factors for, and symptoms
of, AN and shows promise for reducing full-syndrome AN onset.

Trial Registration: ISRCTN Registry ISRCTN70380261; https://www.isrctn.com/ISRCTN70380261
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Introduction

Background
Anorexia nervosa (AN) is a serious condition, often
accompanied by severe medical complications and high
psychiatric comorbidity [1]. Mortality rates for AN are higher
than for any other psychiatric disorder [2,3]. Evidence from
controlled treatment trials for AN is limited compared with
trials for other eating disorders (EDs), with no specific treatment
for older adolescents or adults demonstrating clear superiority
over nonspecific treatment [4,5]. Studies addressing long-term
outcomes of AN have also demonstrated a rather poor outcome
for at least a third to half of the patients [3,6]. Finally, patients
with AN also have significantly impaired health-related quality
of life and AN is associated with increased health care use and
health care costs [7-9]. Given the seriousness and often chronic
course of the disorder, early preventive interventions are of
crucial importance. These interventions should target modifiable
potent risk factors to reduce the onset of the disorder and
mitigate core symptoms of the disorder before the onset, thus
lowering risk for AN onset. However, although a number of
longitudinally assessed risk factors for EDs in general have
been confirmed, knowledge regarding specific risk factors for
AN is still very scarce [10,11].

Several previous reviews and meta-analyses have examined the
efficacy of universal targeted or indicated prevention programs
for EDs delivered face-to-face [12-16] or over the internet
[12,17-19]. Overall, these reviews found evidence that
preventive interventions can reduce potent risk factors for, and
symptoms of, EDs, with mostly small to moderate effect sizes.
A few individual studies [20-23] also found evidence that
preventive interventions can reduce new onset of (mostly)
bulimia nervosa (BN) or binge eating–type EDs. However,
because specific risk factors for specific ED diagnoses have not
been replicated, participants in studies with targeted or indicated
programs are usually selected based on general modifiable
potent risk factors for ED, such as weight concern, shape
concern, or body dissatisfaction. These interventions are not
specifically directed at individuals at risk for specific ED
diagnoses such as AN. Only recently, in an amalgam of 3
previous prevention trials, Stice et al [24] identified some risk
factors with unique predictive effects for ED diagnoses. In the
study, low BMI and dieting were found to specifically predict
onset of subthreshold or threshold AN. However, based on (21
out of 26) prevention trials included in 2 meta-analyses, the
mean BMI of young adult participants was 23.3 (SD 2.8; range

21.6-24.8) kg/m2 [15] and 23.5 (SD 0.9; range 21.9-25.5) kg/m2

[12]; none of the studies had included lower body weight to
determine risk status as the selection criterion. Consequently,

adult participants with a lower BMI (ie, BMI<21 kg/m2) who
may be specifically at risk for AN were not included in these
programs.

The question of which variables might moderate intervention
effects for specific symptoms or diagnoses of EDs has also
hardly been addressed by meta-analyses [19] and individual
studies. Of the few studies, 1 found the largest effects of a
web-based prevention program on onset of subclinical BN and
binge ED (BED) for participants with higher BMI and higher
levels of compensatory behaviors at baseline [22]. A second
study found lowest intervention effects on abstinence of binge
eating, compensatory behaviors, and restrictive eating after the
intervention for individuals with purely restrictive eating at
baseline [25].

Prior Work
As part of a pilot study, we specifically designed a web-based
indicated preventive intervention (Student Bodies-AN [SB-AN])
for this risk group and assessed its feasibility, acceptance, and
effectiveness in a pilot study with 36 women, including those

with low BMI (<19 kg/m2) and higher restrained eating. Overall,
the pilot study showed that recruitment of participants at risk
for AN with low body weight and high restrained eating is
feasible and shows promise. We found significant pre–post
reductions in common risk factors for EDs (eg, weight concern)
with medium to large effects, as well as specific effects for the
underweight subgroup in terms of reductions in restrained eating
and an increase in BMI [26].

Goal of This Study
The major objective of this study was to determine the efficacy
of this web-based intervention for women at risk for AN in
reducing core risk factors; early symptoms; or syndrome
progression of pre-existing, or onset of newly emerging
subclinical syndromes of AN compared with a wait-list control
group (CG). We hypothesized that the intervention group (IG)
participants would show greater improvements in attitudes and
symptoms that are more specific for AN, that is, low BMI, and
in general ED risk factors such as weight concern and shape
concern. In addition, we expected that the participating women
would show significantly fewer subclinical ED syndromes at
12-month follow-up (FU).

Methods

Study Design and Participants
We conducted a randomized controlled efficacy trial in women
at risk for AN. Participants were screened, recruited, and
assessed between September 2013 and November 2015 through
different faculties at 3 German universities (Dresden, Leipzig,
and Halle) and other educational institutions in Dresden through
announcements in local media, health insurance membership
magazines, and social media (eg, Facebook) as well as through
flyer distribution. To ensure a high-enough rate of women with
subclinical AN, the study was also announced to women seeking
information or help at a secondary advisory center for EDs
(ANAD eV, Munich).
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We included women aged >18 years with high weight concerns
(Weight Concerns Scale [WCS] score>42) and lower body

weight (17.5 kg/m2≤BMI≤21 kg/m2), or with normal body

weight (21 kg/m2<BMI≤25 kg/m2), high weight concerns, and
high restrained eating (Eating Disorder Examination [EDE]
Questionnaire Restraint score≥2.6, which was >1 SD above the
mean of healthy controls [23]). The exclusion criteria were a
current Diagnostic and Statistical Manual of Mental Disorders,
Fourth Edition (DSM-IV)–based full-syndrome AN, BN, or
BED; serious medical or mental problems such as current
substance abuse, acute or chronic organic or schizophrenic
psychosis, and severe suicidal ideation or behavior; and no
internet access.

After the screening, the assessment points were as follows:
before the intervention (baseline), midintervention point, after
the intervention (10 weeks after baseline), and 6- and 12-month
FUs. Quality control methods comprised case report forms,
independent data management, on-site monitoring, and
documentation of adverse and severe adverse events. The
Koordinierungszentrum für Klinische Studien (KKS;
Coordination Center for Clinical Trials), Dresden, was
responsible for setting up a database according to International
Council for Harmonisation Good Clinical Practice requirements,
using the software MACRO 4.0 (Microsoft). To ensure data
quality, validity and consistency checks were programmed for
data entry and regularly checked by a research assistant.

Ethics Approval
The study was approved by the local ethics committee of
Technische Universität Dresden, Germany (EK264082012).
Written informed consent was obtained from all participants.
The study was conducted according to the Declaration of
Helsinki and Good Clinical Practice principles.

Patient Involvement
Patients with a full-syndrome ED at baseline were excluded
from the study. Study participants were not involved in the
research question, design of the study, development of outcome
measures, or recruitment. However, participant feedback on the
intervention included in the pilot study led to some
content-related and technical revisions of the intervention (eg,
improvement in the dashboard function and the technical
usability of the platform, revision of instructions for the
symptom checklist and self-monitoring diary, and inclusion of
a booster session 2 months after the end of the intervention).

Randomization and Masking
Concealed randomization was carried out centrally in a ratio of
1:1 by an independent clinical trials center (KKS) after
participants had been enrolled in the study and had given
informed consent. The randomization was stratified by weight

group (underweight, 17.5 kg/m2≤BMI≤19 kg/m2; low weight,

19 kg/m2<BMI≤21 kg/m2; normal weight, BMI>21 kg/m2) at
baseline. A block randomization with random block sizes was
used. The KKS also carried out data monitoring and statistical
analyses for the main outcomes. The assessors (Anne Buchholz,
Sarah Bunzel, Silke Elsäßer, Melanie Hassler, Sabrina Irrgang,
Gerda Keil, Francie Kriegel, Franziska Miksch, Annegret

Neubauer, Angelika Schuster, Juliane Thieme, Pia Trübenbach,
Anna Wagner, and Monique Zobel) who carried out the
postintervention and FU assessments were blind to intervention
allocation and were not involved in either the moderation of the
intervention or the final data analyses.

Procedures
Participants were recruited through lectures and seminars from
different departments with a high proportion of women (eg,
psychology or social sciences) or a large number of students in
general (eg, business studies) of 3 German universities (Dresden,
Halle, and Leipzig). All female students were invited to
participate in a study to improve body image and asked to fill
out a short screening questionnaire (either a paper-and-pencil
version or a web-based version). In addition, the web-based
version of this questionnaire was advertised through posters,
university mailing lists, flyers, websites of ED associations,
local and nationwide media (eg, Facebook), and health insurance
companies. Women who screened positive were subsequently
invited to a face-to-face or telephone interview where the study
was described in detail and informed consent was obtained.
Thereafter, the EDE interview [27,28] was administered to
assess a current or past ED and participants received log-in data
to access the password-protected web-based platform to fill out
baseline self-report questionnaires. If participants met the criteria
for a current full-syndrome ED, the research team provided
treatment recommendations. Postintervention as well as 6- and
12-month FU assessments also included EDE interviews and
self-report questionnaires provided through the web-based
platform that hosted the intervention.

Participants were provided individual feedback on current ED
risk factors (EDE scores, BMI, and ED symptoms) at baseline
and on change in the risk factors at postintervention and FU
assessments. At the completion of each interview, participants
received €20 (US $21.7).

The Intervention (SB-AN)
We designed the intervention SB-AN based upon existing
targeted web-based cognitive-behavioral versions of the
intervention Student Bodies [22,25,29], expanding its duration
from 8 to 10 weekly sessions. The core goals of these programs
are to reduce weight concern as well as shape concern, enhance
body image, promote healthy weight regulation, and increase
knowledge of the risks associated with EDs and specific ED
symptoms; for example, binge eating and compensatory
behaviors. The program is supplemented by a web-based
asynchronous moderated discussion group. Other elements
include a personal journal and a body image journal.

For this study, we made contextual adaptations according to the
special needs of the groups with higher restrained eating or
lower weight. In anticipation of the noted ambivalence to change
in this population, we added elements of motivational
interviewing [30] to the first sessions (eg, pros and cons of low
weight and restrained eating). We also expanded the
psychoeducational content on EDs to increase participants’
awareness of their current eating and exercise behavior as well
as body image compared with patients with other EDs.
Furthermore, compared with programs addressing non-AN EDs,
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the program focused more specifically on restrictive eating.
Other topics addressed were media literacy, coping with negative
emotions, improving social skills, and healthy eating and
exercise. The symptom checklist that was integrated into the
web-based program was expanded to include frequencies of
core ED symptoms (body weight, restrained eating, meals per
day, missed meals, reduced meals, avoided foods, objective and
subjective episodes of binge eating, episodes of vomiting,
laxative abuse, abuse of diuretics or appetite suppressants to
control weight, and driven exercise). To normalize their eating
behavior and reduce ED symptoms (eg, restrained eating, binge
eating, and purging), participants were prompted weekly to fill
out the symptom checklist and given individual weekly feedback
by the program moderators on their entries in the symptom
checklist and other interactive program elements (ie, personal
and self-monitoring logs and contributions to the web-based
discussion group). The program was moderated by psychology
(master’s degree or diploma level) graduate students in training
for behavior therapy who were supervised by a licensed clinical
psychologist (CJ). The feedback was intended to foster reflection
on, and change in, dysfunctional eating and weight-related
thoughts and behaviors. Each session of the program took 45
to 90 minutes to be completed. The program’s home page also
provided short résumés of the program moderators once
participants had logged in to facilitate the credibility of the
intervention.

Wait-list CG
Given that SB-AN is the first prevention program specifically
targeting women at risk of AN, no alternative interventions
(treatment as usual) exist. A wait-list CG therefore seemed to
be the first-choice control condition and ethically justifiable to
determine the efficacy of the intervention. Participants assigned
to the CG were assessed at all interview assessment points and
offered to participate in the program after completion of the
12-month FU.

Outcome Measures
Outcomes were selected to reflect core features of the included
risk group and based on preliminary effects found in the pilot
study [26]. The primary outcomes were rates (in percentages)
of participants with a decrease in EDE interview total score [31]
below a score of 1.87 between before the intervention and
12-month FU (reflecting a clinically significant change) and
rates (in percentages) of participants who were underweight

with a BMI increase of at least 0.8 kg/m2 between screening
and 12-month FU.

The secondary outcomes were continuously measured BMI of
participant who were underweight, disordered eating attitudes
and behaviors, numbers of subjective and objective binge eating
episodes (for the binge eating subgroup), and rates of
participants fulfilling criteria for onset of a full-syndrome and
subclinical ED.

Disordered eating attitudes and behaviors were assessed by the
WCS [32], the EDE (total score; subscales: Weight Concern,
Shape Concern, Eating Concern, and Restraint; and numbers
of objective and subjective binge eating episodes [27]), and the
Eating Disorder Inventory-2 (EDI-2) subscales Drive for

Thinness and Body Dissatisfaction [33]. For all measures, good
psychometric properties have been reported for both the original
and the German-validated versions [28,31,32,34-37]. Additional
measures covered associated psychopathology such as general
psychopathology (Brief Symptom Inventory [38]) and
depression (Beck Depression Inventory [39]), as well as a
knowledge test concerning program content. Good psychometric
properties have been reported for all these measures for both
the original versions and the German adaptations [40,41]. To
assess clinical impairment due to ED psychopathology we used
our own translation of the Clinical Impairment Assessment
[42,43].

After the study had begun, DSM, Fifth Edition (DSM-5) [44]
was published, which included slight changes to some of the
diagnostic criteria. The new classification system loosens the
criteria for some EDs, resulting in individuals who were not
diagnosed as being ED cases with DSM-IV now becoming ED
cases with DSM-5. We decided to adopt DSM-5 criteria for all
baseline and FU assessments. This resulted in 9 individuals
becoming full-syndrome AN cases at baseline, which allowed
us to determine the treatment effects of the intervention in
reducing symptoms in this group. To determine the preventive
effect of the intervention, we excluded all DSM-5 cases at
baseline and only examined individuals who became cases
according to the new criteria.

In addition, participants who met all criteria in accordance with
the following definitions were considered to be cases of
subclinical ED (Eating Disorder Not Otherwise Specified and
Other Specified Feeding or Eating Disorder [44]) at baseline or
subsequent assessment points: subclinical AN: (1) 18.5

kg/m2>BMI<19.2 kg/m2), (2) fear of weight gain in the past 3
months (DSM-5 criterion B), and (3) either undue influence of
body weight or shape on self-esteem or feeling fat on more than
half of the days in the past 3 months (DSM-5 criterion C) or (1)

BMI<18.5 kg/m2 and (2) DSM-5 criterion B or C. Subclinical
BN: All DSM-5 criteria for BN are met except undue influence
of body weight and shape on self-esteem (DSM-5 criterion D).
Subclinical BED: All DSM-5 criteria are met except marked
distress regarding binge eating (DSM-5 criterion C).

All interviews were conducted by assessors not involved in
intervention moderation and data analyses. They completed a
2-day workshop during which they were trained on the EDE
interview assessments, on the use of the database for the
assessments, and on providing feedback regarding ED
psychopathology to participants. Feedback to participants was
recorded, and the assessors were supervised by graduate students
regarding the quality of the feedback provided. Over the course
of the trial, interviewer trainings were repeated for new
interviewers.

BMI was measured using a portable stadiometer measuring
height to the nearest millimeter and a digital scale measuring
weight to the nearest 0.1 kg. In case of telephone interviews,
BMI was calculated based on self-reported height and weight
(obtained during the interview). All primary and secondary
outcomes were assessed at all 4 assessment points. After the
intervention as well as at 6- and 12-month FUs we also assessed
the use of any additional inpatient, outpatient, or day-patient
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treatment that patients had received since the start of their
participation in the SB-AN study.

Sample Size
We based sample size calculations on the assumption that 50%
of the IG and 20% of the CG would show a decrease in EDE
total score below the critical value of 1.87. Applying the Fisher
exact test based on a power of at least 80%, the required sample
size for the analysis would be 44 participants per group or a
total of 88 participants.

For the group of participants who were underweight, we
assumed that a rate of 50% of the participants in the IG
succeeding in increasing their BMI between before the

intervention and 12-month FU by at least 0.8 kg/m2 compared
with 5% of the CG participants represented a clinically
significant difference. To detect this difference, 34 (17 in each
group) participants would be required in the group of

participants who were underweight (BMI between 17.5 kg/m2

and 19 kg/m2; based on the Fisher exact test with α=.05 and
power of 80%).

Assuming similar rates of returned screens (74%), women who
screen positive (13.9% of the screened women), and eligible
women (31.9% of the screened positives) as in the pilot study,
we would have to administer 8273 screening questionnaires to
obtain 6122 (74%) returned screens, of which 851 (13.9%;
n=448, 7.32%, needed) would be women who screen positive.
Of these 448 women, 143 (31.92%) would be eligible.

Conservatively estimating an attrition rate of 45% until
12-month FU (15% of the participants after the intervention
and another 15% at each of the FU assessments), 88 participants
would provide sufficient data for the analyses.

Statistical Analyses
Study data are described using absolute and relative frequencies
for categorical variables. Continuous outcomes are described
using means and SDs. All analyses of primary and secondary
outcomes were conducted as intention-to-treat analyses. We
analyzed the study data according to the study protocol and as
outlined in the study registry.

Primary Outcomes
Originally, we planned to use the Fisher exact test to compare
the 12-month FU rates of participants in the IG and CG fulfilling
the primary outcome variables (percentage of participants who

were underweight with a BMI increase of at least 0.8 kg/m2 and
percentage of participants with EDE total score of no more than
1.87 with baseline score above 1.87) at a significance level of
P=.05 for the primary analysis. In this analysis, missing data
were imputed using the last observation carried forward (LOCF)
method.

As LOCF makes assumptions that can yield biased results and
is no longer considered the best method to impute missing data,
we also used the more robust method of generalized linear mixed
models (GLMMs) [45]. Here, the full available data from each
participant at all assessments were considered in the analyses
using the maximum likelihood method. We entered fixed effects
for randomized group, time, and the group×time interaction.

Random intercepts, allowing us to model repeated measurements
and to account for heterogeneity in outcomes across individuals,
were fitted. To model longitudinal data appropriately, we used
a covariance matrix with a first-order autoregressive structure.
The primary outcome variables were modeled with a binomial
distribution and a logit link. To test differences in binary
outcomes between the IG and the CG, Wald test P values were
calculated.

Secondary Outcomes
GLMMs were used to analyze continuous secondary outcomes
as well. Data from each participant at all assessments (baseline,
midintervention point [except for EDE scales, BMI, and binge
eating episodes], after the intervention, and FUs) were
considered in the analyses. We entered fixed effects for
randomized group, time, and the group×time interaction and
calculated suitable contrasts to test the changes from baseline
to all subsequent time points between the groups. Random
intercepts were fitted, and we used a covariance matrix with a
first-order autoregressive structure. For skewed outcome
variables, we used the best fitting distribution (eg, γ) for the
model. The canonical link function was chosen for all models.

Changes in dichotomous secondary outcomes (diagnoses)
between the groups were analyzed using Fisher exact tests for
each assessment point separately.

We also analyzed the onset of a new DSM-5–based diagnosis
by means of a time-to-event analysis. Observation times were
determined as days between baseline and date of onset or last
observation. Participants without an onset were censored in the
analysis at their last observation date. Cumulative incidence
curves were calculated as 1 minus the Kaplan-Meier estimate.
Numbers at risk are given along with the incidence curves.
Groups were compared using the log-rank test.

Effect Sizes
We constructed Cohen d–like effect sizes from the GLMMs
using the known relation between t statistics and effect sizes
[46]. The resulting effect size can be interpreted similar to
common Cohen d because it quantifies the effect as standardized
estimated mean differences. For binary outcomes, odds ratios
were reported as effect size. In addition, we calculated the
number needed to treat (NNT) or number needed to harm based
on the absolute risk reduction (ARR) [47]. For the time-to-event
analysis, hazard ratios and 95% CIs were calculated using a
Cox proportional hazards model.

No multiple-testing correction was applied for the analyses of
the secondary outcomes because these results are considered
explorative. Analyses were performed using SPSS software
(version 24.0; IBM Corp) and, for the GLMMs, SAS software
(version 9.4 TS1M3, SAS/STAT 14.1; SAS Institute Inc).

Results

Recruitment
Between September 2013 and July 2014, a total of 4646 women
were screened for inclusion (n=3741, 80.5%, based on
paper-pencil screening and n=905, 19.5%, based on web-based
screening); 333 (7.17%) were invited to the preintervention
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interviews and 168 (3.62%) were randomized to the SB-AN or
wait-list control condition. As the recruitment of participants
who were underweight took longer in this trial than in the pilot
study, we continued our recruitment beyond the originally
calculated sample size to ensure a large enough subgroup of
participants who were underweight for the main analyses. This
resulted in an overall almost doubled sample size of randomized
participants. At the end of the intervention period, of the 168
participants, 137 (81.5%) had completed assessments, and at
12-month FU, 64% (54/84) of the participants in the IG and
74% (62/84) of the participants in the CG had completed
assessments, resulting in an overall dropout rate of 31% (52/168;
30/84, 36%, and 22/84, 26%, respectively; P=.24; Figure 1).
Overall, most (114/168, 67.9%) of the EDE assessments of the
randomized participants were carried out in person.

The participating women were on average aged 23.3 (SD 3.77)
years. Most (140/168, 83.3%) were students from the eastern
parts of Germany (Saxony). The average BMI of the sample

was 20.08 (SD 1.72) kg/m2, with 37.5% (63/168) in the lower

or underweight BMI range (17.5 kg/m2≤BMI≤19 kg/m2). All
women showed on average high restrained eating (based on the
EDE Restraint subscale) and high weight concerns (based on
the WCS). In addition, 12.5% (21/168) of the women reported
objective binge eating episodes and vomiting to control weight
up to 20 times in the past 4 weeks whereas 11.3% (19/168)
engaged in abuse of laxatives or diuretics to control weight up
to 32 times in the past 4 weeks. On the basis of the DSM-5
criteria [45] that were published over the course of the study,
5.4% (9/168) of the women (3/84, 4%, in the IG and 6/84, 7%,
in the CG) met the criteria for full-syndrome AN. In addition,
7.1% (12/168) of the women (7/84, 8%, in the IG and 5/84, 6%,
in the CG) met the criteria for subthreshold AN, whereas 1.2%
(2/168) of the women (1/84, 1.2%, in the IG and 1/84, 1.2%, in
the CG) met the criteria for subthreshold BN. Table 1
summarizes baseline sociodemographic characteristics and
Table 2 shows the baseline clinical scores of all participants.
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Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flow of participants. ED: eating disorder; FU6: 6-month follow-up; FU12: 12-month
follow-up; SB-AN: Student Bodies-Anorexia Nervosa.
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Table 1. Baseline sociodemographic and clinical characteristics of participants (N=168).

Control group (n=84)Intervention group (n=84)All participants

23.53 (3.97)22.93 (3.56)23.23 (3.77)Age (years), mean (SD)

Education level, n (%)

26 (30.9)22 (26.2)48 (28.5)University degree

3 (3.6)4 (4.8)7 (4.2)Professional qualification

52 (61.9)56 (66.7)108 (64.3)High school diploma

3 (3.6)2 (2.4)5 (3)Secondary school certificate

Occupation, n (%)

12 (14.3)8 (9.5)20 (11.9)Employee

67 (79.8)73 (86.9)140 (83.3)Student

1 (1.2)1 (1.2)2 (1.2)Apprentice

4 (4.8)2 (2.4)6 (3.6)Other
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Table 2. Baseline clinical characteristics of participants (N=168).

Control group (n=84)Intervention group (n=84)All participants

Value, mean (SD)Value, n (%)Value, mean (SD)Value, n (%)Value, mean (SD)Value, n (%)

20.02 (1.69)84 (100)20.14 (1.76)84 (100)20.08 (1.72)168 (100)BMI (T0a)

20.41 (1.78)84 (100)20.51 (1.82)84 (100)20.46 (1.80)168 (100)BMI (T1b)

18.38 (0.43)32 (38.1)18.43 (0.45)31 (36.9)18.40 (0.44)63 (37.5)BMI (UWc-T0)

18.35 (0.35)21 (25)18.43 (0.39)20 (23.8)18.39 (0.37)41 (24.4)BMI (UW-T1)

6.13 (6.75)8 (9.5)5.50 (2.59)6 (7.1)5.86 (5.22)14 (8.3)Binges, objective

6.91 (5.34)22 (26.2)7.43 (5.54)21 (25)7.16 (5.38)43 (25.6)Binges, subjective

7.18 (5.58)28 (33)7.27 (5.39)26 (31)7.22 (5.43)54 (32.1)Binges, objective+subjective

4.62 (2.14)13 (15.5)9.60 (9.11)10 (11.9)6.78 (6.54)23 (13.7)Purging

N/A12 (14.3)N/A11 (13.1)N/Ae23 (13.7)EDd diagnosis

2.49 (1.13)84 (100)2.21 (1.00)84 (100)2.35 (1.07)168 (100)EDEf total

2.62 (1.32)84 (100)2.46 (1.29)84 (100)2.54 (1.30)168 (100)EDE RSg

1.53 (1.17)84 (100)1.16 (1.01)84 (100)1.35 (1.11)168 (100)EDE ECh

3.15 (1.33)84 (100)2.90 (1.23)84 (100)3.02 (1.28)168 (100)EDE SCi

2.67 (1.39)84 (100)2.30 (1.34)84 (100)2.48 (1.37)168 (100)EDE WCj

39.61 (9.14)84 (100)36.98 (9.87)84 (100)38.29 (9.57)168 (100)EDI-2k BDl

13.45 (6.27)84 (100)12.76 (5.06)84 (100)13.11 (5.69)168 (100)EDI-2 BULm

29.06 (7.94)84 (100)26.92 (7.69)84 (100)27.99 (7.86)168 (100)EDI-2 DFTn

63.16 (18.71)84 (100)55.85 (16.18)84 (100)59.50 (17.82)168 (100)WCSo

13.26 (8.44)84 (100)11.74 (8.62)84 (100)12.50 (8.54)168 (100)BDIp

0.78 (0.53)84 (100)0.65 (0.56)84 (100)0.71 (0.55)168 (100)BSIq

14.25 (10.48)84 (100)10.98 (8.76)84 (100)12.61 (9.77)168 (100)CIAr total score

18.02 (2.67)84 (100)18.11 (2.57)84 (100)18.07 (2.61)168 (100)Knowledge test

aT0: screening.
bT1: baseline.
cUW: underweight.
dED: eating disorder.
eN/A: not applicable.
fEDE: Eating Disorder Examination.
gRS: Restraint.
hEC: Eating Concern.
iSC: Shape Concern.
jWC: Weight Concern.
kEDI-2: Eating Disorder Inventory-2.
lBD: Body Dissatisfaction.
mBUL: bulimia nervosa.
nDFT: Drive for Thinness.
oWCS: Weight Concerns Scale.
pBDI: Beck Depression Inventory.
qBSI: Brief Symptom Inventory.
rCIA: Clinical Impairment Assessment.
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Effects of the Intervention on Primary and Secondary
Outcomes
The analysis of the primary outcomes in the intention-to-treat
sample using the Fisher exact test and the LOCF method
revealed no significant differences between the IG and the CG
at 12-month FU (EDE criterion, P=.99; weight gain criterion,
P=.99). On the basis of the mixed model analyses of the primary
outcomes, 79% (38/48) of the IG participants and 57% (33/58)
of the CG participants with baseline EDE total scores above
1.87 showed a decrease in EDE total scores below 1.87 at
12-month FU, but this difference was again not significant
(P=.19). In addition, 49% (15/31) of the IG participants who
were underweight and 32% (10/32) of the CG participants who
were underweight showed a BMI increase of at least 0.8 points.
This difference was also not significant (P=.59; Table 3).

On the basis of mixed model analyses of the secondary
outcomes, there was a significant group×time interaction in

continuously measured BMI in the underweight subgroup
between screening and 12-month FU. Furthermore, we found
a significant group×time interaction for EDE Restraint, EDI
Drive for Thinness, and EDI Body Dissatisfaction for all
participants and for subjective and objective binge eating
episodes for the subgroup of participants with symptoms of
binge eating at 12-month FU. After the intervention, a significant
group×time interaction was found for the EDE total score, EDE
Restraint, and EDE Shape Concern; for EDI Drive for Thinness
and EDI Body Dissatisfaction; for Weight Concerns; for the
Beck Depression Inventory and the Clinical Impairment
Assessment total scores; and for the knowledge test for all
participants. For all secondary outcomes, the IG participants
showed larger reductions (ie, more positive effects) than the
CG participants, with effect sizes ranging from medium to large
(Multimedia Appendix 1).

Table 3. Primary outcomes.

ORd (95% CI)eP valuecCGb, n (%)IGa, n (%)AnalysisOutcome

0.91 (0.32-2.59).9911 (34)10 (32)LOCFfBMI increase of at least 0.8 kg/m2 in participants who were under-
weight (IG, N=31; CG, N=32)

2.04 (0.15-
28.31)

.5910 (32)15 (49)GLMMgBMI increase of at least 0.8 kg/m2 in participants who were under-
weight (IG, N=31; CG, N=32)

1.07 (0.50-2.30).9928 (48)24 (50)LOCFEDEh total score below 1.87 (participants: IG, N=48; CG, N=58)

2.87 (0.60-
13.67)

.1933 (57)38 (79)GLMMEDE total score below 1.87 (participants: IG, N=48; CG, N=58)

aIG: intervention group.
bCG: control group.
cP values correspond to the Fisher exact test for the last observation carried forward imputation and Wald tests for the generalized linear mixed model.
dOR: odds ratio.
eOdds ratios and 95% CIs were calculated in a logistic regression model.
fLOCF: last observation carried forward.
gGLMM: generalized linear mixed model for a binary outcome with logit link estimated with the unimputed data using a fixed effects model with
γ=group, time, group×time, and a random effect for the repeated measurements. Response rates are marginal estimates shown as percentages.
hEDE: Eating Disorder Examination.

Effects of the Intervention on ED Cases

Prevention Effects
To assess the prevention effects of the intervention we compared
all available IG and CG participants without any full-syndrome
or subthreshold EDs at baseline (145/168, 86.3%) with respect
to the newly emerging DSM-5 diagnoses at subsequent
assessment points. After the intervention, data from 82.1%
(119/145) of the participants were available; at 6-month FU,
data from 80% (116/145) were available; and at 12-month FU,
data from 72.4% (105/145) were available (Table 4).

After the intervention, among the 56 IG participants, 3 (5%)
new-onset subclinical ED cases (n=2, 67%, subclinical AN and

n=1, 33%, subclinical BN) emerged. Among the 63 CG
participants, 5 (8%) new-onset cases (n=4, 80%, subclinical
AN and n=1, 20%, subclinical BN) emerged (Fisher exact test,
P=.72). At 6-month FU, among the 53 IG participants, 1 (2%)
subclinical case of AN was observed, and among the 59 CG
participants, 4 (7%) new-onset cases (n=1, 25%, full-syndrome
case of AN and n=3, 75%, subclinical cases of AN) were
observed (Fisher exact test, P=.37). Finally, at 12-month FU,
among the IG participants (n=48), no new-onset cases emerged,
whereas among the 55 CG participants, 3 (5%) new-onset cases
(n=2, 67%, subclinical cases of AN and n=1, 33%, subclinical
case of BN) were diagnosed (Fisher exact test, P=.13).
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Table 4. Treatment and prevention effects.

FU12bFU6aAfter the interventionEffect

OR
(95%
CI)

P valueCG, n/N
(%)

IG, n/N
(%)

OR
(95%
CI)

P valueCG, n/N
(%)

IG, n/N
(%)

ORf

(95%
CI)

P valueeCGd,
n/N (%)

IGc, n/N
(%)

0.0 (0.0-

1.1)g
.06g4/6 (67)0/5 (0)0.21

(0.02-
2.52)

.314/9 (44)1/7 (14)0.50
(0.07-
3.55)

.646/10
(60)

3/7 (43)Treatment

0.0 (0.0-

1.9)g
.13g3/55 (5)0/48 (0)0.26

(0.03-
2.46)

.374/59 (7)1/53 (2)0.66
(0.15-
2.90)

.725/63 (8)3/56 (5)Prevention

aFU6: 6-month follow-up.
bFU12: 12-month follow-up.
cIG: intervention group.
dCG: control group.
eAll P values are from the Fisher exact test.
fOR: odds ratio.
gThe P value and the odds ratio of the 12-month FU treatment and prevention effects were estimated with a 0.5 correction of the underlying frequency
table to reach a more stable estimate of the odds ratio in this extreme case of results.

Time to First Diagnosis
We also analyzed time to first onset of a newly emerging
DSM-5–based full-syndrome or subclinical ED diagnosis, that
is, days between baseline and the first FU assessment point
where a participant met any of these diagnoses. Participants
without any diagnosis at any assessment point were included
as censored cases in the analysis with their time from baseline
until the last available interview.

In the IG, new diagnoses only emerged around the intervention.
In the CG, new diagnoses also occurred at 6-month FU and
12-month FU. The estimated 1-year cumulative incidence was
14.6% in the CG and 5.4% in the IG (P=.08; hazard ratio 0.335,
95% CI 0.092-1.216; Figure 2).

We calculated the ARR and NNT from the estimated survival
curves. The ARR was 0.091 (95% CI 0.07-0.11), which
translates into an NNT for the benefit of 11 participants to
prevent at least one onset within 12 months after the program
ends. The 95% CI of the NNT was 8.97-14.14.
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Figure 2. Cumulative incidence curves for new-onset Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, diagnoses in the intervention
and control groups. The respective numbers of participants at risk are provided below the incidence curves.

Treatment Effects
At baseline, of the 168 participants, 23 (13.7%; IG: n=11, 48%;
CG: n=12, 52%) met DSM-5 criteria for full-syndrome and
subclinical ED (n=9, 39%, cases of AN; n=12, 52%, cases of
subclinical AN; and n=2, 9%, cases of subclinical BN).

After the intervention, of the 168 participants, 17 (10.1%) were
available. Of the 10 CG participants, 6 (60%) still met the
DSM-5 criteria, whereas of the 7 IG participants, 3 (43%) met
the criteria (Fisher exact test, P=.64).

At 6-month FU, of the 168 participants, 16 (9.5%) were
available. Of the 9 CG participants, 4 (57%) still met the DSM-5
criteria, whereas of the 7 IG participants, 1 (14%) met the

criteria (Fisher exact test, P=.31). At 12-month FU, none of the
IG participants (n=5) met the DSM-5 criteria, whereas of the 6
CG participants, 4 (66%) still met the criteria for full-syndrome
and subclinical ED (n=1, 25%, case of AN; n=2, 50%, cases of
subclinical AN; and n=1, 25%, case of BN; Fisher exact test,
P=.06; Table 4).

We also analyzed changes in DSM-5 status for each pairwise
transition between 2 assessment points within each study arm
using McNemar tests (Table 5). In the IG, a significant
proportion of the participants improved over time comparing
baseline with 12-month FU and after the intervention with the
FU assessment points. For the CG, such a trend could not be
shown.
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Table 5. Pairwise differences on eating disorder diagnoses. Control group results are displayed in the upper right triangle, intervention group results
in the lower left triangle.

12-month FU6-month FUaAfter the interventionBaseline

P valueChi-square
(df)

P valueChi-square
(df)

P valueChi-square
(df)

P valueChi-square
(df)

.65c0.2 (1)c.74c0.1 (1)c.74c0.1 (1)cN/AN/AbBaseline

.32c1.0 (1)c.74c0.1 (1)cN/AN/A.71d0.1 (1)dAfter the intervention

.99c0 (1)cN/AN/A.05d4.0 (1)d.06d3.6 (1)d6-month FU

N/AN/A.32c1.0 (1)d.03d5.0 (1)d.03d5.0 (1)d12-month FU

aFU: follow-up.
bN/A: not applicable.
cFor control group.
dFor intervention group.

Program Adherence
Of the 84 IG participants, 11 (13%) never logged on to the
program. Of the remaining 73 women, 53 (72%) opened at least
half of the sessions and 47 (64%) accessed at least half of the
intervention content. On average, all intervention participants,
including those who never logged on to the program, opened
55.4% (SD 40.7; median 62.4%, IQR 87.3%) of the program
pages and accessed 6.6 (SD 4.0; median 9%, IQR 8%) of the
10 sessions. Active participants who logged on to the program
at least once on average opened 63.8% (SD 37.0%; median
83.3%, IQR 77.39%) of the program pages and accessed 7.6
(SD 3.3; median 10, IQR 6) of the 10 sessions.

Treatment Seeking
After the intervention, of the 84 CG participants, 1 (1%) reported
having resumed treatment after study start. At 6- and 12-month
FUs, of the 168 participants, 3 (1.8%) women (n=1, 33%, in
the IG and n=2, 67%, in the CG) reported having resumed
outpatient treatment for an ED.

Discussion

Principal Findings
This is the first study to evaluate the efficacy of an indicated
preventive web-based intervention (SB-AN) for young women
at risk for AN in reducing risk factors and symptoms of AN as
well as syndrome progression of pre-existing, and onset of newly
emerging subclinical syndromes of, AN compared with a
wait-list CG. The intervention was specifically developed to
target early symptoms and potential risk factors for AN that
distinguishes SB-AN from other preventive interventions for
EDs.

For our primary outcomes we found that the proportion of
participants showing reductions in EDE interview total scores
at 12-month FU below a score of 1.87 was 22% (79% vs 57%)
larger in the IG than in the CG, but this difference was not
significant. In addition, larger proportions of IG participants
who were underweight showed a BMI increase of at least 0.8
points (49% vs 32%) compared with CG participants who were
underweight, but this difference was again not significant.

However, medium to large effects of the intervention were seen
in several of the secondary outcomes of ED pathology: after
the intervention, there were larger reductions in disordered
eating attitudes such as restrained eating, shape concern, drive
for thinness, body dissatisfaction, weight concern, depression,
and clinical impairment in the IG than in the CG. At 12-month
FU, the IG still showed larger reductions in restrained eating,
drive for thinness, and body dissatisfaction than the CG. The
intervention also proved effective in reducing symptoms of
disordered eating: subjective and objective binge eating episodes
for the subgroup of participants with symptoms of binge eating
were significantly lower at 12-month FU, and continuously
measured BMI of the subgroup of participants who were
underweight was significantly larger in the IG than in the CG.
Although fewer IG participants developed DSM-5 new-onset
full-syndrome and subclinical EDs than the CG participants,
this difference was not significant, probably because of the small
numbers of overall cases. In addition, there was a trend for IG
participants to develop new-onset cases only in the period
around the intervention and not thereafter, whereas CG
participants developed new-onset cases over the whole course
of the study. Finally, there was also a trend regarding a treatment
effect of the intervention, that is, a reduction in DSM-5–based
ED diagnoses between baseline and 12-month FU. Fewer IG
participants also resumed treatment for their ED during that
time. Finally, the NNT at 12-month FU also indicates a benefit
of the intervention.

Strengths and Weaknesses of the Study
Participants in this trial were specifically selected because they
were at risk for AN based on either low or lower BMI and
clinically elevated restrained eating scores. Stratification for
weight group resulted in a mean BMI markedly lower than in
other prevention trials for ED [12], with 37.5% (63/168) of the
participants falling in the lower-weight to underweight range.
The study sample was rather large, and the 12-month FU
allowed for assessing the sustainability effects of the
intervention. ED diagnoses and AN symptomatology were
obtained using a well-validated clinical interview. We used
central randomization, conducted the analyses blinded for IG,
and controlled for missing data by multiple imputation in the
analyses. The intervention itself is easily accessible for
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participants and likely to be more cost-effective than face-to-face
interventions.

However, there were also several limitations. The reach of the
intervention [48] was limited: because of our relatively strict
inclusion criteria, only 3.62% (168/4646) of the participants
who had filled out screens and 19.5% (168/863) of those who
had screened positive could be included. Of the 168 participants,
141 (83.9%) were students; hence, the generalizability of the
results for more diverse populations remains unclear.
Participants could not be blinded as in most other psychological
interventions. Although adherence was comparable with other
studies that included targeted preventive interventions for ED
[49], 13% (11/84) of the randomized participants never logged
on to the intervention, and on average, participants used only
half to two-thirds of the program. One could assume that higher
adherence may have more pronounced intervention effects;
however, it may be worthwhile to test the effect of an
abbreviated version of the intervention as part of future research.

Attrition was substantial, with rates of 36% (30/84) in the IG
and 26% (22/84) in the CG, although again not unusually high
compared with other preventive web-based interventions [49].
The selection of dichotomous primary outcomes (EDE total
score and BMI differences) was based on uncontrolled effect
sizes found in the pilot study [26], which had a much smaller
sample size. These uncontrolled effect sizes may not be
representative for a larger sample and may have overestimated
the true effects. Women in the CG also improved over time on
many outcomes, which may indicate that the extensive
interviews with feedback on ED symptomatology itself also
yielded effects. To control for these potential assessment effects,
we would have needed to include a third assessment-only group.
Nevertheless, effect sizes for secondary outcomes were all in
the medium to large range. Health economic outcomes were
not included in the study.

Comparison With Other Studies
To our knowledge, this is the first study to specifically target
young women at risk for AN based on risk factors and early
symptoms that may be uniquely predictive for AN onset. Most
previous trials that included targeted preventive interventions
used weight concern or body dissatisfaction as selection criteria.
We found higher intervention effects after the intervention and
at FU on ED risk factors (weight concern, shape concern, drive
for thinness, dieting, and body dissatisfaction) and bulimic
symptomatology compared with previous prevention trials
[13,17-19]. The study is unique in promoting weight gain, at
least in the lower-weight group. Many prevention studies have
either not shown changes in weight [23,29] or targeted weight
loss as an outcome [50,51]. This study is also unique in

suggesting a preventive effect of late-onset ED cases in women
at risk for AN. Only very few face-to-face and web-based ED
prevention programs have significantly reduced ED onset
[20-23,29,52]. With the exception of 1 case of AN in the study
by Taylor et al [23], cases in these studies were subthreshold
BN, BED, ED not otherwise specified or subthreshold ED, and
full-syndrome BN and BED.

Implications
The results from this study suggest that the guided web-based
intervention SB-AN is the first indicated prevention program
to significantly reduce risk factors and symptom progression
of AN symptoms such as restrained eating and low body weight.
The intervention also shows promise for late onset of newly
emerging full-syndrome and subclinical AN syndromes.
Compared with studies reporting on ED onset, this study clearly
succeeded in recruiting women with low or lower BMI and at
higher risk for AN than participants of previous prevention
trials. Consequently, the study yielded the highest rates of newly
emerging subclinical and clinical AN. Although full-syndrome
DSM-IV ED cases, including AN, were excluded from the study
because of the revision of the weight criterion with the
introduction of DSM-5, a relatively high rate (21/168, 12.5%)
of women fulfilling criteria for full-syndrome and subclinical
AN were unintentionally included in the study. For these
women, the intervention proved beneficial in reducing symptom
progression. The intervention could therefore be recommended
as a specific intervention for women with low weight and high
restrained eating to clinicians and health care providers who
often underestimate these risks. However, the recruitment
process also demonstrates that women at risk for AN are not
easily enrollable in an intervention targeting low body weight,
resulting in a considerable proportion (128/863, 14.8%) of
participants screening positive who declined participation [53].

Conclusions
Although SB-AN overall proved moderately effective for
women at risk for AN, future studies should try to improve the
reach and uptake of the intervention, that is, examine its effects
in more diverse populations; try to further increase motivation
to change, especially in participants who are underweight; or
examine whether reach can be increased by use of a
mobile-based version of the intervention. Moderator
variables—part of a separate analysis—might also shed more
light on how to better tailor the intervention to increase reach
and effectiveness for specific subgroups of participants. The
consideration of health economic outcomes could demonstrate
further benefits of the intervention compared with the costs for
treating medical complications and treatment of symptoms of
AN and subclinical AN.
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Abstract

Background: Outdoor play is critical to children’s healthy development and well-being. Early learning and childcare centers
(ELCCs) are important venues for increasing children’s outdoor play opportunities, and early childhood educators’ (ECE)
perception of outdoor play can be a major barrier to outdoor play. The OutsidePlay-ECE risk-reframing intervention is a fully
automated and open access web-based intervention to reframe ECEs’ perceptions of the importance of outdoor play and risk in
play and to promote a change in their practice in supporting it in ELCC settings. We grounded the intervention in social cognitive
theory and behavior change techniques.

Objective: The aim of this study is to evaluate the effectiveness of the OutsidePlay-ECE web-based risk-reframing intervention.

Methods: We conducted a single-blind randomized controlled trial in Canada between December 2020 and June 2021 to test
the OutsidePlay-ECE risk-reframing intervention for ECEs. We recruited participants using social media and mass emails through
our partner and professional networks. We invited ECEs and administrators working in an ELCC, who can speak, read, and
understand English. We randomized consented participants to the intervention or control condition. The participants allocated to
the intervention condition received a link to the OutsidePlay-ECE intervention. Participants allocated to the control condition
read the Position Statement on Active Outdoor Play, a 4-page document on research and recommendations for action in addressing
barriers to outdoor play. The primary outcome was a change in tolerance of risk in play. The secondary outcome was goal
attainment. We collected data on the web via REDCap (Vanderbilt University) at baseline and 1 week and 3 months after
intervention.

Results: A total of 563 participants completed the baseline survey, which assessed their demographics and tolerance of risk in
play. They were then randomized: 281 (49.9%) to the intervention and 282 (50.1%) to the control condition. Of these, 136 (48.4%)
and 220 (78%) participants completed the baseline requirements for the intervention and control conditions, respectively. At 1
week after intervention, 126 (44.8%) and 209 (74.1%) participants completed follow-up assessments, respectively, and at 3
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months after intervention, 119 (42.3%) and 195 (69.1%) participants completed the assessments, respectively. Compared with
participants in the control condition, participants in the intervention group had significantly higher tolerance of risk in play at 1
week (β=.320; P=.001) and 3 months after intervention (β=.251; P=.009). Intention-to-treat analyses replicated these findings
(β=.335; P<.001 and β=.271; P=.004, respectively). No significant intervention effect was found for goal attainment outcomes
(odds ratio 1.124, 95% CI 0.335-3.774; P=.85).

Conclusions: The results of this randomized controlled trial demonstrated that the OutsidePlay-ECE intervention was effective
and had a sustained effect in increasing ECEs’ and administrators’ tolerance of risk in play. It was not effective in increasing goal
attainment.

Trial Registration: ClinicalTrials.gov NCT04624932; https://clinicaltrials.gov/ct2/show/NCT04624932

International Registered Report Identifier (IRRID): RR2-10.2196/31041

(J Med Internet Res 2022;24(6):e36826)   doi:10.2196/36826
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Introduction

Background
Children’s opportunities for outdoor play have been decreasing
over successive generations in many developed countries [1,2].
This decline is concerning because outdoor play is integral to
children’s physical and mental health [3,4]. The literature
consistently illustrates that children who engage in outdoor play
more often demonstrate increased physical activity [5-8], which
has subsequent benefits for their physical health (eg, lower
blood pressure, lower BMI, lower obesity, and healthy
development of bone mineral density) [9-11]. In addition,
outdoor play increases children’s social competency and
self-esteem [12,13].

Over the past few decades, several factors have been proposed
to explain the overall decline in children’s outdoor play.
Increasingly, risk-averse cultural norms have resulted in
ubiquitous adult supervision and playground equipment that
offer little challenge [1,14-16]. This intersects with 21st century
parenting norms. Influenced by anxieties about children’s
educational attainment and safety, risk-averse caregiving
prioritizes children’s achievement at the expense of play and
encourages the heavy surveillance of children’s activities
[14,16-19].

To address these concerns and influence parents’ perception of
the importance of outdoor play, reduce their fears regarding the
risks taken in play, and help them develop supportive parenting
behaviors toward outdoor play, we built the OutsidePlay
web-based risk-reframing intervention [20], where we first
developed a module for parents (OutsidePlay-Parents). We
found that this intervention was effective in changing the
tolerance of risk in play among mothers of children aged 6 to
10 years [21]. Building on this work, we developed a new
module for early childhood educators (ECEs; OutsidePlay-ECE)
on the OutsidePlay intervention. Similar to the
OutsidePlay-Parents module, the new module for the ECE uses
social cognitive theory and behavior change techniques to
address ECEs’ attitudes and behaviors toward outdoor play and
its inherent risks [22,23]. For example, self-reflection questions
highlighted incompatible beliefs to help participants think
differently about assumed barriers (eg, the benefit participants

obtained from the risks they took in play as a child vs their focus
on limiting risk for the children in their care). A full description
of the intervention mapping approach we followed in its
development has been previously published, and details of the
intervention components are provided in the OutsidePlay-ECE
Intervention section in Methods [24]. The OutsidePlay-ECE
intervention is a fully automated and open access web-based
intervention. The intervention mobilizes evidence-based
behavior change techniques underpinned in social cognitive
theory to change ECE’s perception of outdoor play and practices
and to facilitate behavior change by setting attainable goals in
support of children’s outdoor play in early learning childcare
center (ELCC) settings [24].

For many children, most of their waking hours are spent in an
ELCC, which can be an invaluable opportunity to provide them
with high-quality opportunities for outdoor play, particularly
for children who may have limited access to outdoor play in
their home environments [25,26]. Unfortunately, this opportunity
has not been fully leveraged because of various limiting factors.
For instance, amid societal risk aversion trends, ECEs face many
actual and perceived barriers that are primarily linked to safety
concerns [27,28]. Canadian ELCCs require a license to operate
and need to follow their provincial or territorial childcare
licensing guidelines, which are often interpreted by ECEs in
restrictive ways [27,28]. Furthermore, these barriers intersect
with ECEs’ cultural backgrounds and the level of confidence,
knowledge, and experience in promoting and accommodating
children’s outdoor play, as well as support received (perceived
and actual) from their colleagues and the ELCC administration
[27-29].

Objectives
The aim of this study was to report the results of a randomized
controlled trial (RCT) evaluating the effectiveness of the
OutsidePlay-ECE intervention in increasing ECEs’ and ELCC
administrators’ tolerance of risk in play and attain a behavior
change goal related to providing outdoor play opportunities for
children in their ELCC. Given the positive RCT results that we
obtained on the effectiveness of the OutsidePlay-Parent
intervention previously developed for parents [20], we
hypothesized that participants completing the intervention for
ECEs would have significantly greater increase in tolerance of

J Med Internet Res 2022 | vol. 24 | iss. 6 |e36826 | p.284https://www.jmir.org/2022/6/e36826
(page number not for citation purposes)

Brussoni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/36826
http://www.w3.org/Style/XSL
http://www.renderx.com/


risk in play than those in the control condition at 1 week and 3
months after intervention. We also hypothesized that a greater
proportion of ECEs in the intervention condition would attain
their behavior change goal than those in the control condition
at 1 week and 3 months after intervention.

Methods

Study Design
We used a single-blind (researchers and outcome assessors),
2-parallel condition RCT. We conducted this study between
December 1, 2020, and June 30, 2021, in Canada and collected
measures at baseline and at 1 week and 3 months after
intervention. Our primary outcome was the change in tolerance
of risk in play at either follow-up time point. The secondary
outcome was the participants’goal attainment at either follow-up
time point. The details on the intervention’s theoretical
framework, development, content, and the RCT study protocol
can be found in the study by Brussoni et al [24]. We registered
our RCT with the US National Institutes of Health Protocol
Registration and Results System (ClinicalTrials.gov
NCT04624932). We followed the CONSORT-EHEALTH
(Consolidated Standards of Reporting Trials of Electronic and
Mobile Health Applications and Online Telehealth) guidelines
for reporting this trial [30] (Multimedia Appendix 1).

Ethics Approval and Privacy
The RCT was approved by the University of British Columbia
and Children’s and Women’s Health Center of British Columbia
Research Ethics Board (H19-03644). We conducted the RCT
(including the intervention) entirely on the web; thus, there was
no human involvement, except when participants had inquiries
and reported technical issues via email. The sole identifiable
information collected was the participants’ email addresses,
which were required for sending allocated study material,
follow-up measures, and reminders. We did not export the
participants’ email addresses for data analysis. We assigned
each participant a study number that did not include identifiable
personal information.

Participant Recruitment
We recruited participants between December 1, 2020, and March
15, 2021, via social media posts on Facebook, Facebook
advertisements, Twitter, and Instagram. We also circulated mass
recruitment emails through partners and professional networks.
Potential participants completed a web-based survey in REDCap
(Research Electronic Data Capture; Vanderbilt University), an
electronic data capture tool hosted by and stored in the British
Columbia Children’s Hospital Research Institute server [31].
We included a complete description and procedure for the study
in the web-based survey. This allowed participants to self-assess
their eligibility and to consent on the web, with the capability
of downloading the consent form, if they decided to participate
in our study.

We temporarily halted participant recruitment and participation
from December 18, 2020, to January 4, 2021, to accommodate
the Christmas and New Year holidays, during which most
ELCCs were closed. We made this decision to secure more
valid participant responses to the goal attainment question in

the 1 week after intervention follow-up time point, asking “Did
you accomplish your goal?” which concerned their behavior in
promoting children’s outdoor play, specifically in their ELCC.
We posted a message on the REDCap enrollment survey
informing participants of this interruption and the date that RCT
recruitment would resume.

Eligibility and Exclusion Criteria
Eligible participants were adult ECEs and ELCC administrators
currently working in Canada, who could speak, read, and
understand English. Given that ECEs work closely with, and
are influenced by, ELCC administrators, we included both ECEs
and ELCC administrators in this RCT. We did not have any
exclusion criteria. We included participants deemed eligible
according to the aforementioned eligibility criteria. As the RCT
was conducted entirely on the web, computer and internet
literacy was an implicit de facto eligibility criterion. Eligible
and interested participants provided consent by downloading
the consent form for review and selecting a checkbox to
participate. We then invited the enrolled participants to complete
the baseline survey, which included sociodemographic questions
and a questionnaire that assessed participant tolerance of risk
in play, and enter their email address.

Randomization and Blinding
We automatically randomized the enrolled participants who
completed the baseline survey in REDCap to 1 of the 2
conditions: intervention and control. The participants had an
equal (50%) likelihood of being assigned to each condition. We
generated the randomization schedule beforehand by the Sealed
Envelope service (Sealed Envelope Ltd) using randomized
permuted blocks of sizes 4, 6, and 8. We then transferred the
list to REDCap. We concealed allocation to the researchers
during participant assignment and data analysis. We sent
participants a unique link to their materials upon completion of
the baseline survey and randomization. The nature of the
intervention did not permit blinding of the participants. They
may have intuited which condition they were allocated to, based
on the details of the 2 conditions provided in the consent form:
intervention (eg, web-based intervention) and control (ie, a PDF
document). In addition, there has always been a risk that 2 or
more participants from the same ELCC participated in the study
and have become exposed to a condition different from theirs
by communicating with their peers. We believe this scenario
would be unlikely given that we recruited participants across
Canada, and as such, we did not implement any precaution.

OutsidePlay-ECE Intervention
The goal of the OutsidePlay-ECE intervention is to reframe
ECEs’ perception of the importance of outdoor play and its
inherent risks and promote a change in their practice in
supporting children’s outdoor play in ELCC settings. We
designed OutsidePlay-ECE for ECE as a fully automated
web-based risk-reframing intervention. It consists of 3 chapters,
which are guided by the animated character of the first author
(MB) and include self-reflection questions. We (the study
authors) developed the OutsidePlay-ECE intervention following
the intervention mapping process [32]. Social cognitive theory
[33] provides a theoretical basis for the selection of behavior
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change techniques [22] adopted in the intervention. According
to social cognitive theory, individuals are motivated to change
behavior when their self-efficacy is high (eg, “I am capable of
supporting more opportunities for outdoor play for children at
my center”), are dissatisfied with their current state (eg, “I do
not provide children at my center with enough opportunities for

outdoor play”), and believe that changing their behavior will
lead to the preferred outcome (eg, “Outdoor play will benefit
children”) [32]. The OutsidePlay-ECE landing page is shown
in Figure 1, and the complete screenshots of the
OutsidePlay-ECE intervention are shown in Multimedia
Appendix 2.

Figure 1. Screenshots of the OutsidePlay-ECE intervention landing page.

Our protocol paper [20] provides a full description of
OutsidePlay-ECE intervention and details regarding its
development. In brief, this intervention consists of 3 chapters,
guiding participants through a journey. Chapter 1 prepares
participants to position themselves on why they want to promote
children’s outdoor play at their center by reflecting on their own
childhood play and considering how children play in their center.
Chapter 2 includes a series of videos presenting common
challenging scenarios: (1) communicating with parents and
caregivers, (2) rough-and-tumble play, (3) play at heights, (4)
conflict resolution, (5) play with loose parts, and (6) play at
speed. These scenarios evolved based on the 6 categories of
risky play [34] and were then selected based on ECE feedback.
For each scenario, the ECE must decide regarding what they
allow children to do. For example, in the rough-and-tumble play
scenario, 2 children start sword fighting with sticks, and the
ECE is asked to decide whether to stop the children or talk to
them about consent and safety. On the basis of the ECE’s choice,
the video continues to show the outcome of the ECE’s decision.
Each scenario includes a summary video by an experienced
ECE, highlighting the main take-home messages of that
scenario. The objective of Chapter 2 is to reflect on the barriers
and challenges ECEs often encounter at their center while
accommodating or promoting children’s outdoor play and
provide them with clear actions to address them. The last chapter
summarizes the learning in the previous 2 chapters and invites
participants to think of an achievable goal and create a plan to

accomplish it. Their journey, including their goals and plans,
can be downloaded or sent to their email.

The OutsidePlay-ECE intervention focused on social cognitive
theory constructs: outcome expectation; knowledge, barriers
and opportunities; observational learning; self-efficacy;
behavioral skills; and intentions [20]. The behavior change
techniques related to information about consequences (health,
social, and emotional), social comparison, framing and
reframing and incompatible beliefs, problem solving,
instructions on how to perform the behavior, demonstration of
the behavior, social comparison, comparative imagining of
future outcomes and goal setting (behavior and outcome),
problem solving, action planning, and credible sources [20].
Details regarding the constructs and their associated behavior
change techniques are outlined in our protocol paper [20].

We soft launched the OutsidePlay-ECE intervention on
December 1, 2020, for the RCT and froze the content during
the RCT (ie, we did not make any changes) and analysis. This
means that we released the intervention only for RCT purposes
with no publicity push before its full launch to the public. The
participants were allocated to the intervention condition with a
link to the OutsidePlay-ECE intervention. It could be completed
in up to 100 minutes, depending on the participants’movements
through each chapter. Participants could also return to the
intervention at their convenience, picking up from where they
left off previously, provided that they did not delete their
browser cache and http cookies. REDCap sent out a maximum

J Med Internet Res 2022 | vol. 24 | iss. 6 |e36826 | p.286https://www.jmir.org/2022/6/e36826
(page number not for citation purposes)

Brussoni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


of 3 automated reminders at 24, 48, and 60 hours after
completion of the baseline survey and at the 1 week and 3
months after intervention follow-ups.

Comparison Condition
We asked participants in the control condition to review a PDF
of the Position Statement on Active Outdoor Play, a 4-page
document with information on research and recommendations
for action in addressing barriers to outdoor play [4,35]. We
estimated that the participants took 15 to 20 minutes to read
through the document. We did not send out automated reminders
to participants in the control condition because once they opened
the Position Statement on Active Outdoor Play, and closed their
survey at that point, we considered that they completed the
baseline requirement. However, we reminded them up to 3 times
(24, 48, and 72 hours), if they did not finish the survey measures
at any follow-up time point (ie, 1 week and 3 months after
intervention).

Outcome Measures
Our primary outcome measure was change in the total score on
the Teacher Tolerance of Risk in Play Scale (T-TRiPS), a
validated, reliable 26-item measure with dichotomous yes or
no responses on items that reflect the 6 categories of risky play
(great heights, high speed, dangerous tools, dangerous elements,
rough-and-tumble, and disappear or get lost) [36] proposed by
Sandseter [34]. The T-TRiPS is a modified version of the
Tolerance of Risk in Play Scale for parents [37], which measures
teachers’ perceptions of risk. We assessed the psychometric
properties of T-TRiPS in our sample using Rasch analysis,
which considers the respondent’s ability to choose a correct (in
the case of this study, the yes response) item and the difficulty
of each item [38]. Rasch analysis converts categorical responses
to interval data. This analysis was conducted using the mirt

package in R software (R Core Team, version 4.0.0) [39,40].
Rasch analysis of the baseline data (563 participants completed
T-TRiPS; Figure 2) resulted in dropping 1 item (“Do you wait
to see how well the children in your center manage challenges
before getting involved?”) owing to local dependence, such that
this item was highly correlated with several other items on the
T-TRiPS. The remaining 25 items resulted in the following
model fit: root mean square error of approximation=0.060 (90%
CI 0.056-0.065), standardized root mean square residual=0.101,
Tucker-Lewis index=0.899, comparative fit index=0.899, and
empirical reliability=0.851. θ standardized scores from the
Rasch analysis of the final 25-item T-TRiPS ranged from −3.839
to 3.847, with a mean of −0.000 (SD 1.224). A higher
standardized score indicated a higher tolerance of risk in play.

Our secondary outcome measure was self-reported behavior
change, measured by participants’ self-reported progress in
attaining the goal they set for themselves. At each follow-up
time point, participants were reminded of their goal and asked,
“Did you accomplish your goal?” with dichotomous yes or no
responses.

We assessed the primary outcome measure at baseline and at 1
week and 3 months after intervention. We only assessed the
secondary outcome measure at 1 week and 3 months after
intervention because at baseline, they could not have
accomplished a goal they had not yet set. We paid the
participants US $25 via electronic transfer upon completing the
baseline questionnaire and allocated intervention. We then paid
them US $16 at each of the follow-up time points at 1 week and
3 months after intervention. In addition, we issued participants
in the intervention condition a professional development
certificate for 100 minutes upon completion of the
OutsidePlay-ECE intervention.
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Figure 2. Study flow diagram.

Statistical Analyses
We conducted all statistical analyses in Stata (StataCorp, version
15) [41].

Power
For a sample size of 206 ECEs and ELCC administrators in
total, a linear mixed model examining the impact of intervention
relative to control, including an interaction with time, was
calculated to have 80% power at a P=.05 level of significance
to detect a difference of 0.75 between the intervention and
control conditions on the T-TRiPS when the SD is 1.82, and
the correlation between repeated observations is 0.75. From our
previous work [20,21], we anticipated requiring 324 complete
baseline requirements among ECEs and ELCC administrators
who would then be randomized into the 2 conditions. We
assumed a 75% retention rate at the 1 week after intervention
follow-up time point (n=242) and an 85% retention rate at our
3 months after intervention follow-up time point, which would
result in a final sample of 206 ECEs, corresponding to 103 in
each condition.

Descriptive Analysis
To compare the raw outcome differences between conditions
at each time point, for continuous outcomes (TRiPS scores),
we used 1-way ANOVA or Kruskal-Wallis H test (if variance
is not equal between conditions). For categorical outcomes (goal
attainment), we used the chi-square test. Significance level was
set at P=.05.

Effect of the Intervention
We concluded that linear and generalized linear mixed effects
models with random intercepts and unstructured covariance
were fit to analyze the effects of the intervention on T-TRiPS
scores and goal attainment, respectively. In other words, we
used the mixed effects regression analysis to examine (1)
whether T-TRiPS scores changed between 1 week and 3 months
after intervention and (2) whether these changes were greater
in the intervention condition (ie, the OutsidePlay-ECE
intervention) than in the control condition. We used
intent-to-treat analysis of T-TRiPS scores that used the last
observation carried forward as the method of imputation,
because these participants only completed the baseline survey
and did not complete the intervention, it is reasonable to expect
their T-TRiPS scores to remain the same throughout the study
period. Unstandardized (ie, raw) β coefficients were reported,
which were interpreted as the change in T-TRiPS scores when
comparing the intervention condition with the control condition
at baseline.

Similar to the T-TRiPS analysis, we conducted a generalized
mixed effects regression analysis to examine the effect of the
intervention on goal attainment, when comparing the control
condition at the 1 week after intervention follow-up time point
with the intervention condition at the 3 months after intervention
follow-up time point. An intention-to-treat analysis of goal
attainment was not performed because of the absence of baseline
data. To establish a goal, participants had to complete either
interventions (eg, the OutsidePlay-ECE intervention or the
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Position Statement on Active Outdoor Play). Consequently,
there was no basis for imputing the values of goal attainment.
We calculated odds ratios, which were interpreted as the odds
of attaining goals for the intervention condition at the 3 months
after intervention follow-up time point, divided by the odds of
the control condition at 1 week after intervention (relative effect
size). We also calculated the absolute effect size, that is, risk
differences and the probability of attaining a goal in the
intervention group minus the probability in the control condition.

Results

Overview
Figure 2 shows the flow diagram of the study. A total of 563
ECEs were randomly allocated to 1 of the 2 intervention
conditions using REDCap. Of these, 420 (74.6%) completed
the baseline requirement, which included completion of the
baseline survey and the intervention and setting up their goals.
Although randomization produced roughly equal numbers of
participants allocated to each condition, the intervention
condition experienced the most dropouts (145/281, 51.6%) at
the time of baseline when completing the intervention as
compared to dropouts in the control condition (62/282, 21.9%).
The intervention condition involved more time commitment
from the participants, as completing the OutsidePlay-ECE
intervention typically took up to 100 minutes compared with
15 to 20 minutes for the control condition. However, of the
participants completing the intervention, we only lost 5.0%
(11/220) and 6.6% (14/209) of the participants to follow-up at
1 week and 3 months after intervention respectively, versus
7.3% (10/136) and 5.5% (7/126) of the participants in the control
condition. We confirmed fidelity to the intervention through a
review of participants’ responses within each chapter of the
intervention.

The University of British Columbia/Children’s and Women’s
Health Center of British Columbia Research Ethics Board
categorized the intervention as low risk and not associated with
any harm. No privacy breaches or technical problems affected
the participants. Although we tried to accommodate participants’

varying internet bandwidths by automatically adjusting the
media resolution (eg, high or low), this did not resolve issues
caused by some users accessing the intervention from old or
incompatible devices.

Sample Characteristics
We included baseline sociodemographic data from 563 ECEs
and ELCC administrators who were randomized to a condition
in our analyses (baseline characteristics between the 2 conditions
are presented in Table 1). We did not observe any statistically
significant differences between the baseline conditions with
regard to all sociodemographic characteristics. We also
compared sociodemographic data between the control and
intervention conditions at the 1 week and 3 months after
intervention follow-up time points, and no statistically
significant differences were found.

We compared the sociodemographic characteristics among those
who completed the baseline survey and between those who were
randomized (N=563) and those who were not randomized
(N=56), as these participants did not provide email address to
proceed with the study and found that those who were
randomized were more likely to be female (544/563, 96.6% vs
51/56, 91.1%, respectively; P=.04), less likely to be ECEs
(392/563, 69.6% vs 48/56, 85.7% respectively; P=.04), more
likely to be ELCC administrators (165/563, 29.3% vs 8/56,
14.3% respectively; P=.04), worked for a longer time in the
field (mean 10.13, SD 9.33 vs mean 7.27, SD 7.64 years,
respectively; P=.03), were more likely to be from British
Columbia (258/560, 46.1% vs 15/53, 28.3% respectively;
P=.007), less likely to be from Ontario (130/560, 23.2% vs
23/53, 43.4% respectively; P=.007), worked at a center with
fewer children (for the number of children between 1 and 24:
186/557, 33.4% vs 8/51, 15.7% respectively; P=.03 and for the
number of children ≥49: 217/557, 39% vs 26/51, 51%
respectively; P=.03), and fewer staff (for the number of staff
between 1 and 5: 202/551, 36.7% vs 10/52, 19.2% respectively;
P=.006 and for the number of staff ≥13: 173/551, 31.4% vs
27/52, 51.9% respectively; P=.006). We did not find any
statistical differences in other sociodemographic characteristics.
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Table 1. Baseline characteristics between the 2 intervention conditions.

Total (N=563)Intervention (n=281)Control (n=282)Characteristics of participants who completed the baseline survey

Sex (N=563), n (%)

16 (2.8)8 (2.9)8 (2.8)Male

544 (96.6)272 (96.8)272 (96.4)Female

2 (0.4)0 (0)2 (0.7)Other

1 (0.2)1 (0.4)0 (0)Prefer not to answer

Age (years; N=563), n (%)

59 (10.5)33 (11.8)26 (9.3)19 to 24

127 (22.6)55 (19.6)72 (25.6)25 to 30

157 (28)86 (30.7)71 (25.3)31 to 40

130 (23.2)64 (22.9)66 (23.5)41 to 50

61 (12.1)36 (12.8)32 (11.4)51 to 60

19 (3.4)6 (2.1)13 (4.6)61 to 70

1 (0.2)0 (0)1 (0.4)≥71

2 (0.4)1 (0.4)1 (0.4)Prefer not to answer

Language (N=563), n (%)

524 (93.1)261 (92.9)263 (93.3)English

39 (6.9)20 (7.1)19 (6.7)Othera

Role (N=563), n (%)

392 (69.6)189 (67.3)203 (72)ECEb

165 (29.3)90 (32)75 (26.6)ECE administrator

6 (1.1)2 (0.7)4 (1.4)Otherc

10.14 (9.33)10.05 (9.16)10.22 (9.51)Working in the field (years; N=530), mean (SD)

5.63 (6.74)5.18 (5.98)6.09 (7.41)Working at the current center (years; N=530), mean (SD)

Province of employment (N=560), n (%)

13 (2.3)7 (2.5)6 (2.1)Alberta

258 (46.1)129 (46.2)129 (45.9)British Columbia

5 (0.9)2 (0.7)3 (1.1)Manitoba

96 (17.1)44 (15.8)52 (18.5)New Brunswick

20 (3.6)12 (4.3)8 (2.9)Newfoundland and Labrador

22 (3.9)9 (3.2)13 (4.6)Nova Scotia

130 (23.2)66 (23.7)64 (22.8)Ontario

2 (0.4)2 (0.7)0 (0)Prince Edward Island

6 (1.1)4 (1.4)2 (0.7)Quebec

8 (1.4)4 (1.4)4 (1.4)Saskatchewan

Whether the center is licensed (N=544), n (%)

530 (97.4)264 (97.4)266 (97.4)Yes

14 (2.6)7 (2.6)7 (2.6)No

Children at the center (N=557), n (%)

186 (33.4)95 (34.1)91 (32.7)Small: 1 to 24

154 (27.7)78 (28.0)76 (27.3)Medium: 25 to 48

217 (39.0)106 (38.0)111 (39.9)Large: ≥49
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Total (N=563)Intervention (n=281)Control (n=282)Characteristics of participants who completed the baseline survey

Staff at the center (N=551), n (%)

202 (36.7)102 (37.1)100 (36.2)Small: 1 to 5

176 (31.9)91 (33.1)85 (30.8)Medium: 6 to 12

173 (31.4)82 (29.8)91 (33.0)Large: ≥13

Whether the center has a designated outdoor space for children (N=557), n (%)

540 (97)270 (96.8)270 (97.1)Yes

17 (3)9 (3.2)8 (2.9)No

Quality of the center’s outdoor space for children (N=539), n (%)

184 (34.1)88 (32.7)96 (35.6)Very good

205 (38.0)110 (40.9)95 (35.2)Good

125 (23.2)60 (22.3)65 (24.1)Acceptable

23 (4.3)11 (4.1)12 (4.4)Poor

3 (0.4)0 (0)2 (0.7)Very poor

2.08 (1.14)2.14 (1.13)2.01 (1.15)Time children spent playing outdoors at the center (hours; N=556), mean (SD)

Feeling supported by colleagues in general (N=559), n (%)

503 (90.0)250 (90.3)253 (89.7)Yes

25 (4.5)14 (5.1)11 (3.9)No

12 (2.1)4 (1.4)8 (2.8)Feeling partially supported

19 (3.4)9 (3.2)10 (3.5)N/Ad

aArabic (n=3), Cantonese (n=3), Chinese (n=2), Croatian (n=2), Gujarati (n=2), Hindi (n=1), Hungarian (n=1), Korean (n=6), Mandarin (n=1), Minnan
(a Chinese dialect; n=1), Nepali (n=1), Punjabi (n=4), Serbian (n=1), Sinhala (n=1), Sinhalese (n=1), Slovak (n=2), Spanish (n=2), Tagalog (n=2), Tamil
(n=2), Turkish (n=1), and Dutch (n=1).
bECE: early childhood educator.
cIncludes childcare provider consultant (n=1), child and youth care (n=1), no ECE (n=2), classroom teacher (n=1), and instructor at college (n=1).
dN/A: not applicable; for example, the participant is the only staff member.

Primary Outcome: T-TRiPS
Table 2 presents the description of T-TRiPS scores by
intervention conditions and time points, without accounting for
time effects, the interaction of intervention by time effects. We
did not find any statistical differences in T-TRiPS scores
between different conditions at baseline among those who
reported T-TRiPS scores or among those who completed the
intervention at baseline. At both the 1 week and 3 months after
intervention follow-up time points, T-TRiPS scores were
significantly higher in the intervention condition than in the
control condition (1 week: mean −0.156, SD 1.304, for the
control condition and mean 0.262, SD 1.117, for the intervention
condition, P=.003; and 3 months: mean −0.118, SD 1.400, for
the control condition and mean 0.200, SD 1.211, for the
intervention condition, P=.04).

Table 3 describes the findings of the mixed effects regression
analysis, considering intervention effects, time effects, and
iteration of intervention by time effects. Participants who
completed the intervention condition had significantly higher
T-TRiPS scores than those who completed the control condition
at 1 week (0.320, 95% CI 0.135-0.505; P=.001) and 3 months
(0.251, 95% CI 0.062-0.440; P=.009) after intervention,
indicating sustained change. Results of the intention-to-treat
analyses for the effects of the intervention on T-TRiPS scores
largely replicated the aforementioned analyses, indicating that
ECEs and ELCC administrators in the intervention condition
were significantly more likely to increase their T-TRiPS scores
at 1 week (0.335, 95% CI 0.156-0.514; P<.001) and 3 months
(0.271, 95% CI 0.088-0.454; P<.004) after intervention
compared with those in the control condition.

Table 2. Description of the Teacher Tolerance of Risk in Play Scale scores by intervention conditions and time points.

P value for 1-way ANOVAIntervention, mean (SD)Control, mean (SD)Sample size, NEvaluation period

.44−0.040 (1.243)0.040 (1.207)563Baseline

.860.123 (1.196)0.017 (1.211)356Completed intervention

.0030.262 (1.117)−0.156 (1.304)3371 week after intervention

.040.200 (1.211)−0.118 (1.400)3143 months after intervention
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Table 3. Mixed effects regression analysis for the Teacher Tolerance of Risk in Play Scale (T-TRiPS) θ score.

P value for joint test
of main effects

P value for coeffi-
cients

Coefficients (95% CI)Regression and condition comparisons

Raw T-TRiPS θ scores (N=356, for those who were randomized to a condition, completed baseline T-TRiPS measure, and completed the intervention)a

.02.470.100 (−0.169 to 0.369)Intervention effects: intervention versus control

.99Time effects

.007−0.154 (−0.267 to −0.041)1 week versus baseline

.04−0.124 (−0.240 to −0.008)3 months versus baseline

.002Intervention by time effects

.0010.320 (0.135 to 0.505)Intervention versus control by 1 week versus baseline

.0090.251 (0.062 to 0.440)Intervention versus control by 3 months versus baseline

Intention-to-treat analysis (imputed T-TRiPS θ scores; N=563, for those who were randomized to a condition and completed baseline T-TRiPS
measure)

.054.880.019 (−0.217 to 0.254)Intervention effects: intervention versus control

.96Time effects

.006−0.156 (−0.268 to −0.044)1 week versus baseline

.03−0.126 (−0.241 to −0.011)3 months versus baseline

<.001Intervention by time effects

<.0010.335 (0.156 to 0.514)Intervention versus control by 1 week versus baseline

.0040.271 (0.088 to 0.454)Intervention versus control by 3 months versus baseline

aItalicization denotes two separate sets of analysis.

Secondary Outcome: Goal Attainment
We asked participants to think of one tangible and achievable
goal and created a feasible plan to accomplish it. Participant
goals varied widely from “I could add more building tools” to
“Bring this topic and learning opportunity up with my colleagues
at our daily check-in.” Table 4 presents the description of goal
attainment by condition and time point, without accounting for
time effects and the interaction between time and intervention
effects. We did not find any statistically significant differences
in the secondary outcome, goal attainment, between the 2

conditions at either 1 week after intervention (141/209, 67.5%
for the control condition and 94/126, 74.6% for the intervention
condition; P=.17) or 3 months after intervention (163/195,
83.6% for the control condition and 106/119, 89.1% for the
intervention condition; P=.18).

Table 5 presents the results of the generalized mixed effects
regression analysis. There was no statistical difference in goal
attainment between participants in the intervention and control
condition at 3 months after intervention compared with 1 week
after intervention (odds ratio 1.124, 95% CI 0.335-3.774;
P=.85).

Table 4. Goal attainment by intervention condition and time point.

P value for chi-squareSample size, NIntervention, n (%)Control, n (%)Evaluation period and goal attainment

.173351 week after intervention

94 (74.6)141 (67.5)Yes

32 (25.4)68 (32.5)No

.183143 months after intervention

106 (89.1)163 (83.6)Yes

13 (10.9)32 (26.4)No
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Table 5. Results of the mixed effects regression analysis for goal attainment by intervention condition and time.

Absolute effect sizesRelative effect sizeRegression and condition comparisonsa

P valueRisk differences (95%
CI)

P valueOdds ratios (95% CI)

.120.071 (−0.019 to 0.162).172.046 (0.740 to 5.655)Intervention effects: intervention versus control

<.0010.158 (0.098 to 0.218)<.0015.749 (2.664 to 12.407)Time effects: 3 months versus 1 week

.72−0.018 (−0.115 to
0.079)

.851.124 (0.335 to 3.774)Intervention by time effects: intervention versus control by 3 months versus
1 week

aN=335, who were randomized to a condition and set a goal at baseline and completed goal attainment measures at a follow-up time point.

Discussion

Principal Findings
Our RCT tested the effectiveness of the web-based
OutsidePlay-ECE intervention in changing ECEs’ and ELCC
administrators’ tolerance of risk in play and the attainment of
their personalized goals for change to support children’s outdoor
play within the ELCC. The RCT results partially support our
hypotheses. ECEs and ELCC administrators receiving the
intervention reported significantly higher increases in their
tolerance of risk in play at 1 week after intervention than
participants in the control condition. These differences remained
significant at 3 months after intervention. There were no
significant differences in goal attainment. These results are
consistent with the findings of a previous RCT testing the
OutsidePlay-Parent intervention, which also found significantly
greater increases in tolerance of risk in play for intervention
versus control participants at 1 week and 3 months after
intervention [20].

There are several possibilities for the lack of a significant effect
of the intervention on the secondary outcome, goal attainment.
Findings reported for the OutsidePlay-Parent intervention [21]
were similar, and it was postulated that the null finding may
have resulted from the participants’ goals being too ambitious
or not sufficiently actionable. To limit participants from
developing overly ambitious or less actionable goals, a short
clip of video in the last chapter was included to encourage
participants to consider one thing that they can do to support
children’s outdoor play: “It shouldn’t be something too big or
complicated. Make sure it is concrete and achievable—that you
don’t feel overwhelmed by it.” In addition, we provided some
basic actionable goals and stressed that this was meant to be
the first step in a journey toward change. We recognized that
addressing the many barriers and challenges to outdoor play in
ELCC environments would require complex intervention at
multiple organizational levels (eg, the individual, relationship
with colleagues, and licensing regulations) [42,43]. The
OutsidePlay-ECE intervention was designed to open their minds
to a different way of thinking and approach, which would be
the first step in the process. Although participants may have
thought that they were setting a manageable goal, they may
have subsequently realized that it was more ambitious than
anticipated and evaluated their actions as insufficient.
Furthermore, it is possible that although the intervention
successfully opened their minds to a new way of thinking, as
evidenced by the increase in tolerance of risk in play, it did not

sufficiently influence their self-efficacy in implementing the
change, even a small one, and that a more intensive and complex
intervention is required to shift behavior.

As ECE attitudes toward outdoor play and risk-taking in play
have a major impact on children’s outdoor play in ELCCs [27],
avenues for shifting attitudes are necessary to foster changes in
outdoor play provision. The OutsidePlay-ECE intervention was
efficient and effective in changing ECEs and ELCC
administrators’ tolerance to the risk of children’s outdoor play.
Given the ease of distribution, no cost to users, and low resource
requirement for ongoing maintenance of the web-based tool,
the OutsidePlay-ECE intervention can be easily deployed in
these efforts. This is particularly relevant during the COVID-19
pandemic, when increased outdoor time is recommended as a
major strategy for reducing transmission [44]. Outdoor play is
a means for improving children’s mental health and coping
strategies [45,46], and a web-based tool is the most feasible
way to deliver such an intervention. In conclusion, the findings
support the use of OutsidePlay-ECE as an intervention to
improve outdoor play in ELCCs.

Limitations
Our study had several limitations. First, although social
cognitive theory and respective behavior change techniques
have been mapped [20], we did not test the hypothesized
relationships between the theory constructs and outcomes. This
limits our ability to better understand why we observed sustained
changes in T-TRiPS and why we did not observe such changes
in goal attainment. Given the significant findings on T-TRiPS,
future research can explore the potential causal pathways leading
to intervention effectiveness. Second, participant attrition was
greater in the intervention condition than in the control
condition. We did not find any sociodemographic differences
between the 2 conditions among participants who remained in
the study. However, attrition is a concern for eHealth
interventions [47], and the field would benefit from further
research on the factors that influence participant retention. Third,
we conducted a study during the COVID-19 pandemic, which
included initial ELCC closures. The data collection period
occurred after most ELCCs resumed operations. However,
practices remained in flux as Canadian ELCCs received rapidly
evolving provincial and federal guidance regarding
recommended procedures, whereas understanding and
implementation of the guidance was challenging and varied
between centers. Although this may have provided novel insights
into ECEs’ and ELCC administrators’ perceptions of children’s
outdoor play in the specific context of the pandemic, the findings
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may have differed in other conditions. Fourth, data collection
spanned winter and spring, and it is unclear whether seasonal
changes influence risk tolerance. However, few of the questions
within the T-TRiPS would be expected to differ with seasons,
as they assess more general risk attitudes (eg, “Do you wait to
see how well the children in your centre manage challenges
before getting involved?”). Finally, we did not implement a
system to monitor dwell time on the Position Statement on
Active Outdoor Play, which is the document shared with
participants in the control condition. Therefore, we did not know
whether the participants read the document or how long they
took to do so. In future research, this information could offer
opportunities for further analyses.

Conclusions
ELCCs are important settings for influencing early childhood,
and these childcare experiences can impact lifelong health,
development, and well-being trajectories [48]. High-quality
early childhood education can mitigate the effects of early

adversity and reduce inequities in more disadvantaged children
[49]. Research is growing on the importance of outdoor play to
children’s physical, social, and cognitive development; risk
perception; and mental health [14,16-19], and it is necessary to
ensure children’s regular and repeated access to outdoor play
opportunities, particularly in ELCCs. To facilitate this, ECEs
need to understand the essence and benefits of risky outdoor
play for children and how best to provide and accommodate it.
Our RCT results demonstrated that the OutsidePlay-ECE
web-based intervention is effective in increasing ECEs’ and
ELCC administrators’ risk tolerance in children’s outdoor play.
As an easily accessible and free resource, the OutsidePlay-ECE
has great potential to support early childhood education
practices. For example, it can be integrated into ECE
professional development, provided as a standalone ECE
program, and revisited over time to help ECEs deepen their
understanding and expand their practice related to outdoor play
provision.
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Abstract

Background: Despite the growing number of mobile health (mHealth) interventions targeting childhood obesity, few studies
have characterized user typologies derived from individuals’patterns of interactions with specific app features (digital phenotypes).

Objective: This study aims to identify digital phenotypes among 214 parent-child dyads who used the Aim2Be mHealth app
as part of a randomized controlled trial conducted between 2019 and 2020, and explores whether participants’ characteristics and
health outcomes differed across phenotypes.

Methods: Latent class analysis was used to identify distinct parent and child phenotypes based on their use of the app’s behavioral,
gamified, and social features over 3 months. Multinomial logistic regression models were used to assess whether the phenotypes
differed by demographic characteristics. Covariate-adjusted mixed-effect models evaluated changes in BMI z scores (zBMI),
diet, physical activity, and screen time across phenotypes.

Results: Among parents, 5 digital phenotypes were identified: socially engaged (35/214, 16.3%), independently engaged (18/214,
8.4%) (socially and independently engaged parents are those who used mainly the social or the behavioral features of the app,
respectively), fully engaged (26/214, 12.1%), partially engaged (32/214, 15%), and unengaged (103/214, 48.1%) users. Married
parents were more likely to be fully engaged than independently engaged (P=.02) or unengaged (P=.01) users. Socially engaged
parents were older than fully engaged (P=.02) and unengaged (P=.01) parents. The latent class analysis revealed 4 phenotypes
among children: fully engaged (32/214, 15%), partially engaged (61/214, 28.5%), dabblers (42/214, 19.6%), and unengaged
(79/214, 36.9%) users. Fully engaged children were younger than dabblers (P=.04) and unengaged (P=.003) children. Dabblers
lived in higher-income households than fully and partially engaged children (P=.03 and P=.047, respectively). Fully engaged
children were more likely to have fully engaged (P<.001) and partially engaged (P<.001) parents than unengaged children.
Compared with unengaged children, fully and partially engaged children had decreased total sugar (P=.006 and P=.004, respectively)
and energy intake (P=.03 and P=.04, respectively) after 3 months of app use. Partially engaged children also had decreased
sugary beverage intake compared with unengaged children (P=.03). Similarly, children with fully engaged parents had decreased
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zBMI, whereas children with unengaged parents had increased zBMI over time (P=.005). Finally, children with independently
engaged parents had decreased caloric intake, whereas children with unengaged parents had increased caloric intake over time
(P=.02).

Conclusions: Full parent-child engagement is critical for the success of mHealth interventions. Further research is needed to
understand program design elements that can affect participants’ engagement in supporting behavior change.

Trial Registration: ClinicalTrials.gov NCT03651284; https://clinicaltrials.gov/ct2/show/NCT03651284

International Registered Report Identifier (IRRID): RR2-10.1186/s13063-020-4080-2

(J Med Internet Res 2022;24(6):e35285)   doi:10.2196/35285

KEYWORDS

mobile health; mHealth; childhood obesity; digital phenotypes; latent class analysis

Introduction

Background
Childhood obesity remains a significant health problem in
Canada [1]. Evidence shows that family-based multicomponent
interventions that integrate self-regulatory strategies (ie, goal
setting, graded tasks, and self-monitoring) and support changes
at the familial and individual levels are necessary to significantly
affect child weight outcomes (eg, BMI, waist to hip ratio, and
total fat mass [2-9]). However, a 2018 meta-analysis [4] found
that family-based multicomponent behavioral interventions had
a small effect in reducing children’s BMI in efficacy trials versus
standard-of-care controls (β=−.16, 95% CI −0.24 to −0.07).

Mobile health (mHealth) interventions offer a promising adjunct
or alternative to in-person treatments to support lifestyle
behavior change [10,11]. Several reviews [12-15] and
meta-analyses [16,17] have suggested that mHealth interventions
offer multiple advantages to in-person interventions (eg,
real-time data collection, intervention in natural environments,
lower costs, health behavior tracking with feedback, and
incorporation of gamified elements), which may appeal to
children and youth [12]. Data on the efficacy of mHealth
interventions for the prevention and management of childhood
obesity are promising but limited as this is still a rapidly
evolving field of research [12,14,18].

mHealth interventions for children living with obesity are most
often evaluated using randomized controlled trials and, in some
cases, evaluate the dose of the intervention received to provide
a better understanding of their effects [19-24]. Dose-response
analyses are often measured in terms of total minutes or
percentage of content examined; however, this approach does
not provide a nuanced picture of how users may benefit from
different mHealth intervention components (ie, what design
elements of the app may be more successful in engaging
participants and promoting health behavior change) [25,26].
Studies examining how intervention exposure affects behavior
change cannot solely focus on the quantity of the intervention
received, but must also consider how participants engage with
the active ingredients of the intervention—namely, the features
that support behavior change.

mHealth interventions are particularly well-suited to examine
in greater detail which components of the intervention
participants engage with through app analytics data. Recently,

there have been calls to develop analytical methods to process
the vast amounts of data that are available when using mHealth
technologies [27] and identify digital phenotypes (ie, user
typologies derived from individuals’ patterns of interactions
with specific app features) [28,29]. Although digital phenotypes
have been used in other areas of health research (eg, diabetes
[30], sleep [31], mental health [32]) and dietary and physical
activity behaviors in a nonclinical sample [33], little attention
has been paid to the treatment of obesity in childhood. Some
studies have investigated which app features participants use
[23,33] and individual characteristics associated with partial or
total use of an intervention [33-36]. However, most studies
evaluated usability derived from self-reported measures (eg,
asking participants about their preferences and use of app
features), total app use, or the use of individual features instead
of focusing on patterns of app use [23,34,37].

Objectives
To our knowledge, no study targeting childhood obesity has
identified user typologies based on participants’ engagement
with objectively measured components of an mHealth
intervention. To address this gap, this study aimed to (1) identify
digital phenotypes of Canadian children with overweight or
obesity and their parents who used an mHealth app (the Aim2Be
app [25]) over a 3-month period, (2) explore whether
participants’ characteristics differed by digital phenotype, and
(3) evaluate 3-month changes in children’s BMI z scores (zBMI)
and dietary, physical activity, and screen time behaviors across
digital phenotypes.

Methods

Study Design
This study was a secondary analysis of data collected from a
randomized controlled trial evaluating the efficacy of the
Aim2Be app (version 2) to improve lifestyle behaviors and
adiposity among children with overweight or obesity [25,38].
The trial was registered on ClinicalTrials.gov (NCT03651284)
on August 29, 2018 [25]. The CONSORT-EHEALTH
(Consolidated Standards of Reporting Trials of Electronic and
Mobile Health Applications and Online Telehealth) checklist
[39] is available in Multimedia Appendix 1. Data analyzed in
this study were collected from March 2019 to June 2020.
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Ethics Approval
The evaluation protocol was approved by the Children’s and
Women’s Research Ethics Board at the University of British
Columbia (H16-03090/H17-02032), the Health Research Ethics
Board at the University of Alberta (Pro00076869), the Hospital
for Sick Children Research Ethics Board (REB1000059362),
the Hamilton Integrated Research Ethics Board (project 4250),
and the Children’s Hospital of Eastern Ontario Research Ethics
Board (18/01E). All the participants provided web-based consent
before participating in the study.

Data Collection Protocol
The detailed study protocol has been published elsewhere [25].
The participating families (N=214) were recruited from 6 weight
management clinic sites across Canada, as well as through
Facebook. Children were eligible to participate if they were
aged 10 to 17 years and were overweight or obese, as defined

by the age- and sex-specific World Health Organization cutoffs
[40]. After providing consent, eligible participants completed
a web-based survey, three 24-hour dietary recalls, and received
assessment tools for height (measuring tape) weight (digital
scale), and physical activity (Fitbit Flex 2, Fitbit Inc) to complete
baseline measurements. Participants completed follow-up
assessments at the 3- and 6-month follow-ups. Families
randomized to the experimental group (107/214, 50%) had
access to the app after completing baseline measures. Waitlisted
control families (107/214, 50%) were given access to the app
after completing their assessment at the 3-month follow-up.
This study combined data collected from baseline to 3 months
in the intervention group, and from 3 to 6 months in the
waitlisted control group (Figure 1). Randomization was
successful, and participants’ characteristics did not differ
between the intervention and the waitlisted control group;
however, our analyses were not based on the randomization
group but dependent on users’ engagement.

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flow diagram depicting the study methodology and data analyzed.

The Aim2Be Intervention
The theoretical foundations of the Aim2Be app have been
described elsewhere [25]. Briefly, the app, which was cocreated
by Ayogo Health Inc [41] and the Childhood Obesity Foundation
with expert input, aimed to promote healthy lifestyle behaviors
among children and their parents by targeting dietary, physical
activity, screen time, and sleep behaviors while emphasizing
healthy body image, strong self-esteem, and living green [25].
The behavior change techniques incorporated in the app are
grounded in social cognitive theory [42], the Player Experience
and Need Satisfaction Model—an extension of the
self-determination theory [43,44]—and the Agency, Challenge,

Uncertainty, Discovery, and Outcomes framework [45]. The
content within different features of the app was also informed
by the Canadian 24-Hour Movement Guidelines [46] and the
Canadian dietary guidelines in place at the time of the study
(Canada’s Food Guide 2007) [47].

The Aim2Be app features fall under 3 broad domains:
behavioral, gamified, and social. The behavioral domain draws
on self-regulatory strategies such as goal setting,
self-monitoring, and graded tasks to facilitate behavior change
by strengthening self-regulatory skills [4,8]. The gamified
domain focuses on increasing participants’ enjoyment,
engagement, and motivation through various gamification
elements (eg, personalization, challenges, uncertainty). The
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social domain facilitates peer support, behavior modeling, and
interaction with other app users or with a coach through different
interactive features (eg, answering poll questions, viewing poll
results, posting on the social wall, and responding to others’
posts). Social support is also provided to children through a
companion app for parents, which aims to facilitate behavioral
changes through a positive familial environment, reinforcement
strategies, and environmental and stimulus control. Figures 2

and 3 illustrate screenshots of the child and parent interventions,
respectively.

In addition to the parent companion app, 2 very similar versions
of Aim2Be were developed for preteens (aged 10-13 years) and
teenagers (aged 13-17 years), with 3 app features (ie, stages,
posting on a social wall, and responding to others’ posts)
available only to teenagers. As this study combined data from
both teenagers and preteens, features only available to both
groups were included in the analyses.

Figure 2. Screenshot of the Aim2Be app for children.
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Figure 3. Screenshot of the Aim2Be app for parents.

Measures

Use of Aim2Be App Features
App analytics (provided by Ayogo Health Inc [41]) were used
to track the number of times children and parents used each
Aim2Be app feature. The behavioral domain included the
following five features: (1) aims, indicating the number of
high-level goals chosen by users while indicating their perceived
importance and potential obstacles; (2) tasks, indicating the
number of activities users completed to accomplish their aims;
(3) check-ins, indicating the number of times users
self-monitored their progress regarding specific health behaviors,
with short recommendations on how to improve their behaviors;
(4) articles read, indicating the number of articles providing
educational content read by the user; and (5) articles reflected
on, indicating the number of written responses provided by the
user after reading an article.

The gamified domain included the following four features: (1)
quick wins, which involved simple tasks users completed to
engage in a healthy behavior or explore a new feature of the
app, and which allowed them to earn digital currency; (2)

stories, which involved the number of times users read choose
your own adventure stories (these stories used a user-guided
fictional character involved in a series of decision-making
processes); (3) quizzes, which involved short tests that the users
answered, allowing them to earn digital currency if they selected
the correct answer; and (4) collections, which involved digital
items the user purchased with digital currency within the app.
The parent app integrated only quick wins as the gamified
domain.

The social domain included the following four features: (1)
answer poll, which involved the number of 2-choice poll
questions from the social poll responded to by the users, with
feedback on the percentage of users who selected each option;
(2) digital coach, which involved the number of chat sessions
between the user and a digital coach with preprogrammed
prompts, questions, and answers; (3) live coach, which involved
the number of one-on-one messages the user sent to a live
trained health coach; and (4) posts, which involved the number
of times the user posted a message on a social wall, sharing
thoughts, feelings, or experiences with others. By design, the
live coach feature, analyzed as part of the social domain, was
not made available to participants randomized to the waitlisted
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control group; therefore, data for these participants were missing
at random. In addition, only teens (119/214, 55.6%) had access
to the posting feature. Consequently, this feature was not
analyzed in the children’s sample as the missing data were
age-related.

Children’s zBMI
Parents were mailed a digital scale (Active Era) and a measuring
tape (HDX Corp) with instructions (using the Centers for
Disease Control and Prevention home protocol [48]) to
accurately measure their child’s height and weight at home.
This procedure has been validated to assess children’s height
and weight at home [49]. Children’s height and weight were
then used to compute zBMI using the World Health Organization
Stata macro [40], where being overweight in childhood was
defined as zBMI >1 SD and ≤2 SD, and obesity was defined as
zBMI >2 SD.

Health Behaviors

Dietary Behaviors

Children’s dietary behaviors were evaluated with the Waterloo
Eating Behavior Questionnaire, a 24-hour web-based dietary
recall (intraclass correlation coefficients ranging from 0.39 to
0.71 for energy, carbohydrates, sugar, fiber, and fats, validated
against dietitian interviews) [50]. Children reported all foods
and beverages consumed on the previous day. Standardized
food group servings using the 2007 Canada’s Food Guide
classification framework were used to quantify the amount of
food consumed (eg, number of servings of vegetables and fruits)
[47]. A composite index of dietary quality (the Canadian Healthy
Eating Index [51]) was used as a measure of overall adherence
to the 2007 Canada’s Food Guide. The index ranges from 0 to
100 points, where scores <50, 50 to 80, and >80 indicate poor,
requiring improvement, and good dietary quality, respectively
[51]. Parents’ dietary behaviors were evaluated using 7 items
adapted from the Canadian Community Health Surveys [52].
Parents reported their own consumption of vegetables and fruits
(excluding fruit juices), 100% fruit juices, and sugar-sweetened
beverages.

Physical Activity

Children’s physical activity was evaluated using Fitbit Flex 2
(Fitbit Inc). Children wore the Fitbit for 7 to 14 days at baseline
and at 3 and 6 months, and their daily step count was obtained
by our team using Fitabase, a web-based platform designed for
research using Fitbits [53]. Furthermore, we computed the
children’s average number of daily steps. In addition, children
completed a web-based survey, which included 5 questions
from the Physical Activity Questionnaire for Older Children
[54]; a 7-day recall inquiring about the amount of physical
activity with responses between none and more than 2 hours.
The total score of the questionnaire was significantly related to
moderate and vigorous physical activity using accelerometers
(r=0.33) [55]. Parents’ physical activity was evaluated using 7
items from the Physical Activity Questionnaire Short Form
(repeatability reliability across different countries ranged from
0.32 to 0.88, with 75% of the correlation coefficients >0.65 and
a pooled coefficient of 0.76 [56]). Participants were asked about
the number of days and minutes spent sitting, walking, and

engaging in vigorous and moderate physical activity over the
past 7 days. The average daily time was calculated for sitting,
walking, and moderate and vigorous physical activity.

Screen Time

Children’s and parents’ screen time was evaluated with 2 items
adapted from the Sedentary Behavior Questionnaire for adults
(intraclass correlation coefficient ranged from 0.51 to 0.93 [57]).
Children and parents reported the time (minutes) spent watching
television; playing computer or video games; using a computer,
tablet, or mobile device outside of school or paid work; and
talking or texting on a cell phone during their most recent week
and weekend day. The average daily sedentary time was then
calculated.

Statistical Approach
Latent class analysis (LCA) in MPlus version 8 (Muthen and
Muthen [58]) was used to separately identify digital phenotypes
among children and parents. There is no fixed minimum sample
size for LCA as it depends on multiple factors (eg, number and
quality of indicators, class differentiation, and relative samples
in each class) [59]. Of relevance, previous Monte Carlo
simulations [60] have found that an LCA with 100 participants
can result in reliable solutions when conducted with robust
indicators, providing support for conducting an LCA with 214
participants. The LCA identified digital phenotypes based on
different use patterns for the various behavioral, social, and
gamified app features, similar to a recent study profiling child
users using an earlier version of Aim2Be [33]. As the
distribution of use for each feature was skewed, an individual’s
use of each app feature was ranked as no use (a participant never
used a given app feature), and among the remaining participants,
low use (a participant’s use of a feature was at or below the
median use), or high use (a participant’s use of a feature was
above the median use). The robust maximum likelihood
estimator with the expectation-maximization algorithm and
2000 random starts was used. The LCA used full information
maximum likelihood to handle data missing at random in the
live coach feature (no other variables included in the LCA had
missing data). Various fit and relative indices were used to
compare different k-class solutions to determine the best number
of classes to be retained with the LCA [59]. We first evaluated
the Bayesian information criterion, sample size–adjusted
Bayesian information criterion, Akaike information criterion,
consistent Akaike information criterion, and approximate weight
of evidence. For these indices, both a lower value and a
meaningful decrease after adding another class to the solution
are desirable. Second, we compared neighboring solutions of k
classes (eg, 3 vs 4 classes) with the relative indices of the
Vuong-Lo-Mendell-Rubin likelihood ratio test, bootstrap
likelihood ratio test, and Bayes factor. For the
Vuong-Lo-Mendell-Rubin and bootstrap likelihood ratio test,
a significant P value indicates a better fit of k classes than with
the previous model (k-1 classes). For the Bayes factor, higher
scores indicate stronger evidence supporting k classes than those
supporting k+1 classes. Third, we estimated how each model
was corrected by all models using the correct model probability
index, where higher values are desirable. Other indicators of
well-differentiated classes such as entropy and average posterior
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probability were also evaluated, where desirable values were
>0.8% and >70%, respectively. Finally, the k-class solution
selected also considered practical and theoretical interpretability
and the relative sample size of each class. Although some
authors retained classes that encompassed at least 5% of the
sample [59], the authors recognized the limitations of estimating
classes with a low relative prevalence (1%-8%). This was
accounted for when selecting the final solution.

Multiple multinomial logistic regression models were used to
evaluate the associations between digital phenotypes included
as the dependent variable and demographic factors (children’s
and parents’ age and sex, parental educational attainment,
marital status, household income, ethnicity, and recruitment
site) as independent variables. Parental phenotypes were also
added as predictors of children’s phenotypes.

Mixed-effect models evaluated changes in health behaviors and
zBMI across children’s and parents’ phenotypes. One model
was run for each outcome (children’s zBMI, children’s and
parents’ diet, physical activity, and screen time). All models
included an interaction term between time and phenotype and
were adjusted for children’s and parents’ age and sex, parental
educational attainment, marital status, household income,
ethnicity, and recruitment site. Postestimation contrasts of
marginal linear predictions tested overall group differences. For
outcomes with borderline significance (P<.10) or significant
(P<.05) overall group differences, we conducted pairwise
comparisons and calculated the Cohen effect size as follows:

f2 = (R2
AB – R2

A) / (1 – R2
AB)

Here, B is the predictor of interest (eg, interaction phenotype
1×time), A is the set of all other predictors (ie, demographics,

time, and other phenotypes), R2
AB is the proportion of variance

that A and B together (ie, the full model) account for, and R2
A

is the proportion of variance the predictors explain in a reduced
model, with all fixed effects from the full model, except for the
effect of B and random effects constrained to be the same as

those from the full model. Therefore, f2 represents the proportion
of variance uniquely accounted for by B [61,62].

All regression analyses were performed using Stata (version
15; StataCorp) [63]. The significance level was set at P<.05.

Results

Demographic Characteristics of the Participants
From the 214 parent-child dyads, the mean age of the children
was 13 (SD 2.2) years, and the sample was evenly split among
boys (104/214, 48.6%) and girls (110/214, 51.4%).
Approximately 92.5% (198/214) of the participating parents
were mothers, and 71% (152/214) were married or living with
a partner. The mean age of parents was 44 (SD 6.2) years. Just
over half of the parents (120/214, 56.1%) had not completed a
university degree. Approximately 60.3% (129/214) of parents
self-identified as having a White or European descent, 16.8%
(36/214) reported mixed ethnicity, 5.6% (12/214) reported an
East or Southeast Asian descent, 4.2% (9/214) reported a South
Asian descent, and 3.3% (7/214) reported an indigenous descent.

Household income ranged from <CAD $50,000 (US $37,500;
36/214, 16.8%) to >CAD $150,000 (US $112,500; 35/214,
16.4%). Approximately 30.8% (66/214) of parents reported
incomes between CAD $50,000 (US $37,500) and CAD
$100,000 (US $75,000), and 25.7% (55/214) reported incomes
between CAD $100,000 (US $75,000) and CAD $150,000 (US
$112,500).

Identifying Digital Phenotypes
Table 1 summarizes the results from the LCA and Figure 4
provides plots for selecting LCA indices for both the child and
parent models. Fit indices and interpretability of the classes
supported a 4-class solution among children. By contrast, the
parent LCA fit indices pointed to a 5- or 6-class solution;
however, further evaluation of the potential solutions led to the
retention of the 5-class solution. Although 6 of the 11 indices
showed the 6-class solution as the best option, the relatively
small sample for 2 of the classes suggested an overextraction.
Therefore, the 5-class model was retained as the final solution
for the parents. In addition, the 5-class solution made more
substantive sense. Moreover, the average posterior probability
for both child- and parent-selected models ranged between 91%
and 99%, indicating well-differentiated classes for the 5-class
solution. Thus, our results suggest excellent differentiation
between the classes.

Figure 5 shows children’s and parents’ digital phenotypes (A
and B, respectively). Figure 5A shows 4 children’s digital
phenotypes (N=214): unengaged, dabblers, partially engaged,
and fully engaged. Unengaged (79/214, 36.9% of users) included
children who did not interact with most of the app features with
exception of check-ins. Dabblers (42/214, 19.6% of users)
regrouped children who did not use most behavioral features
of the app (eg, completing tasks and reading or reflecting on
articles) but predominantly interacted with gamified and social
features, including collections and the digital coach. Partially
engaged (61/214, 28.5% of users) included children who were
low users of the behavioral features, particularly regarding task
completion and reading and reflecting on articles but had greater
use of the check-in feature. Partially engaged children had
mixed interactions with the gamified and social features, with
greater use of the collections and the digital coach, respectively,
but rarely read stories or completed quizzes. Fully engaged
(32/214, 15% of users) comprised high users of most app
features and included children who engaged the most with the
active ingredients of the app (ie, the behavioral features such
as setting aims and completing tasks).

Figure 5B shows 5 parental digital phenotypes (N=214):
unengaged, socially engaged, independently engaged, partially
engaged, and fully engaged. Unengaged (103/214, 48.1% of
users) included parents who did not use most of the features,
with the exception of check-ins. Socially engaged (35/214,
16.4% of users) regrouped parents who engaged with the social
features of the app by creating posts on the social wall,
answering poll questions, and interacting with the live health
coach. However, socially engaged parents had low use of the
behavioral and gamified features and, in particular, did not
complete any tasks within the app. Independently engaged
(18/214, 8.4% of users) comprised parents who made little use
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of the social features (the only social feature they used involved
direct messages with the live health coach but did not interact
with other parents). Instead, independently engaged parents
focused their attention on the behavioral features of the app and
mostly set aims, read articles, and completed check-ins;
however, they also interacted with all the behavioral features
to some degree. Partially engaged (32/214, 15% of users)
included parents who had a mixed use of most app features,
indicating that their engagement with some behavioral (eg, aims

and check-ins) and social (eg, posts) features was evenly split
between low and high use. Partially engaged parents tended to
be high users of the article feature, low users of the answer poll
feature, and nonusers of the digital coach feature. Hence, their
overall engagement with the behavioral features tended to be
greater than with the gamified and social features. Finally, fully
engaged parents (26/214, 12.1% of users) included users who
interacted extensively with all app features, except the digital
coach feature.

Table 1. Comparative fit indices between k-class solutions for children and parents.

CmPlBFkAWEjCAICiEntropyhBLRTgP valueVLMR-

LRTfP value
SABICeBICdAICcLLbClasses in the

modela

Children’s models

0.00.047714758N/AN/AN/Am473048094725−23371

0.00.037753750.95<.001<.001369238533682−17902

0.20.335823544.95<.001.10345637003441−16443

0.816.635203468.96<.001.008335136783331−15634n

0.071.535363471.95<.001.76332537343300−15215o

Parents’ models

0.00.037823772N/AN/AN/A374938133746−18531

0.00.030673046.95<.001<.001300031302992−14552

0.40.829512920.93<.001.09285030462837−13573

0.54.429132872.97<.001.90277830412761−12984

0.117.729112859.98<.001.12274130702720−12565n

0.022.729362873.99.01.79273231282707−12296

aModel and number of classes in the solution.
bLL: log-likelihood.
cAIC: Akaike information criterion.
dBIC: Bayesian information criterion.
eSABIC: sample size–adjusted Bayesian information criterion.
fVLMR-LRT: Vuong-Lo-Mendell-Rubin adjusted likelihood ratio test.
gBLRT: bootstrapped likelihood ratio test.
hEntropy or differentiation between classes.
iCAIC: consistent Akaike information criterion.
jAWE: approximate weight of evidence.
kBF: Bayes factor.
lCmP: correct model probability.
mN/A: not applicable.
nSelected solution based on fit indices, relative sample sizes, and interpretability.
oThis model was not identified, but the results are reported only for transparency purposes.
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Figure 4. Plot of information criterion values across latent classes among children (A) and parents (B). AIC: Akaike information criterion; BIC:
Bayesian information criterion; CAIC: consistent AIC; AWE: approximate weight of evidence; SABIC: sample size–adjusted BIC.

Figure 5. Conditional probability plots showing child (A) and parent (B) digital phenotypes (N=214). Numbers within brackets on the y-axis indicate
the median distribution of use for each feature (eg, the median number of tasks completed by parents over 3 months was 10 among low and high users).

Demographic Characteristics Associated With Digital
Phenotypes
Table 2 and Table 3 show the distribution of demographic
factors across child and parent digital phenotypes, respectively,
with relative risk ratios and significance levels available in
Multimedia Appendix 2 (Tables S1 and S2). The results are
presented separately for children and parents. Children in the
fully engaged phenotype were 1 to 1.5 years younger than
children belonging to the dabblers (P=.04) and unengaged
(P=.003) phenotypes. Furthermore, children from the dabblers
phenotype were more likely to be in a household with an income
>CAD $80,000 (US $63,771) than children belonging to the

fully and partially engaged phenotypes (P=.03 and P=.047,
respectively). Parents in the socially engaged phenotype were
2 to 3 years older than parents in the fully engaged (P=.02) and
unengaged (P=.01) phenotypes. Moreover, fully engaged parents
were more likely to be married, common law, or living with a
partner than parents belonging to the independently engaged
(P=.02) and unengaged (P=.01) phenotypes, who were more
likely to be single, divorced, or widowed.

Figure 6 shows the distribution of parental digital phenotypes
across children’s phenotypes, highlighting how their phenotypes
were strongly associated. At one end of the spectrum, fully
engaged children were more likely to have fully and partially
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engaged parents, and at the other end, unengaged children were more likely to have unengaged parents.

Table 2. Demographic distribution across child digital phenotypes (N=214).

UnengagedDabblersPartially engagedFully engagedPredictors of child digital phenotypesa

79426132Phenotype sample size, N

13.5 (2.2)13.0 (2.4)12.9 (2.3)12.0 (1.8)Age (years), mean (SD)b

42 (53)19 (45)30 (49)19 (59)Sex (female), n (%)

42 (53)29 (69)31 (51)17 (53)Household income (≥CAD $80,000; US $63,771), n (%)c

32 (41)18 (43)28 (46)15 (47)Parental education (more than a Bachelor’s degree), n (%)

58 (73)32 (76)46 (75)27 (84)Parental marital status (married), n (%)

41 (52)28 (67)38 (62)22 (69)Race or ethnicity (White or European), n (%)

aPredictors’ reference groups are: male, household income <CAD $80,000 (US $63,771), parental educational attainment lower than a bachelor’s degree,
single parents, and people who did not self-identify as having a White or European descent.
bThe age of fully engaged children significantly differs from both dabblers and unengaged children’s age.
cThe household income of both fully engaged and partially engaged children significantly differs from the household income among dabblers.

Table 3. Demographic distribution across parent digital phenotypes (N=214).

UnengagedSocially engagedIndependently engagedPartially engagedFully engagedPredictors of parent digital phenotypesa

10335183226Phenotype sample size, N

43.5 (6.0)46.7 (6.6)44.5 (7.1)42.2 (5.6)44.5 (7.1)Age (years), mean (SD)b

92 (89.3)31 (88.6)17 (94.4)32 (100)26 (100)Sex (female), n (%)

57 (55.3)17 (48.6)9 (50)20 (62.5)16 (61.5)Household income (≥CAD $80,000; US
$63,771), n (%)

41 (39.8)14 (40)9 (50)20 (62.5)9 (34.6)Parental education (more than a Bache-
lor’s degree), n (%)

73 (70.9)26 (74.3)12 (66.7)27 (84.4)25 (96.2)Parental marital status (married, common

law, or living with a partner), n (%)c

59 (57.3)20 (57.1)11 (61.1)19 (59.3)20 (76.9)Race or ethnicity (White or European),
n (%)

47 (45.6)17 (48.6)8 (44.4)14 (43.8)9 (34.6)Recruitment through a clinical setting, n
(%)

aPredictors’ reference groups are: male, household income <CAD $80,000 (US $63,771), parental educational attainment lower than a bachelor’s degree,
single parents, people who did not self-identify as having a White or European descent, and recruitment through Facebook.
bThe age of both fully engaged and unengaged parents significantly differs from the age of socially engaged parents.
cThe marital status of fully engaged parents significantly differs from both independently engaged and unengaged parents’ marital status.
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Figure 6. Associations between children’s and parents’digital phenotypes (N=214). Vertical bars represent the proportion of parents with each phenotype
with a given child phenotype. Within groups that share the same number and color, groups that do not share the same letter are significantly different
from one another and are compared with the reference group (ie, unengaged users).

Changes in Health Outcomes Across Digital
Phenotypes
Table 4 summarizes the 3-month changes in zBMI, diet, physical
activity, and screen time across children’s and parents’ digital
phenotypes, with statistically significant (P<.05) or borderline
significant (P<.10) comparisons shown in Figure 7, where
panels A to C show child outcomes across child phenotypes,
and panels D and E show child outcomes across parent
phenotypes.

Multiple group comparisons showed that changes in the total
sugar intake of children differed across phenotypes (P=.01;
Figure 7A-C). Children belonging to the fully engaged (P=.01;

f2=0.04) or partially engaged (P=.004; f2=0.05) phenotypes
reduced their total sugar intake over 3 months compared with
children in the unengaged phenotype (reference group), who
increased their total sugar intake over time. Regarding children’s
total daily energy intake and energy intake from sugary
beverages, we found borderline differences (P=.07 and P=.09)
that became significant in individual pairwise comparisons.

Children from the fully engaged (P=.03; f2=0.01), partially

engaged (P=.04; f2=0.03), and dabblers (P=.03; f2=0.00)
phenotypes decreased their total energy intake over 3 months
compared with the unengaged children who increased their
daily energy intake over time. Finally, children from the

partially engaged phenotype decreased their intake of sugary
beverages compared with unengaged children who did not

(P=.01; f2=0.02). In this case, fully engaged children did not
differ significantly from unengaged children; however, as shown
in Figure 7C, children’s intake of sugary beverages in the fully
engaged group trended downward, whereas unengaged
children’s intake trended upward (P=.12).

Differential changes in outcomes among children were also
observed across the parental phenotypes (Figure 7D and 7E).
Multiple group comparisons showed borderline significant
changes in children’s zBMI and total daily energy intake across
parental phenotypes (P=.06 and P=.08, respectively), which
became significant in individual pairwise comparisons.
Specifically, children whose parents were fully engaged

significantly decreased their zBMI (P=.01; f2=0.05) compared
with children with unengaged parents (reference group) whose
zBMI slightly increased. Similarly, children whose parents
belonged to the independently engaged phenotype decreased

their daily caloric intake (P=.02; f2=0.03) compared with
children with unengaged parents whose daily caloric intake
increased over 3 months. Figure 7E also shows trends of
decreased caloric intake among children with fully and partially
engaged parents compared with children with unengaged
parents; however, these trends were not statistically significant
(P=.11 and P=.07, respectively).
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Table 4. Changes in children’s and parents’ health outcomes across digital phenotypes (N=214).

Parent phenotypesChild phenotypesParticipants and health outcomes

P valueChi-square (df)P valueChi-square (df)

Children

.06a9.1 (4)a.930.5 (3)BMI z scores

.08a8.2 (4)a.07a7.2 (3)aTotal energy, daily (kcal per day)

.761.9 (4).960.3 (3)Healthy Eating Index (range 0-100 points)

.473.6 (4).980.2 (3)Fruits and vegetables (daily servings)

.245.5 (4).155.4 (3)Saturated and trans fat (g per day)

.841.5 (4).681.5 (3)Total fiber (g per day)

.255.4 (4).01a11.8 (3)aTotal sugar (g per day)

.245.5 (4).09a6.7 (3)aSugary beverages (kcal per day)

.960.6 (4).472.5 (3)Total physical activity (minutes per week)

.523.2 (4).552.1 (3)Fitbit (steps per day)

.692.3 (4).184.9 (3)Screen time (minutes per day)

Parents

.881.2 (4)N/AN/AbDaily frequency of sugary beverages (times per day)

.166.5 (4)N/AN/ADaily frequency of fruit juice (times per day)

.672.4 (4)N/AN/AFruit and vegetables (servings per day)

.414.0 (4)N/AN/AWalking (minutes per day)

.752.0 (4)N/AN/AModerate and vigorous physical activity (minutes per day)

.137.1 (4)N/AN/AScreen time (minutes per week)

aIndicate significant (P<.05) or borderline significant (P<.10) interactions (time×digital phenotype) for which pairwise comparisons between phenotypes
were further explored.
bN/A: not applicable.
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Figure 7. Changes in children’s health outcomes across children’s (A-C) and parents’ (D and E) digital phenotypes (N=214). Comparison of each
phenotype versus unengaged phenotype (reference group). P value indicates significance level and f2 indicates Cohen effect size.

Discussion

Principal Findings
This is the first digital phenotyping study of an mHealth
intervention targeting health behavior changes among children
with overweight or obesity and their parents. We evaluated user
typologies based on how children and parents interacted with
different features of the Aim2Be app. We found 4 child
(unengaged, dabblers, partially engaged, and fully engaged)
and 5 parent (unengaged, socially, independent, partially
engaged, and fully engaged) phenotypes, which illustrate the
ways in which participants used the behavioral, gamified, and
social features of the Aim2Be app. As expected, based on
Aim2Be’s conceptual framework [25], our results demonstrated
that specific patterns of use supported behavior change, whereas
others did not, meaning that greater engagement with the active
ingredients of the app improved children’s dietary and weight
outcomes.

Comparison With Prior Work
Given the scarcity of research on the digital phenotypes of
mHealth users in the context of childhood obesity, it is difficult

to compare our findings with those of previous studies.
However, our results are similar to a recently published study
profiling children’s (but not parents’) engagement with an older
version of Aim2Be [33], where the 4 child profiles that emerged
were similar, although our study examined 6 additional app
features. Interestingly, the results previously observed in the
prevention context [33] were replicated in our study using a
clinical sample of children. Importantly, users with distinct
patterns of engagement obtained different health benefits
depending on whether they interacted with the active ingredients
of the app. When lifestyle behavior modification interventions
required in-person attendance, dose-response studies identified
a minimum of 26 hours of contact for the intervention to
improve children’s outcomes [4]. However, our digital
phenotype analyses illustrate that new approaches are needed
to conduct dose-response analyses in the context of mHealth
interventions, especially when users have the freedom to select
which app features they engage with. As users interact with the
Aim2Be app quite differently, this variability must be accounted
for when assessing whether the intervention can influence the
mediators and outcomes targeted by the app.
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In this study, we found that fully engaged children with Aim2Be
(eg, set goals, completed tasks, and read articles) experienced
more desirable behavior changes than unengaged users.
Specifically, children who engaged more fully with the app
decreased their intake of total daily calories, total sugars, and
sugary beverages. Our findings align with existing research
[22,33] suggesting that mHealth interventions have the potential
to improve children’s dietary behaviors. Furthermore, in
exploratory analyses examining the aims that were most often
set and completed among Aim2Be users (data not shown), we
found that “Drop sugary drinks” was the most common aim
chosen by children, which validates our findings related to lower
total sugar and energy from sugary drinks among fully and
partially engaged children. These results highlight the
importance of increasing engagement with the app’s active
ingredients, namely, setting specific goals and completing tasks
related to those goals to promote health behavior change among
children.

In this study, fully engaged children were more likely to be
younger and have fully or partially engaged parents. These
associations could indicate that the app was more appealing to
younger children, as shown by other research [34], or that
parents dedicated more attention to their children when they
were younger than when they were older. In addition, younger
children might be more easily influenced by their parents, which
may explain their use of the Aim2Be app. These findings are
aligned with previous studies reporting that parental
self-monitoring (a behavioral strategy) and adherence to eHealth
interventions were significant predictors of adolescents’
self-monitoring and adherence [33,64].

We also found that children whose parents were fully or partially
engaged with the app’s behavioral features decreased their zBMI
and total daily energy intake more than children whose parents
only engaged with the social features or who did not engage
with the app at all. Our findings are consistent with a qualitative
study [65] showing that participation as a family is one of the
main factors identified by both children and parents to facilitate
behavior change. Indeed, current guidelines [4,15,66] for the
treatment of childhood obesity include a family-based approach.
Taken together, our findings reinforce the critical role that
parents play in lifestyle interventions to support their children’s
adherence and improvement of health outcomes, even in the
mHealth context.

This study also revealed that family structure was associated
with parental phenotypes. Fewer single-parent households
belonged to the fully and partially engaged phenotypes than
parents who lived with a partner or were married, which may
reflect that more independent, time-scarce (and therefore
task-oriented) parents [67]. Interestingly, single-parent
households were also likely to belong to the independently
engaged phenotype (ie, parents who only engaged with the
behavioral app features such as aims and tasks), and children
whose parents belonged to this phenotype reduced more of their
total daily energy than other phenotypes. In fact, previous

research found that parents of young children decreased their
use of mHealth apps when they had limited time or only used
the app to find specific information of interest [67]. This could
explain why independently engaged parents did not use the
gamified or social domains but used the domain exclusively
focused on behavioral change and why their children decreased
their energy intake over time.

Limitations and Strengths
This study had several limitations and strengths. First, our
sample was relatively small and not powered to detect significant
changes across multiple digital phenotypes in these secondary
analyses. This could have limited our ability to detect clinically
meaningful changes in health outcomes, although some changes
were observed. In addition, overall adherence to the app was
low, which limited our ability to detect more phenotypes and
perhaps to observe some between-group changes. Moreover,
our study included a clinical sample (children with overweight
or obesity); thus, our findings are limited to this population.
Nevertheless, we used a detailed dietary assessment (24-hour
dietary recalls), both self-reported and objective measures of
physical activity, and objective measures of app usability
through app analytics. Finally, we used a novel approach to
examine intervention efficacy, which showed positive effects
that are not observed [38] using more traditional analysis.

Future Directions
Overall, 3 key messages from our findings point to future
directions in mHealth research. First, even in the mHealth
context, parental engagement matters as it can increase
children’s adherence to a lifestyle intervention and provide the
household environment that supports behavior change. Thus,
whether a lifestyle intervention is delivered in person or on the
web, parents should be involved as they are active agents of
change. Second, dose-response analyses should assess how (and
not only how much) the app is being used by the participants,
as users’ full engagement with the active ingredients of the app
seems to be a critical factor for the success of mHealth
interventions. Finally, as participants’ engagement with specific
features of an app is key to promoting behavior change, future
research should examine how we design program components
that ensure users interact with the active ingredients of the
mHealth intervention.

Conclusions
This study showed that distinct patterns of use exist among both
parents and children who used a family-based lifestyle mHealth
app, namely, Aim2Be. Identifying who uses mHealth apps and
how can help us understand and develop more tailored
interventions to support various users in a health behavior
change process. Our findings point to the importance of
optimizing users’ full engagement with the active ingredients
of the app as a critical factor for the success of mHealth
interventions and highlight the need for further research to
understand program design elements that can influence
participant engagement.
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Abstract

Background: Emerging studies have shown the effectiveness of mobile health (mHealth) interventions in reducing depressive
symptoms among people living with HIV. Most of these studies included only short-term follow-up, with limited data on long-term
effects.

Objective: The purpose of this study is to assess the long-term effects of a randomized controlled trial called Run4Love on
depressive symptoms among people living with HIV at 1-year and 3-year follow-ups.

Methods: A total of 300 people living with HIV with depressive symptoms were recruited and randomized to an intervention
or a control group in Guangzhou, China, from September 2017 to January 2018. The intervention group received a 3-month
Run4Love program, including adapted evidence-based cognitive behavioral stress management courses and exercise promotion
via WeChat (Tencent), a popular social media app. The control group received usual care and a brochure on nutrition. The primary
outcome was reduction in depressive symptoms, measured using the Center for Epidemiological Studies–Depression (CES-D)
scale. Data used in this study were collected at baseline and at the 1-year and 3-year follow-ups. Generalized estimating equations
were used to examine the group differences at 1-year and 3-year follow-ups.

Results: Approximately half of the participants completed the assessment at 1-year (149/300, 49.7%) and 3-year (177/300,
59%) follow-ups. At 1-year follow-up, participants in the intervention group reported significant reduction in depressive symptoms
compared with the control group (CES-D: from 23.9 to 18.1 in the intervention group vs from 24.3 to 23.3 in the control group;
mean −4.79, SD 13.56; 95% CI −7.78 to −1.81; P=.002). At 3-year follow-up, between-group difference in CES-D remained
statistically significant (from 23.9 to 20.5 in the intervention group vs from 24.3 to 24.4 in the control group; mean −3.63, SD
13.35; 95% CI −6.71 to −0.54; P=.02). No adverse events were reported during the 3-year follow-up period.

Conclusions: The mHealth intervention, Run4Love, significantly reduced depressive symptoms among people living with HIV,
and the intervention effects were sustained at 1-year and 3-year follow-ups. Further research is needed to explore the mechanisms
of the long-term effects of mHealth interventions such as Run4Love and to implement these effective interventions among people
living with HIV.
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Introduction

More than one-third of people living with HIV experience
depressive symptoms, which present a major health concern
and are associated with other negative health outcomes such as
poor adherence to antiretroviral therapy and increased morbidity
and mortality [1-5]. In addition, people living with HIV with
depressive symptoms are more likely to engage in HIV-related
risk behaviors such as inconsistent use of condoms and
substance abuse, which increases the risk of HIV infection and
transmission [1,6,7]. As depression is often chronic and requires
long-term follow-up, effective interventions to address this
common comorbidity in people living with HIV with long-term
effects are urgently needed [7].

However, mental health resources are scarce, especially in
low-income and middle-income countries, and <17% of people
living in these countries have received the needed mental health
treatment [8,9]. For example, there is 0.5 psychiatrist per million
people in Africa, which has the highest burden of HIV, and 22
psychiatrists per million people in China, compared with 83
psychiatrists per million people in Europe, 105 psychiatrists per
million people in the United States, and 147 psychiatrists per
million people in Canada [10,11]. Therefore, interventions to
provide effective treatments for depression and facilitate the
implementation of such treatments for people living with HIV
living in low-income and middle-income countries are urgently
needed.

A growing number of mobile health (mHealth) interventions
have been developed to improve mental health outcomes,
especially depressive symptoms, in people living with HIV.
However, the existing literature has several limitations. First,
few studies have explored the long-term effects of mHealth
interventions [12-14]. A recent systematic review and
meta-analysis included 14 randomized controlled trials (RCTs)
of mHealth interventions for reducing depressive symptoms
among people living with HIV [12]. Among these, only one
study explored the long-term intervention effects for up to 1
year, and the results did not show any improvement in
depressive symptoms [15]. Second, most mHealth studies have
small sample sizes <100; only a few studies have sample sizes
>200 [15-18]. Third, existing mHealth interventions among
people living with HIV have largely been conducted in
high-income countries such as the United States and Western
Europe, with only a few studies conducted in low-income or
middle-income countries [15,16,19-21]. Finally, existing
mHealth interventions are mostly telephone-based or simply
send SMS text messages, whereas few studies have used web
applications or mobile apps [12,15,16,19,22-24].

Our mHealth intervention, Run4Love, is a 3-month
internet-based multimedia program delivered via a popular
social media app called WeChat. Run4Love was effective in
reducing depressive symptoms in people living with HIV at 3-,
6-, and 9-month follow-ups in a 2-arm parallel RCT with a
sample size of 300 [16]. After the trial, we continued to follow
all the participants for 3 years after the baseline. In this study,
we aimed to evaluate the long-term effects of the Run4Love
intervention at 1-year and 3-year follow-ups. We hypothesized
that the Run4Love intervention had long-term intervention
effects in reducing depressive symptoms at 1-year and 3-year
follow-ups and that it also had long-term effects on secondary
outcomes such as the patients’ quality of life (QOL), positive
coping, and perceived stress.

Methods

Overview
Participants were recruited from the outpatient department of
Guangzhou Eighth People’s Hospital, which is the largest
infectious disease hospital in Guangzhou, the capital city of
Guangdong Province in South China, from September 2017 to
January 2018. Participants were randomized to the Run4Love
intervention group or the control group in 1:1 ratio.

Ethics Approval
The Run4Love intervention was registered in the Chinese
Clinical Trial Registry (ChiCTR-IPR-17012606). The study
design is described in the CONSORT-EHEALTH (Consolidated
Standards of Reporting Trials of Electronic and Mobile Health
Applications and Online Telehealth) checklist in Multimedia
Appendix 1. The study protocol was approved by the
institutional review board of the School of Public Health at the
Sun Yat-sen University (approval number 2015-28).

Participants
Participants were screened for depressive symptoms, and those
with depressive symptoms were invited to participate in the
study. A total of 300 participants were recruited for the study.
Inclusion criteria were the following: (1) aged ≥18 years, (2)
being HIV seropositive, (3) having depressive symptoms (Center
for Epidemiological Studies–Depression [CES-D] scale score
≥16), (4) willing to provide hair samples, and (5) using WeChat.
Exclusion criteria were the following: (1) unable to complete
the screening or baseline questionnaire, (2) having trouble in
reading or listening to the intervention materials, (3) currently
on treatment for depressive symptoms, and (4) unable to
participate in physical activities. All the recruited participants
signed the informed consent form. Study participants were given
up to 10 Yuan (approximately US $1.6) as weekly incentive for
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their completion of the Run4Love program; they were also
provided 20 to 50 Yuan (US $3.1-US $7.8) for completion of
the follow-up questionnaires.

Procedure

Run4Love RCT
After completing the baseline assessment, eligible patients were
randomly assigned to the Run4Love intervention group or the
wait-list control group. Randomization was performed using
SAS software (version 9.4) to generate a randomization list with
a block size of 4. Owing to the design of the study, neither the
participants nor the researchers were blinded. The Run4Love
intervention protocol has been described elsewhere [25]. Briefly,
the 3-month Run4Love intervention program was tailored to
people living with HIV with depressive symptoms. The
intervention included adapted cognitive behavioral stress
management (CBSM) courses and physical activity promotion.
The adapted CBSM courses consisted of 12 weekly sessions
on stress management and coping skills. Physical activity
promotion provided guidance and suggestions for regular
exercise and healthy diet choices.

Personalized feedback based on completion of the CBSM
courses was sent to each participant on a weekly basis via a
novel, enhanced WeChat platform developed by the
investigators. Corresponding financial incentives were also sent
based on their completion status on a weekly basis. In addition,
participants in the intervention group received 5 phone calls
from the research staff at 1 week and 1, 2, 5, and 8 months after
enrollment. The purposes of these phone calls were to confirm,
facilitate, and sustain the participation of the patients.

Participants in the wait-list control group received a paper-based
brochure on nutrition for people living with HIV at baseline,
and they received the Run4Love program at 9 months from
baseline, delivered in the same way as in the intervention group
for 3 months, with the same materials and frequencies, but
without any phone calls and incentives.

Data Collection Procedure
Participants in both groups were invited to complete in-person
assessments at 3, 6, and 9 months and web-based assessments
at 1 and 3 years after enrollment via the enhanced WeChat
platform. Measurements in the follow-up questionnaires were
the same across time and took approximately 15 to 25 minutes
to complete. Except for the 9-month assessment, participants
received a compensation of 20 Yuan (approximately US $3)
for completing the survey. Reminders were sent and a follow-up
call was made to those who were not responsive for a week.

Measures

Primary Outcome
The primary outcome was reduction in depressive symptoms,
which was measured by the Chinese version of the 20-item
CES-D scale at baseline and at 3-, 6-, 9-, 12-, and 36-month
follow-ups. Changes in CES-D score at each time point from
that at baseline were calculated [26,27]. The CES-D scale is a
validated measurement that is used among various populations,
including Chinese people living with HIV with depressive

symptoms [27-29]. The internal consistency of the scale was
satisfactory, with most Cronbach α being >.80 when measured
at all time points. Items of the scale were assessed on a 4-point
Likert scale for the frequency of depressive behaviors or feelings
in the past week, such as “I was bothered by things that usually
don’t bother me.” The total score ranges from 0 to 60, with
score ≥16 indicating depressive symptoms.

Secondary Outcomes
Secondary outcomes included QOL, perceived stress, positive
and negative coping, self-efficacy, HIV-related stigma, and
depression severity.

QOL was assessed using the 31-item World Health Organization
Quality of Life HIV short version (WHOQOL-HIV BREF)
[30,31]. Items were assessed on a 5-point Likert scale for QOL
in the past 2 weeks, such as “How much do you enjoy life?”
with total score ranging from 24 to 120. Perceived stress was
measured using the 10-item Perceived Stress Scale (PSS), where
the total score ranges between 0 and 40, with high score
indicating more stress in the past month [32]. Coping was
measured using the Simplified Ways of Coping Questionnaire
(SWCQ), which includes a 12-item positive coping subscale
(score range 0-36) and an 8-item negative coping subscale (score
range 0-24) [33]. Self-efficacy was assessed using the 10-item
Chinese version of the General Self-Efficacy Scale. The total
score ranges between 10 and 40, with high score indicating
better self-efficacy [34]. HIV-related stigma was measured using
the HIV Stigma Scale, which includes 7 items on a 4-point
Likert scale, such as “I feel guilty because I have HIV.” The
total score ranges from 14 to 56, with high scores indicating
high levels of HIV-related stigma [35]. The 9-item Patient
Health Questionnaire (PHQ-9) is a widely used criteria-based
diagnostic tool for depressive symptoms. It was used to assess
depression severity over the past 2 weeks using a 3-point Likert
scale ranging from not at all to nearly every day. The total score
ranges from 0 to 27, with score ≥5 being considered as having
depressive symptoms [36]. We used metabolic equivalents,
which were calculated using the Chinese version of the Global
Physical Activity Questionnaire to describe the intensity of
physical activities of the participants [37].

Statistical Analysis
The intention-to-treat principle was applied to all the analyses.
Descriptive statistics for baseline characteristics and
psychological outcomes (eg, CES-D, QOL, and PSS scores)
were provided. Continuous variables were described as means
and SDs for normally distributed variables or medians and IQRs
for nonnormally distributed variables and frequencies and
percentages for categorical variables. Between-group differences
at baseline were reported using the independent samples 2-tailed

t test, chi-square (χ2) test, or nonparametric test, as appropriate,
and the 95% CIs were calculated. Similar analyses were
performed for group differences between participants who
completed the 1-year or 3-year follow-up and those who dropped
out at the 1-year or 3-year follow-up. For missing values,
multivariate imputation by chained equations was performed
using R package mice (version 4.0.5; R Foundation for
Statistical Computing), and 80 imputed data sets were obtained.
The final data set was the average of the 80 imputed data sets.
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All the statistical analyses were conducted using the complete
data set after imputation. In addition, sensitivity analysis was
conducted using data with missing values to assess the
robustness of the results.

For primary and secondary outcome analyses, the repeated
measures generalized estimating equation (GEE) linear
regression models were used to assess the intervention effects
[38]. As a model that is well suited for longitudinal data analysis,
GEE improves statistical power because it allows for the
simultaneous analysis of intervention effects at multiple time
points in a single model, with an exchangeable working
correlation matrix accounting for potential correlation owing
to within-participant dependencies across time. In this study,
the main effects of group and time and the interaction effects
between group and time were examined using the GEE, using
repeated measurements of the 2 groups at baseline and the 5
follow-up points (ie, 3-, 6-, 9-, 12-, and 36-month follow-ups),
adjusting for baseline demographic and HIV-related
characteristics (ie, age, sex, BMI, education, sexual orientation,
family monthly income, marital status, duration of HIV
infection, and employment) and psychological outcomes (eg,
CES-D scores). The R package geepack (version 4.0.5) was
used to conduct the GEE analysis.

Cohen d was calculated to measure the effect size of the
intervention [39]. The between-group effect size was calculated
using the difference between the mean score change of the
intervention group from baseline and that of the control group
from baseline, which was then divided by the SD of the pooled
score changes. Cohen d >0.20 was considered as a small effect
size, Cohen d >0.50 as a medium effect size, and Cohen d >0.80
as a large effect size [40].

All analyses were performed using R (version 4.0.5; R
Foundation for Statistical Computing). All statistical tests were
2-sided, and P<.05 was considered as statistically significant.

Results

Sample Characteristics
Among the 300 participants, approximately half (n=149, 49.7%)
completed the 1-year follow-up evaluation, including 49.7%
(74/149) of them in the Run4Love intervention group and 50.3%
(75/149) of them in the control group. A total of 59% (177/300)
of the participants completed the 3-year follow-up evaluation,
including 48% (85/177) of them in the intervention group and
51.9% (92/177) of them in the control group (Figure 1). The
baseline characteristics of the participants who completed the
baseline, 1-year, and 3-year follow-up surveys are shown in
Table 1. All demographic characteristics were balanced between
the 2 groups at baseline, except sexual orientation, sex, and
family monthly income. The mean completion rate of the CBSM
courses was 55% in the Run4Love intervention group and 4%
in the wait-list control group.

Similarly, the baseline characteristics were compared between
participants who completed the assessments and those who were
lost to follow-up. There were significant differences in BMI,
duration of HIV infection, and self-efficacy at baseline between
participants who completed the 1-year follow-up questionnaire
and those who were lost to follow-up. Significant differences
were also found in age, BMI, and duration of HIV infection at
baseline between participants who completed the 3-year
follow-up questionnaire and those who were lost to follow-up
(Tables S1 and S2 in Multimedia Appendix 2). Baseline
characteristics of participants who did not complete the 1-year
or 3-year outcome evaluation between the 2 groups were
comparable (Tables S3 and S4 in Multimedia Appendix 2).
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Figure 1. Flow chart of the Run4Love trial and the long-term follow-ups. ART: antiretroviral therapy; CES-D: Center for Epidemiological
Studies–Depression.
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Table 1. Baseline characteristics of participants in the intervention and control groups.

3-year follow-up1-year follow-upBaselineBaseline characteristics

Usual care
group (n=92)

Run4Love
group (n=85)

Usual care
group (n=75)

Run4Love
group (n=74)

Usual care
group (n=150)

Run4Love
group (n=150)

27.4 (5.5)28.1 (5.3)27.9 (6.1)28.1 (5.5)28.6 (5.9)28 (5.8)Age (years), mean (SD)

84 (91)82 (96)67 (89)73 (99)135 (90)142 (94.7)Sex (male), n (%)

19.7 (2.3)19.5 (1.9)19.3 (1.5)19.5 (1.7)20.1 (2.4)20.5 (2.5)BMIa, mean (SD)

52 (57)59 (69)44 (59)51 (69)84 (56)98 (65.3)Education level greater than high school, n (%)

73 (79)75 (88)60 (80)67 (91)115 (76.7)130 (86.7)Homosexual, bisexual, or uncertain, n (%)

10 (11)8 (9)7 (9)6 (8)20 (13.3)18 (12)Married, n (%)

27 (29)44 (52)24 (32)32 (43)56 (37.3)68 (45.3)Family monthly income 7000 Yuan (US
$1043.7), n (%)

1.2 (0.4-2)1.2 (0.7-1.7)1.2 (0.9-2.3)1.2 (0.5-1.7)1.7 (0.6-3.6)1.7 (0.6-4)Duration of HIV infection, median (IQR)

24.5 (7)24.5 (6.2)24.7 (7.7)23.8 (5.9)24.3 (6.9)23.9 (6.4)CES-Db score, mean (SD)

11 (5.6)10.5 (4.7)10.8 (5.7)10 (4.1)10.7 (5.1)10.2 (4.5)PHQ-9c score, mean (SD)

76.3 (10.2)76.9 (8.6)75.3 (10.4)77.5 (8.3)76.6 (9.4)77.4 (9)WHOQOL-HIV BREFd score, mean (SD)

23 (5.9)24 (4.9)22.3 (5.8)23.6 (5.2)23.3 (5.6)24.4 (5.2)GSESe score, mean (SD)

21.1 (4.8)20.1 (4.6)21.4 (4.8)19.8 (4.4)20.7 (4.4)20 (4.4)PSSf score, mean (SD)

38.1 (8.5)36.7 (8)37.5 (9)36.5 (7.7)38 (7.5)37.1 (7.7)HIV Stigma Scale score, mean (SD)

18.7 (6.1)18.6 (5.2)18.1 (6.3)18.1 (4.7)18.3 (6.2)18.4 (5.5)SWCQ positive copingg score, mean (SD)

11.9 (4)11.5 (4)12.1 (4.1)11.3 (3.9)11.8 (3.9)11.8 (3.9)SWCQ negative copingh score, mean (SD)

49 (53)46 (54)44 (59)43 (58)65 (43.3)65 (43.3)Physical activity (metabolic equivalentsi ≥600),
n (%)

aCalculated as weight in kilograms divided by height in meters squared.
bCES-D: Center for Epidemiological Studies–Depression.
cPHQ-9: 9-item Patient Health Questionnaire.
dWHOQOL-HIV BREF: World Health Organization Quality of Life HIV short version.
eGSES: General Self-Efficacy Scale.
fPSS: Perceived Stress Scale.
gSWCQ positive coping: Simplified Ways of Coping Questionnaire positive coping domain.
hSWCQ negative coping: SWCQ negative coping domain.
iPhysical activity was measured by metabolic equivalents. Metabolic equivalents ≥600 indicates recommended physical activity level.

Primary Outcome at 1-Year Follow-up
As previously reported, significant reductions in the primary
outcome (depressive symptoms) were observed among
participants in the intervention group at the 3-, 6-, and 9-month
follow-ups [16]. The sustained effects of reduced depressive
symptoms were further observed at 1-year follow-up. At the

1-year follow-up, the Run4Love intervention group showed
significant reduction in the CES-D scores compared with that
shown by the control group (from 23.9 to 18.1 in the intervention
group vs from 24.3 to 23.3 in the control group; mean difference
between groups −4.79, SD 13.56; 95% CI −7.78 to −1.81;
P=.002), with standard effect size (Cohen d) of 0.48 in favor
of the Run4Love intervention (Table 2).
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Table 2. Long-term effects of the Run4Love intervention on primary and secondary outcomes.

P valueaBetween-group differ-
ence for mean change
from baseline, mean dif-
ference (95% CI)

Usual care group (n=150)Run4Love intervention group (n=150)Outcomes and time
points

Within-group changes,
mean difference (95% CI)

Follow-up,
mean (SD)

Within-group changes,

mean difference (95% CI)b
Follow-up,
mean (SD)

Depressive symptoms (Center for Epidemiological Studies–Depression scalec)

N/AN/AN/A24.3 (6.9)N/Ad23.9 (6.4)Baseline

.002−4.79 (−7.78 to −1.81)−0.99 (−3.27 to 1.29)23.3 (12.4)−5.79 (−7.99 to −3.59)18.1 (11.3)1-year follow-up

.02−3.63 (−6.71 to −0.54)0.15 (−2.07 to 2.38)24.4 (12.7)−3.47 (−5.64 to −1.31)20.5 (11.2)3-year follow-up

Quality of lifee

N/AN/AN/A76.6 (9.4)N/A77.4 (9)Baseline

.024.15 (0.81 to 7.50)1.26 (−1.08 to 3.6)77.9 (14.7)5.42 (2.88 to 7.95)82.8 (14.1)1-year follow-up

.033.63 (0.34 to 6.92)−2.50 (−4.96 to −0.05)74.1 (14.3)1.13 (−1.23 to 3.48)78.6 (13.7)3-year follow-up

Perceived stress (Perceived Stress Scalec)

N/AN/AN/A20.7 (4.4)N/A20 (4.4)Baseline

.02−1.97 (−3.67 to −0.26)−1.41 (−2.74 to −0.08)19.3 (6.6)−3.38 (−4.70 to −2.06)16.6 (6.1)1-year follow-up

.17−1.12 (−2.73 to 0.48)−0.80 (−1.99 to 0.38)19.9 (6.6)−1.93 (−3.04 to −0.81)18 (5.9)3-year follow-up

Simplified Ways of Coping Questionnaire positive copinge

N/AN/AN/A18.3 (6.2)N/A18.4 (5.5)Baseline

.0072.75 (0.76 to 4.74)−0.16 (−1.59 to 1.27)18.2 (7.1)2.59 (0.95 to 4.23)21 (7.6)1-year follow-up

.211.31 (−0.72 to 3.34)−0.53 (−1.84 to 0.79)17.8 (6.4)0.78 (−0.84 to 2.4)19.2 (6.9)3-year follow-up

Simplified Ways of Coping Questionnaire negative copingc

N/AN/AN/A11.7 (3.9)N/A11.8 (3.8)Baseline

.90−0.08 (−1.38 to 1.21)0.19 (−0.76 to 1.15)11.9 (4.6)0.11 (−0.81 to 1.03)11.9 (4.3)1-year follow-up

.550.40 (−0.91 to 1.70)−0.11 (−1.01 to 0.79)11.6 (4)0.29 (−0.67 to 1.25)12.1 (4)3-year follow-up

Self-efficacy (General Self-Efficacy Scalee)

N/AN/AN/A23.3 (5.6)N/A24.4 (5.2)Baseline

.032.02 (0.19 to 3.85)0.20 (−1.12 to 1.51)23.5 (6.4)2.22 (0.82 to 3.62)26.6 (6.7)1-year follow-up

.191.15 (−0.61 to 2.92)−0.42 (−1.72 to 0.87)22.9 (6.5)0.73 (−0.52 to 1.98)25.1 (6.4)3-year follow-up

HIV Stigma Scalec

N/AN/AN/A38 (7.5)N/A37.1 (7.7)Baseline

.06−2.53 (−5.17 to 0.09)−1.10 (−2.95 to 0.76)36.9 (10.4)−3.62 (−5.43 to −1.82)33.5 (9.6)1-year follow-up

.30−1.27 (−3.67 to 1.12)−0.43 (−2.14 to 1.28)37.6 (10.1)−1.70 (−3.43 to 0.03)35.4 (9.9)3-year follow-up

Depression severity (9-item Patient Health Questionnairec)

N/AN/AN/A10.7 (5.1)N/A10.2 (4.5)Baseline

.31−0.75 (−2.21 to 0.71)−2.23 (−3.30 to −1.15)8.5 (5.5)−2.98 (−4.09 to −1.87)7.2 (5.1)1-year follow-up

.690.31 (−1.24 to 1.87)−2.06 (−3.16 to −0.97)8.7 (5.9)−1.75 (−2.87 to −0.63)8.4 (5.4)3-year follow-up

Physical activity (metabolic equivalentse)

N/AN/AN/A2675 (6064)N/A3225 (6189)Baseline

.40−3206 (−10,734 to 4320)4176 (−2041 to 10,393)6850
(37,316)

969 (−3414 to 5352)4193
(20,017)

1-year follow-up

.49−695 (−2674 to 1283)258 (−1142 to 1660)2933 (6860)−436 (−1814 to 941)2788 (5470)3-year follow-up
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aResults based on the generalized estimating equations, adjusted for age, sex, BMI, education, sexual orientation, family monthly income, marital status,
duration of HIV infection, and employment.
bWithin-group changes are mean changes.
cHigh score indicates worse outcome.
dN/A: not applicable.
eHigh score indicates better outcome.

Primary Outcome at 3-Year Follow-up
At the 3-year follow-up, between-group difference in the CES-D
scores remained statistically significant (mean difference
between groups −3.63, SD 13.35; 95% CI −6.71 to −0.54; P=.02;
Cohen d=0.36). Results from the GEE model on the long-term
intervention effects on depressive symptoms at the 1-year and
3-year follow-ups are summarized in Table 2. Results indicated
that there was no main effect of group or time, but there were
significant interaction effects between group and time, with
statistically significant between-group differences in the CES-D
score for mean changes from baseline, after controlling for
baseline characteristics. The results were similar to those
obtained from data without multiple imputations for missing
values (Table S5 in Multimedia Appendix 2). Significant
between-group differences were observed at both 1-year and

3-year follow-up. Results from all the measurement time points
(ie, 3, 6, and 9 months and 1 and 3 years), GEE model, and
sensitivity analyses showed similar findings (Tables S6-S8 in
Multimedia Appendix 2).

Change patterns of depressive symptoms (CES-D) at baseline
and follow-ups in the 2 groups are presented in Figure 2. During
the 3-year follow-up period, the average CES-D scores of the
control group remained fairly stable. By contrast, the average
CES-D scores of the intervention group decreased significantly
after the Run4Love intervention at 3 months. After the largest
decline in depressive symptoms at 3 months, the CES-D scores
in the intervention group gradually increased, but never reached
as high as they were at baseline, and the between-group
differences remained statistically significant throughout the
3-year follow-up.

Figure 2. Measures of depressive symptoms (Center for Epidemiological Studies–Depression [CES-D] scale) and quality of life (World Health
Organization Quality of Life HIV short version [WHOQOL-HIV BREF]) at baseline and follow-ups in the Run4Love intervention and control groups.
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Secondary Outcomes at 1-Year Follow-up
Results of the long-term intervention effects on secondary
outcomes are presented in Table 2. At the 1-year follow-up,
compared with the control group, participants in the Run4Love
intervention group reported significantly improved QOL
(WHOQOL-HIV BREF: from 77.4 to 82.8 in the intervention
group vs 76.6 to 77.9 in the control group; mean difference
between groups 4.15, SD 15.61; 95% CI 0.81-7.50; P=.02),
with standard effect size of 0.39 in favor of the Run4Love
intervention group (Table 2; Figure 3). Similarly, participants
in the intervention group also reported significantly reduced
perceived stress (PSS: from 20 to 16.6 in the intervention group
vs from 20.7 to 19.3 in the control group; mean difference

between groups –1.97, SD 8.10; 95% CI −3.67 to −0.26; P=.02)
and improved SWCQ positive coping (from 18.4 to 21 in the
intervention group vs from 18.3 to 17.8 in the control group;
mean difference between groups 2.75, SD 10.10; 95% CI
0.76-4.74; P=.007) and self-efficacy (General Self-Efficacy
Scale: from 24.4 to 26.6 in the intervention group vs from 23.3
to 23.4 in the control group; mean difference between groups
2.02, SD 8.63; 95% CI 0.19-3.85; P=.03). There were no
significant between-group differences in changes in SWCQ
negative coping, HIV-related stigma (HIV Stigma Scale),
depression severity (PHQ-9), and physical activity (metabolic
equivalents) at 1 year. The results were also similar to those
obtained from data without multiple imputations for missing
values (Table S5 in Multimedia Appendix 2).

Figure 3. Plot showing the Cohen d effect sizes and 95% CIs for the primary and secondary outcomes of the Run4Love intervention group versus the
control group. CES-D: Center for Epidemiological Studies–Depression; GSES: General Self-Efficacy Scale; PHQ-9: 9-item Patient Health Questionnaire;
PSS: Perceived Stress Scale; SWCQ: Simplified Ways of Coping Questionnaire; WHOQOL-HIV BREF: World Health Organization Quality of Life
HIV short version

Secondary Outcomes at 3-Year Follow-up
At the 3-year follow-up, the intervention effect remained
statistically significant for QOL (WHOQOL-HIV BREF: from
77.4 to 78.6 in the intervention group vs 76.6 to 74.1 in the
control group; mean difference between groups 3.63, SD 14.53;
95% CI 0.34-6.92; P=.03; Cohen d=0.34). There were no
significant between-group differences in the changes in other
measures of the secondary outcomes. The results were similar

to those obtained from data without multiple imputations for
missing values (Table S5 in Multimedia Appendix 2).

Regarding the change patterns of QOL, in the first 12 months,
the average QOL scores in the control group remained
moderately stable and declined slightly at the 3-year follow-up.
By contrast, significant increase in the average QOL scores was
observed in the intervention group at 3 months, immediately
upon completion of the Run4Love program, and the score
continued to increase, with the largest group difference occurring
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at the 6-month follow-up. Although the QOL scores in the
intervention group gradually and slowly decreased over time,
significant between-group differences were observed at 9-month,
1-year, and 3-year follow-ups (Figure 2). Change patterns of
other secondary outcomes are summarized in Figure S1 in
Multimedia Appendix 2.

Discussion

Principal Findings
This study is among the first efforts to investigate the long-term
effects of an mHealth intervention on depressive symptoms
among people living with HIV, with a follow-up period of 3
years. Results showed that, compared with the control, the
Run4Love intervention significantly reduced depressive
symptoms (CES-D) and improved QOL not only at 3, 6, and 9
months but also at 1-year and 3-year follow-ups [16]. In
addition, changes in secondary outcomes including perceived
stress, positive coping, and self-efficacy remained significant
at the 1-year follow-up, but the between-group differences in
these measures were not significant at the 3-year follow-up.

Results Interpretation and Implication
This study addresses several gaps in the literature regarding
long-term effects of mHealth interventions on depressive
symptoms in people living with HIV. Few studies have
investigated the long-term effects (>1 year) of mHealth
interventions on depressive symptoms among people living
with HIV [12-15,41-45]. A study in the Netherlands found that
a 2-month internet-based intervention using cognitive behavioral
therapy effectively reduced depressive symptoms among people
living with HIV [24]. However, the Netherlands-based study
followed the intervention group for 8 months from baseline and
the control group for only 5 months. The study found sustained
intervention effect on depressive symptoms over time. The only
study that we found on mHealth interventions targeting
depressive symptoms among people living with HIV, with a
follow-up period of ≥1 year was conducted by Li et al [45].
They explored the impact of 1-month positive psychology and
social networking intervention on depressive symptoms of
HIV-infected men who have sex with men in Chengdu, China,
but the results showed no significant improvement in depressive
symptoms at the 13-month follow-up.

Compared with mHealth interventions, in-person interventions
have shown more sustained long-term effects on depressive
symptoms among people living with HIV [46,47]. A total of 2
in-person intervention studies reported significant intervention
effects at 1-year follow-up. Steven et al [46] showed that an
11-week cognitive behavioral therapy effectively reduced
depressive symptoms among people living with HIV, and the
effects were sustained for up to 12 months. Another study of 8
weekly sessions, which lasted 2 to 3 hours each, based on group
support psychotherapy also achieved significant improvement
in depressive symptoms among people living with HIV [47].
Although effective, these in-person psychotherapy programs
are very expensive and difficult to scale up, especially in
resource-poor settings. Furthermore, few of these in-person
interventions have reported long-term effects for up to 3 years.

From previous qualitative interviews, secondary data analyses,
and researchers’ experience, we offer some possible
explanations for the significant long-term intervention effects
found in this study: theory-guided intervention design,
combination of web-based and offline interactions, continuous
process monitoring, and changed perception and behaviors
among the participants. First, the Run4Love program was
adapted from evidence-based CBSM courses that are effective
in reducing depressive symptoms among people living with
HIV [46,48]. Second, the Run4Love intervention combined
both offline interactions, between researchers and participants
at baseline and 3, 6, and 9 months, and web-based interactions,
such as reminders for course completion and 5 phone calls at 1
week and 1, 2, 5, and 8 months from baseline. A trusting
relationship between participants and researchers was built at
the beginning of the program and maintained over time, which
was critical for the success of the intervention [49]. Third,
continuous process monitoring ensured a satisfactory level of
patient engagement, which is essential for the effectiveness of
an mHealth intervention [50]. On average, participants in the
intervention group completed 55% of the CBSM coursework,
which was comparable with that in other mHealth interventions,
whereas those in the wait-list control group completed only 4%
of the coursework, as they received no regular monitoring and
phone calls [51,52]. Finally, through feedback at the 3-year
follow-up, participants shared their personal experience of how
their perception of stress changed over time and how they
adapted their coping behaviors as a result of the cognitive
changes during and after the Run4Love intervention. They also
commented that specific stress-reduction skills such as exercise,
relaxation, and meditation were very helpful in managing
depressive symptoms.

Notably, participants in the intervention group showed
significant reduction in depressive symptoms measured by
CES-D scores, which was sustained at the 3-year follow-up;
however, the between-group differences in PHQ-9 scores were
only significant at the 3-month and 6-month follow-ups and
were not significant at later follow-ups. This discrepancy may
be because of the differences between these 2 measurements.
The PHQ-9 is more widely used for depression screening,
whereas the CES-D measure has high sensitivity, specificity,
and responsiveness in detecting and monitoring changes in
depressive symptoms in longitudinal studies compared with the
PHQ-9 [53,54]. In addition, the positive effects of physical
activity on mental health improvement, including reducing
depressive symptoms, are well established in the literature
[55,56]; however, we did not observe significant improvement
in physical activity in our RCT. It may be possible that the
intervention was not effective in improving participants’
physical activity or that we did not capture changes in physical
activity appropriately and effectively, as physical activity was
self-reported. Although in our qualitative interviews at the 3-year
follow-up, some participants mentioned that they exercised
regularly because of our intervention, the effects of physical
activity promotion in our intervention are unclear.

It is imperative and beneficial to promote mHealth interventions
with long-term effects on depressive symptoms among people
living with HIV, especially during the COVID-19 pandemic,
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which not only exacerbates distress in vulnerable populations
but also limits their access to health services. mHealth
interventions offer a promising alternative to in-person care in
the delivery of urgently needed mental health services in
underserved communities or areas with shortage of mental health
professionals, such as Africa or other low-income and
middle-income countries or regions. Furthermore, as depressive
symptoms are a common comorbidity with many chronic
diseases including HIV infection, evidence-based mHealth
interventions such as Run4Love may be adapted and integrated
into routine care or depressive symptom management.

Limitations
This study has several limitations. First, the dropout rates at the
1-year and 3-year follow-ups were relatively high, which is a
common challenge in long-term follow-ups in interventions,
especially in mHealth interventions [57,58]. However, we
managed to trace more participants at 3-year follow-up than
1-year follow-up. To examine the robustness of the results at

the 1-year and 3-year follow-ups, we used sensitivity analyses
and found similar and robust results using data with missing
values and data without missing values after multiple
imputations. Second, all the participants were recruited from a
large hospital in a capital city in South China, and most of them
were men, especially young men; therefore, the results from
this study may not be generalizable to people living with HIV
living in rural areas or women who live with HIV.

Conclusions
In conclusion, this study found that a social media–based
mHealth intervention, Run4Love, significantly reduced
depressive symptoms and improved QOL among people living
with HIV at 1-year and 3-year follow-ups. Further research is
needed to explore the mechanisms underlying the long-term
effects of mHealth interventions and understand how to
implement evidence-based interventions with sustained effects
to better serve people living with HIV with depression.
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Abstract

Background: The C-Score, which is an individual health score, is based on a predictive model validated in the UK and US
populations. It was designed to serve as an individualized point-in-time health assessment tool that could be integrated into clinical
counseling or consumer-facing digital health tools to encourage lifestyle modifications that reduce the risk of premature death.

Objective: Our study aimed to conduct an external validation of the C-Score in the US population and expand the original score
to improve its predictive capabilities in the US population. The C-Score is intended for mobile health apps on wearable devices.

Methods: We conducted a literature review to identify relevant variables that were missing in the original C-Score. Subsequently,
we used data from the 2005 to 2014 US National Health and Nutrition Examination Survey (NHANES; N=21,015) to test the
capacity of the model to predict all-cause mortality. We used NHANES III data from 1988 to 1994 (N=1440) to conduct an
external validation of the test. Only participants with complete data were included in this study. Discrimination and calibration
tests were conducted to assess the operational characteristics of the adapted C-Score from receiver operating curves and a
design-based goodness-of-fit test.

Results: Higher C-Scores were associated with reduced odds of all-cause mortality (odds ratio 0.96, P<.001). We found a good
fit of the C-Score for all-cause mortality with an area under the curve (AUC) of 0.72. Among participants aged between 40 and
69 years, C-Score models had a good fit for all-cause mortality and an AUC >0.72. A sensitivity analysis using NHANES III
data (1988-1994) was performed, yielding similar results. The inclusion of sociodemographic and clinical variables in the basic
C-Score increased the AUCs from 0.72 (95% CI 0.71-0.73) to 0.87 (95% CI 0.85-0.88).

Conclusions: Our study shows that this digital biomarker, the C-Score, has good capabilities to predict all-cause mortality in
the general US population. An expanded health score can predict 87% of the mortality in the US population. This model can be
used as an instrument to assess individual mortality risk and as a counseling tool to motivate behavior changes and lifestyle
modifications.

(J Med Internet Res 2022;24(6):e36787)   doi:10.2196/36787
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Introduction

Background
In the United States, 60% of all adults have at least one chronic
condition, and 42% have >1 [1,2], leading to >1.7 million deaths
annually [3]. Reliable indicators of current and future health
can be integrated into digitally enabled strategies to modify
behaviors and reduce the risk of adverse outcomes and death.
Therefore, there is a growing demand for evidence-based tools,
supported by ubiquitous innovations such as wearable
technologies, that could help clinicians and individuals to
calculate the risk of disease and predict future health outcomes
[4,5]. Such tools and technologies often collect data on risk
factors that can be integrated into an index to provide
information on current and future disease risks. The advent of
wearable technologies and other readily accessible nonclinical
sources of anthropometric or biometric data has challenged us
to evaluate the value of extending classical metrics to achieve
greater precision and predictive accuracy. When accurate, such
tools have tremendous potential to inform lifestyle
improvements and drive sustained changes in modifiable risk
factors that can enhance health status.

In recent years, a number of risk-scoring algorithms and models
have demonstrated the capacity to predict adverse health
outcomes such as the risk of developing cardiovascular disease
[6], diabetes [7], hypertension [8], and very specific cancers [9]
and predict complications following surgery [10]. However,
existing models or applications are often reserved for use by
clinicians or incorporate the mathematical analysis of data points
that require invasive testing (eg, blood tests). These models are
rarely presented in friendly digital formats or provide advice to
clients on specific modifiable behaviors. In addition, most
prognostic indices have primarily focused on predicting
short-term mortality among older adults and high-risk
individuals, whereas fewer indices have focused on prognostic
health assessment of the general population [11-16].

The C-Score, derived from metrics that are easily reported by
a person and augmented by measures derivable from most
smartphones, is designed as a tool for individualized health risk
prediction and can be used as a basis for directing targeted
lifestyle modifications to reduce the risk of future adverse
outcomes. Clift et al [17] developed and validated the C-Score
model using a prospective cohort analysis, leveraging the UK
Biobank data set [17]. They found that the C-Score had good
predictive capabilities for all-cause mortality within 10 years
for adults aged between 40 and 69 years. The points-based
model had good discrimination with a c-statistic of 0.66, and a
Cox model with the C-Score and age had improved
discrimination (c-statistic 0.74) and good calibration. Although

the UK Biobank data set is an unparalleled resource of extensive
health information with >400 peer-reviewed publications to
date, its sampling population is volunteer based and hence not
entirely representative of the UK population [18]. Keyes et al
[19] articulated several concerns related to the
nonrepresentativeness of this sample population, whereas Batty
et al [20] concluded that risk factor associations in the UK
Biobank seem to be generalizable, after comparing with pooled
data from the Health Surveys for England and the Scottish
Health Surveys.

Objective
In this study, we conducted an external validation of the C-Score
in the US population and expanded the original score to improve
its predictive capabilities in the US population [17]. The C-Score
is a mobile health app that can be used on wearable devices.

For the external validation, we assessed the discrimination and
calibration of the original C-Score in the US population using
the US National Health and Nutrition Examination Survey
(NHANES). For the expansion and adaptation of the model, we
reviewed the literature and tested additional predictors of
all-cause mortality in the US population to improve the
predictive capacity of the model.

Methods

The C-Score
The risk models were developed following an extensive
literature review that identified key risk factors for all-cause
mortality [17]. The review yielded eight key predictor variables:
age, cigarette consumption, alcohol consumption, sleeping
duration, self-rated health, waist to height (WtHR) ratio, resting
heart rate, and reaction time. Given the interest in modifiable
risk factors, age was not included in the calculation of the score.
Relative weightings, which were developed by Clift et al [17],
using hazard ratios extracted from each identified study, were
used to generate a points-based score. The lowest risk was
denoted with a 0, with increases in scores indicating higher than
optimal risk. The overall score totaled 25 points and was
multiplied by 4 to generate a sum of 100 (Table 1). The score
operates in a penalizing fashion, with users starting with 100
points and losing points for each health domain in accordance
with the hazard ratio extracted from the literature. Thus, the
C-Score is an evidence-based consolidated index that uses 7
parameters to predict mortality. The points-based C-Score model
performed moderately well in the United Kingdom with an area
under the curve (AUC) >0.66 and high calibration [17]. More
detailed information on the development of the score can be
found elsewhere [17].
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Table 1. Points-based score assigned to each explanatory variable for the original C-Score model.a

Points assigned, rangeC-Score input

0-7.83Resting heart rate (beats per minute)

0-10.26Average hours of sleep per night

0-10.8Waist to height ratio

0-31.32Self-rated health (ordinal scale: excellent, good, fair, and poor)

0-12.96Cigarette smoking (status and cigarettes per day)

0-19.44Alcohol consumption (units per week)

0-6.75Reaction time

aThe reaction time variable is not present in the main National Health and Nutrition Examination Survey sample. Therefore, we did not include this in
the main analysis. For the sensitivity analysis, we did not include alcohol consumption or sleep duration as these variables were not present in the
National Health and Nutrition Examination Survey III.

Data Source and Validation Population
The NHANES is a large cross-sectional population-based survey
that combines interviews with physical examinations, thereby
serving as a rich source of both self-reported and directly
measured biometric data. Each survey round includes a
nationally representative sample of approximately 5000
individuals and is conducted regularly. The NHANES
questionnaire elicits information pertaining to
sociodemographic, dietary, physical, and health-related
characteristics. Details of the NHANES study design have been
described in previous studies [21,22]. To validate the C-Score,
we pooled the NHANES survey data from 2005 to 2014,
resulting in data from 28,078 participants.

As mortality data are not readily collected as part of the
NHANES, the National Center for Health Statistics has matched
1999 to 2014 data with death certificate records from the
National Death Index (NDI), which have been made available
for public use. Mortality ascertainment was based on a
probabilistic match between the NHANES and NDI death
certificate records. These data were, in turn, linked with NDI
mortality data using participants’ social security number, first
name, middle initial name, last name or father’s surname, month
of birth, day of birth, year of birth, state of birth, state of
residence, race, and sex, yielding a sample of 28,033 participants
with complete information on mortality. The methodology for
the data linkage has been described in detail by the National
Center for Health Statistics [23].

We linked the anonymized NHANES survey data with the
anonymized NDI mortality data, which included mortality
follow-up data from December 31, 2015. The matching yielded
a sample of 28,033 participants. This was the sample for which
the external validation of the C-Score was conducted. It was
also the sample for which the C-Score model was adapted and
expanded to improve its performance in the US population.

Following the development of the adapted model, we conducted
another round of validation as a sensitivity analysis, using data
obtained from NHANES III, a survey conducted from 1988 to
1994, which included the mortality data of 6591 participants.
The NHANES III data analysis missed 2 of the 7 variables
included in the risk model (sleep duration and alcohol

consumption); therefore, the C-Score was calculated in the
absence of these risk factors.

Predictor Variables
The explanatory variables in this study were extracted from the
questionnaire data and examination data from the 5 NHANES
waves. The questionnaire data included age (in years), cigarette
consumption (average number of cigarettes per day), alcohol
consumption (average number of alcoholic drinks per week),
and sleep duration (hours per day). Self-rated health was
transformed from a 5-point scale (from poor to excellent) into
a 4-point scale in which excellent and very good health were
merged into one category to better match with the UK Biobank
variable. The NHANES examination data were collected by
trained health technicians, and information was collected on
WtHR (waist circumference divided by height) and resting heart
rate (beats per minute). Reaction time was missing from the
2005 to 2014 NHANES data but was measured as part of a
computerized Neurobehavioral Evaluation System 2.

Expanding the Set of Variables for the Original
C-Score Model
We conducted a subsequent literature review of predictors of
all-cause mortality in the United States and identified a set of
clinical factors and sociodemographic variables for which there
is evidence of an association with mortality. As we wanted to
ensure the usability of the smartphone app, we sought to create
the most parsimonious model with maximal performance based
on the combination of the Akaike Information Criterion, AUC,
and goodness of fit. In addition to the variables used to construct
the original C-Score, we investigated the predictive value of
including sociodemographic characteristics such as gender, race
or ethnicity, marital status, and educational attainment, as well
as simple medical history variables shown to be associated with
mortality, such as binary variables ever diagnosis of high blood
pressure [24,25] and ever diagnosis with hypercholesterolemia
[26]. Finally, we included interaction terms (C-Score interacting
with each of the additional variables) to explore whether a
maximally complex model would perform better.

Statistical Analysis
To validate the original C-Score, we tested the model using the
pooled NHANES data. However, as NHANES lacks the reaction
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time variable, which is one of the variables used to compute the
C-Score, we conducted a sensitivity analysis using data from
NHANES III, a smaller survey that collected data on reaction
time, to measure the marginal effect of the reaction time
variable. Following the validation and sensitivity analysis, we
incorporated additional variables into the model and investigated
their internal and external validity.

Validating the Original C-Score
For all models, we used a complete case approach, whereby the
only participants included were those for whom a risk score
based on all risk factors could be computed (ie, for whom there
were no missing data on any of the included variables). We
pooled NHANES data from 2005 to 2014, which included 6
out of 7 variables included in the original C-Score model
(missing reaction time). As the NHANES survey did not have
the reaction time variable, all individuals were assumed to have
the maximum score for that variable in this validation exercise.

In the complete case analysis, there were 21,015 participants
(aged 18-85 years) with complete information on mortality, age,
and all metrics included in the C-Score. This population with
a wide age range was selected as one would expect to see greater
variability in the exposure variables, thus permitting better
exploration of the models. Furthermore, to produce estimates
with a population similar to that in the Clift et al [17] study,
participants aged 40 to 69 years were analyzed separately [17].
The complete case analysis for this age-restricted subsample
included 9994 participants. For each prediction model, we
assessed the model’s performance by investigating its
discrimination—the extent to which it can adequately
discriminate between those who will have the discrete event
and those who will not—and calibration—the extent to which
the observed and predicted probabilities agree [27,28]. The area
under the receiver operating characteristic curves (c-statistics)
and a design-based goodness-of-fit test for estimating the
F-adjusted mean residual test [29] were used to assess
discrimination and calibration, respectively [29]. Unlike the
original model, we could not use Cox regressions, given that
the NHANES data sets are repeated cross-sections and we did
not have the benefits of a longitudinal panel to use Cox.
Therefore, our model estimates mortality within a 10-year period
(time of follow-up for the NHANES mortality link) instead of
the survival time.

In all cases, we ran an additional analysis including both the
C-Score and the logarithm of age, as performed by Clift et al
[17].

Sensitivity Analysis of the Original C-Score
As the NHANES survey lacks one of the variables used for
validation—the reaction time variable—we performed a
sensitivity analysis with a different data set. We conducted a
sensitivity analysis using data from NHANES III, a survey
conducted from 1988 to 1994 containing data for 33,994 people
aged ≥2 months, including mortality data, to ascertain the
marginal effect of the reaction time variable from the analysis.
Owing to the limited number of people with neurobehavioral
indicators, we did not impose age limits in this sensitivity
analysis.

The NHANES III data set contains the reaction time variable
but lacks 2 of the 7 variables included in the risk model (sleep
duration and alcohol consumption). The lack of these variables
should drive the fit and calibration of the model downward, and
therefore, any results in this sensitivity analysis would be
conservative. In this sensitivity analysis, we tested the sensitivity
of the 5-variable model to the inclusion and exclusion of the
reaction time variable. The complete case analysis yielded data
from 1440 participants.

All data analyses were performed using Stata 15 (StataCorp),
using survey weights to specify the survey and sample design
characteristics. In addition, a dummy variable for the survey
round was included in the models with pooled data. For all
models, P values <.05 were regarded as statistically significant.

Adapting the C-Score to the US Population and
Measuring Its Internal and External Validity
We examined the impact of including additional variables on
calibration and discrimination [27,28]. We used the area under
the receiver operating characteristic curve (AUC), or the
c-statistic, to assess the discrimination of the adapted models.
We tested both internal and external validities. We used a k-fold
cross-validation procedure to assess within-study model validity
[30]. We estimated AUC based on 10 random samples (the test
samples) that were independent of the samples used to train the
model (the training sample), averaging the AUCs associated
with each individual fold and bootstrapping the cross-validated
AUCs to obtain 95% CIs. To assess calibration, we used a
design-based goodness-of-fit test of logistic regressions, as well
as calibration curves developed using locally weighted
scatterplot smoothing to compare fitted outcome probabilities
with observed outcome probabilities [31]. We also report the
Akaike Information Criterion. For the external validation, we
assessed the best-performing model using the NHANES III data
set.

This study follows the TRIPOD (Transparent Reporting of a
multivariable prediction model for Individual Prognosis Or
Diagnosis) guidelines for multivariable prediction models [32].

Ethics Approval
The NHANES survey is approved by the National Center for
Health Statistics Institutional Ethics Review Board. Written
informed consent was obtained from all adult participants.
Ethical approval to conduct this analysis was not required as
we used publicly available data. This study was approved by
the institutional review board of the Johns Hopkins Bloomberg
School of Public Health and was deemed nonhuman subject
research (13743).

Data Availability
The data sets analyzed in this study are publicly available on
the NHANES website. The C-Scores are proprietary information
but can be provided as restricted data to the reviewers.
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Results

Validating the Original C-Score
From 2005 to 2014, we obtained 28,078 records from the
NHANES. Of these, 99.84% (28,033/28,078) were matched

with mortality data and 74.84% (21,015/28,078) had complete
information on all variables. A flowchart of the sample sizes
for the main analysis, sensitivity analysis, and adaptation of the
model is shown in Figure 1. The basic characteristics of the
study sample are presented in Table 2.

Figure 1. Flowchart for sample sizes for National Health and Nutrition Examination Survey (NHANES) study samples.
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Table 2. Descriptive statistics for the different samples used in the study.a

NHANESb III subsample for the
sensitivity analysis (N=1440)

Age-restricted sample
(40-69 years; N=9994)

Full study sample
(N=21,015)

Variable

47.85 (5.80)53.78 (8.53)47.43 (17.97)Age (years), mean (SD)

Sex, n (%)

655 (45.49)4764 (47.67)10,094 (48.03)Male

785 (54.51)5230 (52.33)10,921 (51.97)Female

Ethnicity, n (%)

373 (25.9)1621 (16.22)3334 (15.86)Mexican American

36 (2.5)997 (9.98)1891 (9)Other Hispanic

615 (42.71)4215 (42.18)9519 (45.3)Non-Hispanic White

403 (27.99)2314 (23.15)4413 (21)Non-Hispanic Black

13 (0.9)847 (8.48)1858 (8.84)Other race—including multiracial

69.14 (10.80)72.42 (11.94)72.83 (12.11)Resting heart rate, mean (SD)

0.58 (0.09)0.60 (0.09)0.59 (0.10)Waist to height ratio, mean (SD)

N/Ac3.88 (9.07)3.63 (8.36)Weekly alcohol intake, mean (SD)

N/A6.73 (1.38)6.85 (1.40)Sleep duration, mean (SD)

Self-rated health, n (%)

558 (38.75)3515 (35.17)8169 (38.87)Excellent or very good

538 (37.36)4007 (40.09)8425 (40.09)Good

292 (20.28)2078 (20.79)3790 (18.03)Fair

52 (3.61)394 (3.94)631 (3)Poor

6.67 (11.71)3.94 (8.63)3.28 (7.60)Number of cigarettes per day, mean (SD)

183 (12.81)2217 (22.27)3790 (18.41)Comorbidities, n (%)

aSurvey weights are not included in this descriptive analysis.
bNHANES: National Health and Nutrition Examination Survey.
cN/A: not applicable.

There were 21,015 participants in the pooled data with complete
information on mortality, age, and other C-Score metrics. The
mean age of the sample was 47.43 (SD 17.97) years, the mean
resting heart rate was 72.83 (SD 12.11) beats per minute, the
mean WtHR was 0.59 (SD 0.10), mean weekly alcohol intake
was 3.63 (SD 8.63) drinks per week, and mean sleep duration
was 6.85 (SD 1.40) hours. For self-rated health, 38.87%
(8169/21,015) were excellent, 40.09% (8425/21,015) were good,
18.03% (3790/21,015) were fair, and 3% (631/21,015) were
poor. There were 48.03% (10,094/21,015) men and 51.97%
(10,921/21,015) women. In the study sample, 18.41%
(3790/21,015) had existing comorbidities such as diabetes,
stroke, coronary heart disease, angina, or heart attack. In terms
of the main study outcome, 6.07% (1276/21,015) of patients
had died as of December 31, 2015.

In the validation subsample (among participants aged 40-69
years), there were 9994 participants with a mean age of 53.78
(SD 8.53) years, mean resting heart rate of 72.42 (SD 11.94)
beats per minute, mean WtHR of 0.60 (SD 0.09), mean weekly

alcohol intake of 3.88 (SD 9.07) drinks per week, and mean
sleep duration of 6.73 (SD 1.38) hours. For self-rated health,
35.17% (3515/9994) were excellent, 40.09% (4007/9994) were
good, 20.79% (2078/9994) were fair, and 3.94% (394/9994)
were poor. There were 47.67% (4764/9994) of men and 52.33%
(5230/9994) of women. In terms of comorbidities, 22.27% (2217
or 22.27%) reported a diagnosis of diabetes, stroke, coronary
heart disease, angina, or heart attack. In terms of the study
outcome, 95.38% (9532/9994) of participants were alive, and
4.32% (462/9994) had died as of December 31, 2015.

Table 3 shows that in the study sample, higher C-Scores were
related to a reduction in the occurrence of all-cause mortality
(odds ratio 0.96, P<.001, 95% CI 0.95-0.96). The C-Score model
showed a good fit for all-cause mortality in this population,
with an AUC of approximately 0.72 (95% CI 0.70-0.73). After
adding the log of age as a covariate in this model, the calibration
test rejected the null hypothesis of good fit; however, the AUC
increased to 0.86 (95% CI 0.85-0.87).

J Med Internet Res 2022 | vol. 24 | iss. 6 |e36787 | p.337https://www.jmir.org/2022/6/e36787
(page number not for citation purposes)

Elnakib et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. Performance of the C-Score models for all-cause mortality by subsample.a

C-Score plus log (age)C-Score modelOutcome

AICAUC (95%
CI)

F-adjusted test
statistic

Score OR (P
value)

AICdAUCc

(95% CI)

F-adjusted test
statistic

Score ORb

(P value)

P value
(fit)

F test
(df)

P value
(fit)

F test
(df)

7272.500.86 (0.85-
0.87)

<.001
(poor)

7.25
(9,71)

.96 (<.001)8897.780.72 (0.70-
0.73)

.86 (good)0.52
(9,71)

0.96
(<.001)

Full study sample
(N=21,015)

3366.480.75 (0.73-
0.77)

.87 (good)0.50
(9,71)

.95 (<.001)3458.240.72 (0.70-
0.75)

0.34 (good)1.16
(9, 71)

0.95
(<.001)

Age-restricted sample
(40-69 years; N=9994)

aAll models include dummy variables for the survey rounds. Survey weights were included in all analyses.
bOR: odds ratio.
cAUC: area under the curve.
dAIC: Akaike Information Criterion.

Table 3 shows that in the full study sample, the model
demonstrated a good fit when not including the logarithm of
age. Among the participants aged between 40 to 69 years,
C-Score models, both with and without log age, had a good fit
for all-cause mortality. Values of AUC ranged between 0.72
(95% CI 0.70-0.75) to 0.75 (95% CI 0.73-0.77).

Sensitivity Analysis
In the sensitivity analysis, we obtained data from NHANES III
(1988-1994) on 6591 participants, of whom 21.85% (1440/6591)

had complete data to conduct the validation. Table 4 shows the
C-Score model had generally a good fit for all-cause mortality
and an AUC of 0.68 (95% CI 0.65-0.72). The addition of
reaction time worsened the model fit. The tables show that in
the predictive C-Score model without reaction time but with
age, all-cause mortality had a good fit, with an AUC of 0.72
(95% CI 0.69-0.75). After adding reaction time, the AUC for
all-cause mortality did not differ.

Table 4. Sensitivity analysis on all-cause mortality for the marginal effect of the reaction time variable using NHANESa III (N=1440).b

C-Score modelOutcome

AICeAUCd (95% CI)F-adjusted test statisticScore ORc (P value)

P value (fit)F test (df)

1556.570.68 (0.65-0.72).01 (poor)2.97 (9,41)0.92 (<.001)C-Score model performance with reaction time

1555.480.68 (0.65-0.72).09 (good)1.82 (9,41)0.91 (<.001)C-Score model performance without reaction time

1438.430.72 (0.69-0.75).56 (good)0.86 (9,41)0.92 (<.001)C-Score model plus log age performance with reaction time

1485.040.72 (0.69-0.75).48 (good)0.97 (9,41)0.92 (<.001)C-Score model plus log age performance without reaction time

aNHANES: National Health and Nutrition Examination Survey.
bAll models included a dummy variable for the survey rounds. Survey weights were included in all analyses. The C-Score was calculated using five
out of seven covariates: waist to height ratio, self-rated health, resting heart rate, smoking, and reaction time. The C-Score was calculated using 4 out
of 7 covariates.
cOR: odds ratio.
dAUC: area under the curve.
eAIC: Akaike Information Criterion.

Adapting the C-Score to the US Population and
Measuring Its Internal and External Validity

Overview
Of the 21,015 participants with complete information on the
C-Score metrics, 20,626 (98.15%) had information on
sociodemographic characteristics and of those, 16,671 (80.82%)
had complete information on medical history variables. Thus,
the final analytic sample in which the C-Score was adapted
comprised 16,671 participants. Table 5 outlines the
characteristics of this sample. The average age of the
respondents in this sample was 50.43 (SD 17.32) years, and a

little more than half (8831/16,671, 52.97%) were female. The
mean resting heart rate was 72.53 (SD 12.04) beats per minute,
mean WtHR was 0.59 (SD 0.10), mean weekly alcohol intake
was 3.32 (SD 7.37) drinks per week, and mean sleep duration
at night was 6.84 (SD 1.40) hours. For self-rated health, 39.48%
(6581/16,671) reported excellent health, 40.09% (6617/16,671)
reported good health, 18.03% (2948/16,671) reported fair health,
and 3% (525/16,671) reported poor health. Approximately
21.03% (3497/16,671) of the respondents had existing
comorbidities such as diabetes, stroke, coronary heart disease,
angina, or heart attack. There were 6.3% (1062/16,671) deaths
recorded in the analytic sample.
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Table 5. Characteristics of the research sample (N=16,671).

Analytical sampleVariable

50.43 (17.32)Age (years), mean (SD)

Sex, n (%)

7840 (47.03)Male

8831 (52.97)Female

Ethnicity, n (%)

2142 (12.85)Mexican American

1447 (8.68)Other Hispanic

7944 (47.65)Non-Hispanic White

3543 (21.25)Non-Hispanic Black

1595 (9.57)Other race (including multiracial)

72.53 (12.04)Resting heart rate (beats per minute), mean (SD)

0.59 (0.096)Waist to height ratio, mean (SD)

3.32 (7.37)Weekly alcohol intake (drinks per week), mean (SD)

6.84 (1.39)Sleep duration (hours per night), mean (SD)

Self-rated health, n (%)

6581 (39.48)Excellent or very good

6617 (39.69)Good

2948 (17.68)Fair

525 (3.15)Poor

2.97 (7.25)Number of cigarettes per day, mean (SD)

3497 (21.03)Comorbidities, n (%)

1062 (6.3)Deaths, n (%)

The addition of sociodemographic variables and medical history
variables (model 3), in contrast, similarly increased the AUC
of the original C-Score model from 0.72 to an AUC of 0.87
(95% CI 0.86-0.88), although without a loss in the goodness of
fit.

Upon inclusion of interaction terms between each of the
covariates and the C-Score variable, we did not obtain
significant increases in AUC or fit, indicating that this more
complex model does not offer much improvement compared
with a more parsimonious model. In addition, the C-Score odds
ratio was not significant, implying no change in the odds of
all-cause mortality associated with the change in the C-Score.

Table 6 and Figures 2 and 3 compare the performance of the
expanded models with that of the basic C-Score model. The
addition of basic sociodemographic variables to the C-Score
model in model 2 increased discrimination considerably, as
evidenced by the c-statistic of 0.87 (95% CI 0.85-0.88)
compared with 0.72 (95% CI 0.71-0.73) yielded by the original
C-Score model. However, although the addition of
sociodemographic variables lowered the Akaike Information
Criterion, the model was not well calibrated as the calibration
test rejected the null hypothesis of good fit (P=.04).
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Table 6. Performance of original C-Score versus expanded models for all-cause mortality.a

AICdAUCc (95% CI)Goodness of fit
(P value)

Score ORb (P
value)

Participants, NIndependent variablesModel

8897.780.72 (0.70-0.73)Good fit (.86)0.96 (<.001)21,015C-Scoree1

6977.070.87 (0.85-0.88)Poor fit (.04)0.97 (<.001)20,626C-Scoree+sociodemographic variablesf2

5705.1340.87 (0.86-0.88)Good fit (.06)0.96 (<.001)16,671C-Scoree+sociodemographic variablesf+medical historyg3

5693.3190.87 (0.86-0.89)Good fit (.19)1.0 (.25)16,671C-Scoree+sociodemographic variablesf+medical historyg+in-

teractionsh

4

aAll models include dummy variables for the survey rounds. Survey weights were included in all analyses.
bOR: odds ratio.
cAUC: area under the curve.
dAIC: Akaike Information Criterion.
eC-Score included six variables: cigarette consumption, alcohol consumption, sleep duration, self-rated health, waist to height ratio, and resting heart
rate.
fSociodemographic variables included age, gender, race or ethnicity, marital status, and educational attainment.
gMedical history variables were ever diagnosis of high blood pressure and ever diagnosis with hypercholesterolemia.
hEach sociodemographic variable and medical history variable interacted with the C-Score.

Figure 2. Receiver operating characteristic curve for original C-Score versus expanded models for all-cause mortality. Model 1: C-Score; model 2:
C-Score+sociodemographic variables; model 3: C-Score+sociodemographic variables+medical variables; model 4: C-Score+sociodemographic
variables+medical history+interactions.
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Figure 3. Calibration plots of predicted versus observed probabilities for original C-Score versus expanded models for all-cause mortality. Model 1:
C-Score; model 2: C-Score+sociodemographic variables; model 3: C-Score+sociodemographic variables+medical variables; model 4:
C-Score+sociodemographic variables+medical history+interactions.

Internal Validation
The validity of our final model (model 3) was assessed using
k-fold cross-validation. We used 10 random samples to
determine the discrimination capability of the model in
predicting the future incidence of all-cause mortality. The AUCs

for these random samples ranged from 0.85 to 0.87, showing
high consistency in the discrimination of the model (Figure 4).
The mean cross-validation AUC was 0.869, indicating a strong
capability of the model to discriminate the incidence of all-cause
mortality.
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Figure 4. Internal validation using k-fold procedure (folds=10). cvAUC: cross-validation area under the curve; ROC: receiver operating characteristic.

External Validation
The best-performing model (model 3) of the main analysis was
used for external validation. Figure 5 shows a calibration plot
displaying the predicted versus observed probabilities of
all-cause mortality. A comparison between the model
performance in the research sample and the external validation
sample reveals that the C-score using NHANES 2005-2014 has

a good fit with P=.06, AUC of 0.87 (95% CI 0.86-0.88) and an
Akaike Information criteria of 5705.13. The C-score on the
NHANES III survey has a good fit with P=.45, AUC of 0.89
(95% CI 0.88-0.90) and an Akaike Information criteria of
3420.19. These results imply that the model performed very
well in the external validation sample. It was both
well-calibrated and had a high AUC, which is even higher than
that identified in the first sample.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e36787 | p.342https://www.jmir.org/2022/6/e36787
(page number not for citation purposes)

Elnakib et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 5. Calibration plot of predicted versus observed probabilities of all-cause mortality for model 3 for all-cause mortality. Model 3:
C-Score+sociodemographic variables+medical variables. NHANES: National Health and Nutrition Examination Survey.

Discussion

Principal Findings
In this study, we conducted external validation of the C-Score
in the US population and expanded the original score to improve
its predictive capabilities in the US population.

We found that the C-Score had generally good prediction and
calibration capabilities and that it is a promising model that
could provide fast and accurate information on all-cause
mortality through a digital health app. Our results reveal similar
AUCs compared with those found in the United Kingdom by
Clift et al [17].

Given the lack of the reaction time variable in the main
NHANES sample, we conducted a sensitivity analysis with
another survey (NHANES III), which contains the reaction time
variable, to assess its marginal effect in predicting all-cause
mortality. The results suggest that the absence of the reaction
time variable did not meaningfully change the calibration or
the discrimination attributes of the assessed model. We believe
that the marginal effect is likely to be low as part of the variance
explained by the reaction time variable might be captured by
other variables in the C-Score.

In addition, we showed that the incorporation of a set of basic
sociodemographic and medical history variables greatly boosted

the model’s predictive performance in the US general
population. The AUC for our final model greatly increased from
0.72 (95% CI 0.71-0.73) for the basic C-Score model to 0.87
(95% CI 0.86-0.88) in the expanded model. We further assessed
the internal and external validity of the expanded model and
found that the model performed equally well in the 10-fold
cross-validation sample and the external NHANES III data set.

The incorporation of this model into a user-friendly digital
health app can motivate users to predict their current and future
health status and take actions to modify their health, thus
potentially shaping their future trajectories. Consumer demand
for technological innovations that measure health status and
predict health outcomes is evidenced by the recent proliferation
in the use of commercial wearable technologies, ranging from
simple activity or exercise monitors to more sophisticated
home-based connected medical devices [4,5]. These devices
may function independently or leverage sophisticated back end
analytics to analyze user trends and provide feedback [33]. In
addition to catering to consumer demand for quick, robust, and
user-friendly health assessment, these digital health strategies
also engage health care providers by sending client-generated
data directly into electronic health records, enabling their
integration into care plans [34,35]. The past decade has seen a
clear increase in obesity and other chronic diseases worldwide,
especially in the US population, where cardiovascular disease,
cancer, chronic respiratory illness, and diabetes are leading
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causes of death and morbidity [36]. An increasing proportion
of adults and children worldwide are overweight or obese,
exacerbating the risk of future noncommunicable diseases
(NCDs) [37]. The availability of scores that can help individuals
reliably estimate current (and potentially future) risk of adverse
outcomes could be helpful in interventions to improve individual
and, thus, population health in the United States and worldwide.
Thus, our validation of the C-Score serves to validate a
promising predictive model that can be easily accessed by a lay
audience to predict individualized clinical risk and take action
to make beneficial lifestyle changes and consequently reduce
the risk of future adverse outcomes.

Recent evidence confirms the utility of wearable technology in
predicting clinical outcomes with high accuracy [4,38]. Previous
studies have capitalized on wearable technologies to provide
reliable and accurate measurements of established predictors
of mortality and adverse health outcomes [39-42]. For example,
Smirnova et al [42] found that wearable technologies provide
reproducible and unbiased measures of physical activity, which,
in turn, outperform traditional predictors of 5-year mortality
among older adults in the US population [42]. The adapted
C-Score model had the added strength of using variables that
are routinely captured in baseline data collected from users of
wearables or inpatient records maintained by health care
systems. In addition, such data are more uniformly measured
and available across different settings outside the United States
and the United Kingdom. Given the overall goal of increasing
the generalizability of this score, this is a step in the right
direction toward making this a more universally feasible model.
Previous models that leveraged complete blood counts and
metabolic profiles achieved similar performance (AUC
0.83-0.90) at a presumably much higher cost and logistical
complexity [43]. Other studies that integrated a wide range of
cognitive, demographic, lifestyle, and clinical factors also
achieved similar, if not lower, performance. For example,
Ajnakina et al [44] achieved an AUC of 0.74 for all-cause
mortality prediction in the general population using 13
prognostic factors. Models that apply increasingly more complex
methods such as machine learning are able to slightly improve
discrimination, yielding AUCs between 0.78 and 0.79 [45].

Our findings should be viewed in light of some limitations.
First, we used a cross-sectional survey that did not follow
individuals over time. NHANES is the only survey that is
nationally representative of the US general population, which
contains most of the variables present in the original C-Score
model. The NHANES survey contains 6 out of the 7 variables
included in the original UK population-based model, potentially

leading to a C-Score that artificially underperforms when
predicting all-cause mortality. However, our sensitivity analysis
showed that the reaction time variable did not marginally
provide additional value to the C-Score in this sample. Even if
the subsample in which we tested the reaction time variable did
not have the external validity to inform the results of the
NHANES subsample, the lack of the reaction time variable
would likely lead to an underperforming score, implying that
the ability of the score to predict all-cause mortality would be
higher, if the reaction time variable had been available in the
main NHANES data set. Moreover, although the association
between death and other covariates has been investigated using
Cox proportional hazards models in other publications, including
the original C-Score model [45,46]—we focused on a binary
all-cause mortality variable instead of time to death as (1) time
to event data was not available, (2) logistic models are easier
to communicate to a lay audience, and (3) they avoid the
assumptions made by Cox models that may not be met [42].
They have also been shown to perform as well as more complex
models [42,47]. Ideally, we would have preferred to use a data
set that provides longitudinal estimates; however, we used
NHANES, a cross-sectional survey, as it is the only US survey
that is nationally representative of the general population and
contains the variables present in the original C-Score model
(with the exception of reaction time). It also provides a large
data set with population-based data.

Conclusions
Limitations notwithstanding, the findings of this validation
indicate that the performance of the C-Score is fairly good for
predicting all-cause mortality in the US population. The adapted
risk score had even better prediction capabilities, as evidenced
by the finding that it predicted 87% of the mortality in the US
population.

In conclusion, our study findings validate and expand a novel
risk-scoring algorithm that can predict the risk of all-cause
mortality among adults in the general population with high
accuracy and which could be incorporated into a digital health
application. The use of high-performing risk scores could be
instrumental in clinical counseling, choice of care pathways,
and even patient-driven behavior change interventions targeting
modifying lifestyles and promoting behavioral change. Despite
known effective strategies to reduce NCD-related deaths
worldwide, chronic and preventable NCDs continue to drive
adult mortality. High-performing risk scores that trigger
behavior change could be instrumental in stemming this tide of
death and decreased global productivity.
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Abstract

Background: People often prefer evidence-based psychosocial interventions (EBPIs) for mental health care; however, these
interventions frequently remain unavailable to people in nonspecialty or integrated settings, such as primary care and schools.
Previous research has suggested that usability, a concept from human-centered design, could support an understanding of the
barriers to and facilitators of the successful adoption of EBPIs and support the redesign of EBPIs and implementation strategies.

Objective: This study aimed to identify and categorize usability issues in EBPIs and their implementation strategies.

Methods: We adapted a usability issue analysis and reporting format from a human-centered design. A total of 13 projects
supported by the National Institute of Mental Health—funded Accelerating the Reach and Impact of Treatments for Youth and
Adults with Mental Illness Center at the University of Washington used this format to describe usability issues for EBPIs and
implementation strategies with which they were working. Center researchers used iterative affinity diagramming and coding
processes to identify usability issue categories. On the basis of these categories and the underlying issues, we propose heuristics
for the design or redesign of EBPIs and implementation strategies.

Results: The 13 projects reported a total of 90 usability issues, which we categorized into 12 categories, including complex
and/or cognitively overwhelming, required time exceeding available time, incompatibility with interventionist preference or
practice, incompatibility with existing workflow, insufficient customization to clients/recipients, intervention buy-in (value),
interventionist buy-in (trust), overreliance on technology, requires unavailable infrastructure, inadequate scaffolding for
client/recipient, inadequate training and scaffolding for interventionists, and lack of support for necessary communication. These
issues range from minor inconveniences that affect a few interventionists or recipients to severe issues that prevent all
interventionists or recipients in a setting from completing part or all of the intervention. We propose 12 corresponding heuristics
to guide EBPIs and implementation strategy designers in preventing and addressing these usability issues.

Conclusions: Usability issues were prevalent in the studied EBPIs and implementation strategies. We recommend using the
lens of usability evaluation to understand and address barriers to the effective use and reach of EBPIs and implementation
strategies.

International Registered Report Identifier (IRRID): RR2-10.2196/14990
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Introduction

Background
Many people seeking care for mental health problems prefer
psychosocial interventions [1-5]. Evidence-based psychosocial
interventions (EBPIs) have been shown to be effective in
numerous studies; however, despite these preferences and
evidence supporting their use, EBPIs remain unavailable to
people in most service settings, especially nonspecialty or
integrated settings, such as primary care [6] and schools [7,8],
where most mental health care is delivered [9].

Non–mental health settings differ from mental health service
contexts for which EBPIs are typically developed. The
differences in service settings often contribute to a poor
contextual fit, low rates of adoption, and sustained use [10,11].
Furthermore, most EBPIs are complex interventions that require
ongoing support to ensure their quality. Clinicians face
difficulties in learning and adopting these new practices, which
further limits EBPI availability [12]. Despite decades of research
intended to address these and other barriers, the many
implementation strategies that target these barriers are often
cumbersome and costly processes to deliver [13,14], resulting
in few cost-effective strategies [15] and a lingering
science-to-service gap.

Within the University of Washington (UW) Advanced
Laboratory for Accelerating the Reach and Impact of Treatments
for Youth and Adults with Mental Illness (ALACRITY) Center
[16], we believe that new approaches are required to address
these barriers. We set out to apply a core concept from
human-centered design (HCD) to understand and improve
EBPIs: usability. Usability is the degree to which a program
can be used easily, efficiently, and with satisfaction/low user
burden by a particular end user [17]. The concept of usability
and techniques for assessing the usability of a system and then
ideating, designing, implementing, and evaluating usability
fixes has been central to the widespread success of modern
digital tools, and we argue that usability metrics and assessment
methods are broadly relevant.

Drawing on the results from 13 projects in the Center, we
identified 13 categories of usability issues in EBPIs and their
implementation strategies. We propose heuristics to prevent or
mitigate such issues in the future design of EBPIs and their
implementation strategies. We also present our development
and use of the usability issue format as a resource for
researchers.

Overview of EBPIs
EBPIs are complex health interventions involving interpersonal
or informational activities and techniques [12]. In mental and
behavioral health, EBPIs target biological, behavioral, cognitive,
emotional, interpersonal, social, or environmental factors to
reduce the symptoms of these disorders and improve functioning
or well-being. Examples of EBPIs to address mental health

concerns include parent training protocols to address children’s
disruptive behavior problems [18] and cognitive behavioral
therapies for adults with anxiety or depression [19].

Over the past few decades, hundreds of EBPIs have been
developed for use with youth and adults; however, their
adoption, high-fidelity delivery, and sustained use in routine
service delivery remain low [20-22]. This is because of a variety
of multilevel barriers and facilitators (ie, determinants), ranging
from the characteristics of the interventions themselves to
broader social, political, and policy influences [23]. Recognizing
these struggles, researchers and practitioners have increasingly
worked to develop implementation strategies such as methods
or techniques used to enhance the adoption, implementation,
and sustainment of a clinical program or practice by addressing
determinants [14,24]. Implementation strategies are complex
interventions that are largely socially mediated and interpersonal
or informational [14,25]. More than 70 unique implementation
strategies have been developed for use across a variety of health
care delivery settings [26,27]. Examples of strategies include
informational meetings or training, audits, and feedback
processes.

The consistent and effective use of both EBPIs and
implementation strategies has been suboptimal [18,28], and
additional approaches are needed to improve practitioner and
service recipient engagement with these innovations. Both
EBPIs and strategies have a common disconnect between the
settings in which they were developed, which are most often
academic medical centers or other research settings, and the
real-world contexts in which they may ultimately be deployed
[29-31]. Few contemporary approaches exist that highlight and
address the design quality of both EBPIs and implementation
strategies [16].

HCD and Usability
HCD (or the closely related field of user-centered design) is a
field that has produced methods of developing compelling,
intuitive, easily adopted, and engaging products, services, and
tools [32]. HCD has appropriated, adapted, and developed
methods for systematically understanding users and other
interested or affected parties and contexts, ideating and
designing innovations to address needs, opportunities, and
problems, and then evaluating the resulting innovations. As a
field, HCD excels in improving innovation-user and
innovation-context fit.

Usability—the extent to which a system or service can be used
by specific people to achieve specified goals with effectiveness,
efficiency, and satisfaction within a specified context of use
(ISO 9241-11:2018) [17]—is a core concept at all stages of the
HCD process. Understanding what makes existing solutions
unusable for some people, or what would make an experience
more usable, can drive problem identification and innovation.
As innovations move forward in the design process, they must
be evaluated for usability at each stage, or the resulting
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innovation may have limited adoption or harmful or even fatal
errors.

Several approaches have been developed to ensure the usability
of designed systems. This includes usability evaluation (or
usability testing), in which users interact with prototypes or
implemented systems in scenarios or in open-ended use. This
use could occur in the laboratory or field. Evaluations often
begin before target users are directly engaged. Designers are
trained in common usability issues and heuristics, or guidelines,
that help prevent these issues. Designers and user experience
professionals may use these guidelines in the formal heuristic
evaluation of prototypes by walking through parts of the
interface to identify and address potential issues. Outside formal
heuristic evaluation, most designers have internalized common
heuristics [33], which helps pre-empt many potential usability
issues as they work. In cognitive walk-throughs [34], which is
another form of early-stage evaluation, domain experts walked
through the proposed interface, often guided by specific
scenarios, to identify potential usability issues.

Although these techniques were developed primarily in the
design and evaluation of digital systems (or hybrid
digital-physical systems), including in mental health [35], they
are also promising for understanding what facilitates and inhibits
the successful implementation, adoption, and use of EBPIs.
Recent studies have applied HCD to EBPIs to enhance usability,
decrease burden, and increase contextual appropriateness
[1,13,25]. This research has also shown how HCD evaluation
approaches, such as cognitive walk-throughs, can be adapted
to identify usability barriers in implementation strategies [25].

In this study, we sought to apply usability evaluation methods
to identify usability issues across a range of EBPIs and their
implementations. We propose that this research can help to
understand the ways in which EBPI design and implementation
create barriers to their use by patients, clinicians, and other
primary and secondary users and that such an understanding
can led to the development of heuristics that improve future
EBPI design and implementation.

Specifically, we asked the following: (1) what are the common
usability issues in EBPIs and implementation strategies for
mental and behavioral health, and (2) what are the characteristics
of the highest-severity usability issues?

In this paper, we present the results and reflections of our
investigation on the development and use of a usability
issue–reporting format for mental and behavioral health
interventions.

Methods

Overview
Drawing from 13 projects examining the usability of EBPIs,
such as behavioral activation (BA) and problem-solving therapy
(PST), and their implementation strategies, project teams and
Center researchers identified 90 usability issues. We clustered
these into 13 categories of issues. From these clusters, we
developed heuristics that we propose can be used by EBPI
designers and implementers to guide the design, redesign, and

implementation of EBPIs across a range of accessible
community settings.

Discover, Design/Build, and Test Process and Data
Sources

Overview
The UW ALACRITY Center organized the work in these
projects according to the Discover, Design/Build, and Test
(DDBT) model, which draws from both implementation science
(IS) and HCD [16]. The DDBT model is a phased approach to
intervention and strategy redesign that uses methods from HCD
and is informed by the Consolidated Framework for
Implementation Research model, including the Consolidated
Framework for Implementation Research intervention,
individual, inner setting, and process constructs [23]. In the
Discover phase, redesign teams, comprising EBPI experts and
HCD researchers, worked to identify the usability challenges
they experienced when interacting with the EBPI. Strategies
for usability identification included but were not limited to focus
groups, in situ use of the EBPI, cognitive walk-throughs,
interviews, and contextual observations. Solutions for the
usability challenges were identified in the Design/Build phase,
whereby redesign teams worked together to create initial
prototype solutions that users iteratively used and redesigned.

Data Sources
Data were provided by investigators on 13 projects: 2 pilot
projects and 11 seed projects funded through an open call at the
UW ALACRITY Center. These studies focused on (1)
improving the implementation or usability of an existing EBPI
and (2) ≥1 key issue of interest to the Center (clinician capacity,
usability, and sustained quality). Each project specified a
conceptual model with one or more hypothesized mechanisms
that improved the clinical or implementation outcomes. All
proposals were peer reviewed and assigned a mentor from the
ALACRITY Center’s core team of investigators. The projects
and processes by which project teams described and reported
usability issues are explained in the following sections.

DDBT Procedures
Although we standardized the format for describing usability
issues, we did not prescribe specific methods for each project
team to use in the stages of DDBT. Consequently, teams used
a range of methods, including interviews, focus groups,
cognitive walk-throughs [34], behavioral rehearsals [36],
asynchronous remote communities [37], and various other
approaches to understanding the usability of EBPIs and
implementation strategies [38]. Different methods are
appropriate for different groups (eg, for people with barriers to
accessing technology, the asynchronous remote community
method, which requires ongoing engagement through
technology, would hinder participation, although it was ideal
for long-term engagement with a group that regularly uses social
media to keep in touch [37]). The Center provided teams with
support from Center investigators, mentors, and professional
staff for the selection and application of HCD and
implementation of scientific methods in their work. We also
recommended the use of the Intervention Usability Scale [39],
System Usability Scale [40], User Burden Scale [41],
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Implementation Strategy Usability Scale [25], Acceptability of
Intervention Measure, Feasibility of Intervention Measure, and
Intervention Appropriateness Measure [42] to assess the
usability and implement ability of an intervention.

We also did not prescribe the design fidelity of the interventions
and implementation strategies to be investigated. Design fidelity
(not to be confused with treatment fidelity) refers to the details,
completeness, and functionality of a prototype. In design,
lower-fidelity prototypes can support exploring several different
design options at a lower cost. They are valuable for identifying
major incompatibilities between design and user needs. In the
projects in our study, low-fidelity prototypes included
storyboards, mock-ups of digital and/or paper tools intended to
support a treatment approach, or even just textual scenarios
describing potential changes. Other teams used mock-ups of

digital or other artifacts designed to support the implementation
of an EBPI or full interactive prototypes of digital services or
training designed to support the implementation of an EBPI.
However, other teams reviewed the recordings or transcripts of
therapy sessions and interviewed clients using existing therapy
in practice.

Overview of the Projects
The 13 projects focused on EBPIs and implementation strategies
(Table 1). Among the studied EBPIs, approximately half
examined BA [43-45] (3/13, 23% of projects), PST [46] (2/13,
15% of projects), or another EBPI based on one of these (1/13,
8% of projects). These interventions were accessible in many
ways: PST and BA are used in nonspecialty settings such as
primary care, and our research partners (eg, Seattle Children’s
Hospital) also often use BA.
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Table 1. Our data set included usability issues reported by 13 University of Washington Accelerating the Reach and Impact of Treatments for Youth
and Adults with Mental Illness Center projects (N=90 issues).

Issues

reported, nMethods

Implementation

strategyEBPIaSettingProject

6Task sharing: shift-
ing more tasks from

BARural primary care
clinics

Task sharing with BAb

(R34, Areán and Gonzalez)

• Qualitative interviews with
therapists and care managers
during the “Discover” phasetherapist to care

manager to more ef-
ficiently implement
BA

6PST aid: a web-
based tool designed

PSTPrimary care clinicsPSTc support tool (R34,
Bennett, Raue, and Munson)

• Observations and qualitative
interviews with clinicians dur-
ing the “Discover” phaseto support the use of

PST

3Asynchronous re-
mote communities:

BAA hospital or large
urban health system

Designing and evaluating an
asynchronous remote com-
munities approach to behav-

• Discover: 2 asynchronous re-
mote community studies [47]

offer peer, automat- • Design and build: iterative de-
sign, build, and usability evalu-ioral activation with clini- ed, and clinician

support between ses-
sions

cians and adolescents at risk
for depression (R03, Jenness
and Kientz)

ation of interactive prototype
• Test: a pilot study, collecting

data on feasibility, usability,
user burden, acceptability, and
symptom outcomes [48]

11N/AdBAUrban and rural can-
cer centers deliver-

Using human-centered de-
sign for technology-enabled

• Discover: interviews with 29
stakeholders across 3 groups

ing collaborative
care

behavioral treatment of de-
pression in urban and rural
cancer centers (R03, Hsieh
and Bauer)

• Design: parallel journeys
framework as a conceptual de-
sign framework

2Task sharing: imple-
mentation using

Mobile motivational
physical activity–tar-

Primary careDiscovering the capacity of
primary care frontline staff

• Discover: focus groups and in-
terviews with 24 stakeholders

frontline primarygeted intervention
(based on BA)

to deliver a low-intensity
technology-enhanced inter-
vention to treat Geriatric de-

• Design/build: halted because
of the COVID-19 pandemiccare staff such as

nurses and medical
assistantspression (R03, Renn and

Zaslavsky)

3N/AMultiple digitally de-
livered components of

Ghanaian prayer
camps

mHealthe in West Africa:
developing an evidence-

• Discover: observations and
qualitative interviews with 18
healers [49]evidence-based inter-

ventions for psychosis
based psychosocial interven-
tion toolkit (R03, Ben-Zeev
and Snyder)

• Design: co-design sessions
with 12 healers

• Build: prototype
• Test: usability testing with 12

healers

4N/AThe RUBIf protocolElementary school
special education
classrooms

Iterative redesign of a behav-
ioral skills training program
for use in educational set-
tings (R03, Bearss and
Locke)

• Discover: demonstration study
of RUBI with mixed methods
feedback [50]

• Design: collaborative redesign
feedback sessions; demonstra-
tion study of revised RUBI in
Educational Settings with
mixed methods feedback
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Issues

reported, nMethods

Implementation

strategyEBPIaSettingProject

4• Discover: contextual observa-
tions and qualitative interviews
with school-based clinicians
and focus groups with high
school students [51]

• Design/build: usability testing

of unadapted CAMS SSFh with
school-based clinicians, fol-
lowed by a co-design session
with school-based clinicians
and usability testing of the
adapted CAMS SSF with
school-based clinicians

N/ACAMSgHigh schoolsIncreasing the usability and
cultural relevance of an
EBPI for suicidality in
schools (R03, Brewer and
Jones)

12• Discover: HCD approach inter-
views with 22 clinicians and
25 patients with PTSD

• Design/build: usability testing
of iterative adaptations of an
electronic health record tem-
plate for conducting SDM with
primary care–based mental
health clinicians

Veterans Affairs

SDMj protocol

Prolonged exposure;
cognitive processing
therapy

Primary careImproving the usability of

decision support for PTSDi

in primary care (R03, Chen
and Williams)

3• Discover: focus group with
users of PFR to identify PFR
features to be modified

• Design/build: iterative design
of the PFR-Brief protocol in
collaboration with an end user
participatory design group alter-
nating with consumer feedback
in microtrials

N/APFRPrimary care and
prenatal clinics

Modification of a parenting
intervention for primary
care–based delivery to
women with perinatal depres-

sion and anxiety: PFRk

(R03, Bhat and Oxford)

20• Discover: interviews with pa-
tients and analysis of record-
ings of sessions [52].

N/APSTIndividual therapy
sessions with older
adults in an urban
setting

Supporting iterative design
of homework in problem
solving therapy (R03,
Agapie and Areán)

5• Discover: interviews with 12
patients and 14 health care
providers

• Design/build: usability testing
of an interactive digital proto-
type

N/AComprehensive self-
management interven-
tion for irritable bowel
syndrome

Primary care and
gastroenterology
clinics across the
Pacific Northwest

Improving usability of a
comprehensive self-manage-
ment intervention to address
anxiety and depression
among persons with irritable
bowel syndrome (R03,
Kamp and Levy)

4• Discover: surveys and qualita-
tive interviews with Latina
mothers in the postpartum peri-
od

• Design: prototype of a web-
based mental health platform

N/AMothers and Babies
Program

Digital space (Gin-
ger.io)

Iterative (re)design of a vir-
tual postpartum depression
intervention with Latina
mothers (R03, Gonzalez and
Ramirez)

aEBPI: evidence-based psychosocial intervention.
bBA: behavioral activation.
cPST: problem-solving therapy.
dN/A: not applicable.
emHealth: mobile health.
fRUBI: Research Units in Behavioral Intervention.
gCAMS: Collaborative Assessment and Management of Suicidality.
hSSF: Suicide Status Form.
iPTSD: posttraumatic stress disorder.
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jSDM: shared decision-making.
kPFR: Promoting First Relationships.

A total of 6 projects also recommended redesigns based on
technology. This reflects a few factors internal and external to
the Center. Internally, researchers from the Paul G Allen School
of Computer Science and Engineering and the Department of
Human Centered Design and Engineering—2 units extensively
focused on the study and design of sociotechnical
systems—were central to our team. Externally, technology is
often an appealing way of increasing the reach of interventions
(although, as discussed in the Results section, this can sometimes
be too optimistic a view [53]). This became even more important
as many projects were operational during the COVID-19
pandemic, making telehealth and remote care more common.

Finally, the overarching Center mission—the identification of
usability challenges in underresourced, non–mental health
settings—informed the selection of the projects included in this
study. Teams were led by investigators from different
disciplines, many of whom were from HCD and technology
design fields; as a result, solutions identified may have been
informed by that discipline. Investigators proposed projects
with the intent of uncovering usability challenges where they
saw opportunities for improvement and redesign of interventions
or implementation strategies rather than focusing on the
identification of intervention or strategy features that were
usable. The Center’s focus on nonspecialty settings also
influenced which issues were identified: many of the EBPIs
and implementation strategies studied may work in specialty
mental health settings but become unusable in the nonspecialty
settings where most people access care.

Adaptation of Usability Issue Concept and Reporting
Format
We adapted a common usability issue–reporting format drawn
from HCD and human-computer interaction. This template was
adapted by the center’s methods and design team and solicited
the following information:

• Descriptive title of the issue or problem
• Severity of the problem, rated from catastrophic to subtle

on a scale adapted from a study by Dumas and Reddish
[54]; this resulted in a 5-point scale, where L0=catastrophic,
risks causing harm; L1=prevents completion of task;
L2=causes significant delay and/or frustration; L3=minor
effect on usability; and L4=subtle, possible future
improvement

• Scope of the problem: who is affected (all users or some)
and how much (eg, every session or just when starting and
a particular module in an intervention or widespread)

• Complexity of the issue: how straightforward it would be
to address the issue, which includes both how
well-understood the problem is and how much it interacts
with different components of the EBPI or implementation
strategy

• Evidence for the issue: includes both qualitative and
quantitative evidence (as available) to support the reader
in understanding the problem, who it affects, and its
consequences

If the teams knew of related research, we encouraged them to
reference it. We also encouraged them to describe any next steps
or known solutions. Our initial format drew on SM’s experience
in teaching usability and EF’s expertise as a user experience
professional.

Development of the Usability Issue Format
We piloted the usability issue format with 2 of the smaller-scale
projects, asking investigators to report issues from their data
using a survey and accompanying guidance on usability issue
reporting. We then examined these preliminary issues to clarify
guidance and added examples in a survey that we would use
with all teams. Changes made at this stage included describing
problems with the intervention or implementation strategy rather
than with users and revising to be as specific as possible in
describing the affected components of the intervention and/or
implementation strategy and the consequences. This also led
us to suggest describing problems in the following format: When
[PRECURSOR], the [COMPONENT] is / has / is experienced
as / results in / etc. [PROBLEM] which [CONSEQUENCE].
Multimedia Appendix 1 [33,54,55] presents the final usability
issue survey and guidance.

Usability Issue Identification and Reporting
We introduced the usability issue survey and guidance at a
workshop for all Center investigators. During the workshop,
we presented example issues and revisions that would make
them more precise and attribute faults to the EBPI or
implementation strategy rather than to interventionists or
recipients. We encouraged investigators to apply the survey to
any preliminary results they had and to ask questions.

Following the workshop, we asked the investigators to use the
survey to report the issues they identified in their projects. We
encouraged them to complete the survey primarily after the
Discover phase—the phase during which they worked to
understand the current EBPI or implementation strategy’s use
in its destination context—and to complete it again with any
additional issues identified in the iterative design and build
phases. Teams emailed the completed surveys to the Center
investigators.

As individual project teams analyzed data from their projects
to complete the survey, some were asked whether to report an
issue according to our guidance as follows:

As a center, we are interested in usability issues with
the interventions or implementation strategies [e.g.,
Problem Solving Therapy is fatiguing to do all day],
not more run of the mill usability issues with the way
it is delivered [e.g., the button should be bigger; the
handout’s colors clash] unless these issues
significantly interfere with a user’s ability to
accomplish the core tasks of the intervention.

The criteria for issues of interest were difficult to discern in
some projects. For example, when a worksheet used during an
intervention did not provide enough space for recipients to
respond to a question, Center and project researchers determined
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that this should not be reported through consensus. However,
when the same worksheet consistently did not support the key
elements of an intervention, the team determined that this was
an important finding to report.

For many investigators, this project was their first exposure to
the concept of usability and reporting on usability issues;
therefore, we found it necessary for Center researchers (AL,
SM, and EF) to work iteratively and collaboratively with teams
to refine usability issues before finalizing them. Common
challenges included framing usability issues in a way that
blamed the interventionist or recipient (eg, their lack of training
or time rather than the EBPI or strategy requiring more training
or timing than someone had), writing compound usability issues
that could be separated, and describing the potential solution
rather than the issue that necessitated a solution.

Analysis of Usability Issues From Projects: Affinity
Diagramming Process
Using an affinity diagramming process [56], we coded the
usability issues reported by each project to identify clusters of
usability issues. We recorded 72 issues from 11 projects as
sticky notes in a digital, collaborative space. We then created
3 copies, which 3 researchers (EF, RA, and KO) each used to
independently group issues across projects and label the
resulting groups. Throughout this process, researchers worked
to identify themes that inhibited the usability of EBPIs and
implementation strategies rather than bucketing issues according
to specific parts of therapy, implementation, or particular
artifacts.

The coding process comprised 3 rounds of review, starting with
the initial coding and discussion among the coders (ECF, RA,
and KO) to compare preliminary categories and build a
consensus [57]. This resulted in 10 preliminary categories and
corresponding definitions. The broader research team met and
discussed the identified codes and categories. In a few instances,
this meant returning to project teams to request additional
clarification about the usability issue. ECF, RA, and KO
incorporated this feedback in the second round of coding while
still on their individual boards. In this round, coders also

considered subcategories and any potentially missing high-level
categories, resulting in a revised list of 12 categories.

The coders then individually recategorized usability issues into
these 12 categories. Disagreements in the resulting
categorization were resolved through discussion by coders,
resulting in consensus coding, with a few remaining
disagreements that were deliberated with the broader research
team. To address some issues, the coders asked for further
clarifications from the project teams. Through this process, we
came to see 7 reported issues as compound issues; that is, they
were multiple issues, and thus, we broke them apart. As we
completed this coding, 2 project teams reported an additional
11 issues that fit within the existing categories. The final list
included 90 issues.

After reviewing the final codes, the researchers suggested that
each category of issues might reflect one or more design
heuristics. On the basis of this discussion, the coders examined
whether and how these categories were mapped to 3 sets of
heuristics: the classic 10 usability heuristics by Nielsen [33],
the 15 principles for good service design [58], and initial
heuristics for implementable EBPIs [13]. The research team
developed draft heuristics based on the sets and categories that
did not seem to be covered by existing heuristics. The research
team continued to refine the heuristics as we developed this
manuscript.

Ethics Approval
Individual projects were reviewed or determined exempt by the
University of Washington (study numbers 2824, 3795, 4236,
4274, 6044, 6748, 6839, 7463, 7735, 7754, 7853, and 9463)
and Seattle Children’s (study number 1890). Each project’s
protocol documents included details about sharing data with
the Center for secondary analysis.

Results

Overview
We identified 12 categories of usability issues in the EBPIs and
implementation strategies, as summarized in Textbox 1.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37585 | p.355https://www.jmir.org/2022/6/e37585
(page number not for citation purposes)

Munson et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Textbox 1. Our analysis identified 12 categories of usability issues.

Complex and/or cognitively overwhelming: The intervention or implementation strategy is too overwhelming to the user or the interventionist.

Required time exceeds the available time: The intervention or implementation strategy demands more time than is available.

Incompatibility with interventionist preference or practice: The intervention or implementation strategy is not compatible with how the interventionist
prefers—or has been trained—to work and deliver interventions.

Incompatibility with existing workflow: The intervention or implementation strategy is not compatible with the interventionists’ existing workflows.

Insufficient customization to clients or recipients: The intervention or implementation strategy cannot be tailored to client/recipient needs or does not
provide enough guidance for interventionists and clients/recipients to customize it.

Intervention buy-in (value): Intervention or implementation strategy does not sufficiently build client/recipient buy-in for its value.

Interventionist buy-in (trust): The intervention or implementation strategy does not build the client’s/recipient’s trust in the interventionist.

Overreliance on technology: Intervention or implementation strategy relies on technology that creates barriers for some clinicians or recipients or that
is not available to all clients or recipients.

Requires unavailable infrastructure: Intervention or implementation strategy requires physical, systemic, or organizational infrastructures that are not
available.

Inadequate scaffolding for client/recipient: This involves a lack of preparation and support for the client/recipient. The intervention or implementation
strategy lacks support for the client/recipient to understand and succeed in the required activities of the intervention.

Inadequate training and scaffolding for interventionists: The intervention or implementation strategy’s training and scaffolding do not provide enough
initial and/or ongoing support to deliver the invention as designed or to know how to respond to emergent challenges.

Lack of support for necessary communication: The intervention or implementation strategy requires but does not sufficiently facilitate communication
between interventionist and client/recipient.

Complex or Cognitively Overwhelming
Too complex or cognitively overwhelming EBPIs or
implementation strategies were the most common types of
usability issues uncovered in all the projects surveyed,
accounting for 12 of 90 issues submitted to the Center. In these
issues, the complexity of the intervention or implementation
strategy exceeded the interventionist and/or client’s ability to
manage it, creating an excessive cognitive or emotional burden.

An example of this came up in PST, where therapists and clients
worked together to complete a worksheet that began by asking
them to clearly identify the problem the client hoped to address
that week and then their goal. If the problem identification step
resulted in problems that were too complex, clients and
therapists could be unable to complete the next steps. Complex
problems could take more time to discuss than is afforded in a
session, leading to running out of time. The selection of a
complex problem could also overwhelm clients, who then
become stuck in the next steps, with interventionists unsure of
how to best support them.

In another project that focused on a digital decision support tool
to support clients with shared decision-making (SDM) and to
support the initiation of and adherence to EBPIs for
posttraumatic stress disorder within primary care, clinicians and
clients found the presented information to be overwhelming.
They reported that the tool contained too much information,
too many words, charts that were too busy, and insufficient
visual or audio support for interpreting this information.

Required Time Exceeds Available Time
Of the 90 issues, 11 focused on EBPIs or implementation
strategies that exceeded the time available for their delivery.
Although time is the most commonly identified implementation
barrier in the literature [26], time here refers specifically to

excessive time demands of the intervention or implementation
strategy.

This category of issues frequently occurs in projects adapting
an intervention to a new setting, such as primary care, where
the providers have less time with the recipient than what was
originally designed. For example, although a comprehensive
self-management intervention addressing anxiety, depression,
and gastrointestinal symptoms among individuals with irritable
bowel syndrome had previously been successful when delivered
by clinicians in a research setting, delivery typically took longer
than the time allotted for it in a primary care visit (<10 minutes).
As a result, primary care clinicians skipped or rushed the content
or abandoned the intervention altogether.

Interventions also asked too much of the interventionists or
recipients between sessions. For example, one project adapted
the Research Units in Behavioral Intervention program, an
evidence-based parent-mediated intervention that improves
disruptive behavior in children with autism, for use by educators
within schools [50]. However, individualized visual support,
which is a core component of the Research Units in Behavioral
Intervention program, requires more time to develop than
educators could allocate. Generating the content required
creating the pictures, developing the visual in a computer
program, printing and laminating it, cutting, and velcroing to
finalize the visual. Teachers do not have the time to create these
materials alongside their other responsibilities, reducing their
likelihood of using this core component of the intervention.

Insufficient Customization to Clients
The reported issues also highlighted the need for interventions
to be adaptable and accessible to different client profiles (eg,
age, race, learning styles, and education levels) and provide
interventionists with guidance for tailoring to individual
preferences and needs. The lack of customization was an issue
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in a project examining Collaborative Assessment and
Management of Suicide, a suicide-specific intervention that
enables clinicians to quickly assess and treat suicidality. This
intervention is extremely trainable and resource efficient,
making it appealing for use in high schools. Although initially
designed for use with adults, the Collaborative Assessment and
Management of Suicide sometimes used words/phrases that
were too difficult or vague for high school students (eg, anguish,
agitation, and significant loss). This resulted in low
comprehension, less engagement, and uncertainty regarding
how to answer the questions.

A project designing and evaluating asynchronous, remote
support for BA with adolescents at risk for depression also
identified a need for customization. Clinicians reported
personalizing the manualized BA prompts that appeared on
worksheets for each teenager in their current use of BA and that
building them into digital tools prevented this personalization.
This inflexibility created barriers to teenagers in applying the
concepts to their own lives and situations.

Incompatibility With Interventionist Preference or
Practice
Usability issues also occur when an intervention or
implementation strategy is not compatible with how the
interventionist prefers—or has been trained—to do things. For
example, some interventionists perceive the processes for PST
and engagement as rigid, repetitive, or frustrating (eg, setting
the agenda weekly feels repetitive). Consequently, these
interventionists felt that this repetitive work was not stimulating
and sometimes adapted the therapy process to skip it, reducing
intervention fidelity.

Therapists also sometimes end up leading the selection of the
problems, goals, and solutions when a client faces difficulty
with a step in these manualized interventions, as they believe
that this is a good use of their expertise to keep the process
moving. However, this is a misapplication of the therapy
process; the client should lead identification of problems to
work on. When the interventionist takes the lead, they may
select problems that are not important to the client or cause the
client to lose ownership of the process and reduce the client’s
self-efficacy for that or subsequent steps.

Incompatibility With Existing Workflows
Sometimes, an intervention or implementation strategy is not
compatible with the interventionists’ current workflows. This
was an issue in a project focused on encouraging collaboration
and task sharing between therapists and care managers in the
treatment of depression and trauma in rural primary care clinics.
Care managers had a variety of tasks, such as providing health
education and resources to patients; thus, they could not support
therapists in providing treatment to the extent that therapists
expected. This highlighted the need to clarify roles, the division
of labor, and workflows, including the types of cases that care
managers could take on.

In another example, a project examined the use of BA to treat
depression in individuals with cancer. Social workers were
responsible for providing BA therapy alongside a wide range
of services, including navigational support (eg, transportation,

housing, and financial support). These navigational needs are
often emergent and can crowd out the BA agenda for a session,
preventing its successful delivery.

Intervention Buy-in (Value)
In some situations, the value of the intervention is not clear or
acceptable to the patient. In a project evaluating the usability
of an existing Veterans Affairs (VA) web-based SDM aid, study
participants reported that sections of the web-based decision
tool contained confusing and misleading content, which
undermined their interest in engaging with the support it could
offer. At other times, the mechanism of an intervention can
prevents buy-in. For example, some PST recipients, expecting
something more similar to talk therapy, felt that the therapy was
childish—or not even a therapy—because of its manualized
approach and extensive scaffolding. This reduced their
willingness to engage in the homework required by the therapy
or even to return to subsequent sessions.

Interventionist Buy-in (Trust)
The results also highlighted the need for EBPIs to support
building rapport between interventionists and recipients.
Although trust is not explicitly a step in most therapy and
implementation processes, it is implied. For instance, some
recipients did not trust their therapists’ expertise, did not feel
comfortable sharing with therapists, or doubted whether a
therapist could help.

In the project evaluating the use of homework in PST and
engagement, recipients were sometimes reluctant to disclose
sensitive information to therapists. When this prevented them
from disclosing problems or barriers they faced in addressing
problems, it prevented recipients from effectively engaging in
the therapy process. Lack of rapport and trust also sometimes
prevented the intervention from being completed, as designed
in a project evaluating the EBPI Promoting First Relationships,
a parenting intervention for women with perinatal depression
and anxiety. A core component of the Promoting First
Relationships intervention is recording the interaction of mothers
with their infants and using the recording to evaluate and provide
feedback about their interactions. Not all mothers felt
comfortable enough with their providers to record and share
this interaction, which caused them to miss a core element of
the intervention.

Overreliance on Technology
Other interventions and implementation strategies relied on
technologies to which the intended interventionists or recipients
did not have reliable access or were not comfortable using. This
was particularly a barrier in rural areas and among older patients
in accessing tele–mental health or web-based tools and
resources, resulting in reduced access to care and support.

Requires Unavailable Infrastructure
Projects also found that interventions or implementation
strategies required physical, systemic, or organizational
infrastructure that was not available to the client, recipient, or
organizational context. For example, in a project examining the
use of BA to treat depression in patients being treated for cancer,
treatment schedules for BA and cancer sometimes did not align.
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When a patient completed their cancer treatment or changed
cancer treatments, which could sometimes mean changing
locations, this could disrupt their relationship with their BA
interventionist, as access to a cancer center’s mental health team
was sometimes conditioned on the patient actively being in
cancer treatment with that center. BA is not designed for
transitions in providers; thus, this could end access to mental
health therapy before the end of the mental health treatment
plan.

Supervision was a critical element of this integrated care in the
project designing for collaboration and task sharing between
therapists and care managers in the treatment of depression and
trauma in rural primary care clinics. However, therapists who
would provide the supervision did not have training as
supervisors and did not have supervision as part of their job
responsibilities or time allocated in their work. The lack of
dedicated time and training inhibited effective coordination
between therapists and care managers.

Inadequate Scaffolding for Client/Recipient
Some interventions and implementation strategies lacked support
for the recipient to understand and succeed in the core activities
of the intervention. Both projects examining PST identified
issues in this category. Some of the core concepts of PST, such
as distinguishing among problems, goals, and solutions, were
unclear to recipients. Although skilled interventionists could
support navigating these distinctions during sessions, clients
who remained unclear about these concepts at the end of this
short-term intervention did not feel confident in applying PST
skills without ongoing support. Other PST recipients were
unsure whether certain topics (eg, relationship, divorce, and
intimacy issues) were appropriate for PST. Without an explicit
invitation to bring that topic into therapy, this delayed or
prevented them from addressing problems most relevant to their
needs and also caused them to become frustrated as they worked
on less meaningful problems.

These projects also highlighted the need for scaffolding actions.
PST, BA, and many other EBPIs require documenting and
maintaining action plans during sessions so that clients can
engage with them between sessions; thus, the interventionist
can refer to it in subsequent sessions. These plans are not always
documented or may be documented in a format only accessible
to the client. This can prevent clients from pursuing plans
between sessions, thus reducing the essential component of the
intervention.

Inadequate Training and Scaffolding for
Interventionists
Some interventions and implementation strategies did not
provide sufficient training and scaffolding for the interventionist
to deliver the therapy as designed or to respond to emergent
challenges.

For example, in a project to support integrated care among
therapists and care managers in the delivery of BA, not all care
managers had sufficient training to deliver BA confidently and
with fidelity. As therapists had limited availability to provide
supervision (as described under infrastructure), these care
managers did not have resources to which they could reliably
turn when a situation exceeded the limits of their training. This
resulted in handing off the patient to a therapist rather than
improving their skills.

Similarly, the VA’s SDM tool for posttraumatic stress disorder
provided much information to support SDM but limited
scaffolding for the process. Consequently, clinicians without
training or significant experience in SDM tended to fall back
on what they knew and initiated SDM less frequently in their
interactions with clients.

Lack of Support for Necessary Communication
Interventions require effective communication between the
interventionist and the recipient; however, they do not always
sufficiently facilitate communication. For example, the VA’s
SDM tool provided much information to interventionists and
recipients but did not support collaborative review and the
reaching of a shared understanding of that information. This
prevented the effective use of information.

The period between the sessions also presents communication
challenges. Projects focused on BA noted that patients could
encounter new situations or barriers to their action plans for
which they were not prepared. Without a clear communication
pathway to an interventionist or other asynchronous support,
clients often deferred their actions until the next session. By
that time, clients had trouble recounting details of the
challenging situation, further limiting their ability to fully engage
in treatment. Such situations interact with the infrastructure for
providing mental health care; access to interventionists between
sessions is certainly not always possible, but redesigns that
support documentation of the situation for later recall and
collaboration could better support communication.

Summary: Severity, Scope, and Complexity
In addition to reporting issues, project teams characterized them
according to severity, scope, and complexity. Table 2
summarizes these ratings.

All reported issues were of severity that prevented the
completion of a task (L1; 29 issues), which caused significant
delay and/or frustration for the client or recipient (L2; 50 issues),
or minor annoyances (L4; 11 issues). None of the teams reported
catastrophic usability issues or issues that threatened recipient
safety. Teams also did not report potential future improvements;
we believe this is because they focused more on identifying
current barriers to the delivery of EBPIs and implementation
strategies.
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Table 2. Severity, scope, and complexity by issue category (N=90).

Complexity, nScope, nSeveritya, nNumber, nCategory

LowMediumHighLocalMediumGlobalL3dL2cL1b

453201024612Complex and/or cognitively overwhelming

34321715410Required time exceeds available time

1425020617Incompatibility with interventionist preference or
practice

3010041214Incompatibility with existing workflow

3510361809Insufficient customization to clients/recipients

3144040538Intervention buy-in (value)

2505020617Interventionist buy-in (trust)

1222031135Overreliance on technology

34312714510Requires unavailable infrastructure

4203033216Inadequate scaffolding for client/recipient

1320240246Inadequate training and scaffolding for intervention-
ists

0421051506Lack of support for necessary communication

aNo project teams reported L0 (catastrophic, risks causing harm) or L4 (subtle, future enhancement) usability issues.
bPrevents completion of task.
cCauses significant delay and/or frustration.
dMinor effect on usability.

Prevalent, high-severity categories included the issues of
complex and/or cognitively overwhelming, required time exceeds
available time, and requires unavailable infrastructure. These
were also among the categories with the highest complexity
ratings. The first 2 categories were often interrelated: when part
of an EBPI was complex or overwhelming for the interventionist
or recipient, this would often lead to them running out of time
in a session or other interactions. Alternatively, when aspects
of a session not accounted for by the EBPI left less time during
a session, complex components quickly overwhelmed
interventionists and recipients, who tried to make the most of
the limited time. In either case, the effects were severe: steps
of the intervention were skipped or never started, likely
decreasing its efficacy.

Requiring unavailable infrastructure was prevalent in projects
adapting EBPIs or implementation strategies for different
settings. In many of these issues, the original EBPI or
implementation strategy prescribed (or assumed) resources and
infrastructure that were not available in the new setting; thus,
substantial redesign would be required for successful
implementation. This also relates to the fourth category with
high severity—overreliance on technology. Some interventions
or implementations required technology that was not available
in new settings (eg, expecting reliable, low-latency internet
connectivity in rural settings) or for some users (eg, for people
to have a newer device or internet connectivity at home); this
distinction is also reflected in the bimodal distribution between
global scope (all recipients for a setting) or local scope (just the
recipients who did not have access to the necessary technology).
When the intervention depended on access to such technology

with no alternative ways of completing it, it prevented some
recipients or entire settings from benefiting.

Finally, the different severity ratings for inadequate training
and scaffolding for interventionists and inadequate training and
scaffolding for the client/recipient highlight the different effects
of usability issues directly affecting the recipient versus the
interventionist. Interventionists with sufficient training and
scaffolding could support a client through an intervention with
reasonable treatment fidelity, even if the intervention’s
scaffolding for the client was insufficient. However, when the
interventionist did not have sufficient training or scaffolding,
they could quickly become frustrated and abandon the
intervention or continue delivering it but with low fidelity, thus
likely decreasing its efficacy.

The issues also varied in scope. Scope can refer to either how
widespread an issue is with respect to a service or product design
or what proportion of users are affected. Among the reported
issues, the project teams weighed the user group most heavily
in assessing the scope. Of the 90 issues, 57 issues were global
in scope. These issues affected everyone within and across user
groups (eg, the infrastructure or necessary scaffolding was not
available to anyone in the project setting or something about
the intervention or implementation’s design was overwhelming
or too time intensive for all interventionists or all recipients in
a setting). Of the 90 issues, 25 issues were local in scope. These
issues affected only a specific user group (eg, were not culturally
responsive for some recipients in a setting or required a
technology that only some interventionists or recipients lacked)
or one aspect of the intervention or implementation strategy
with which only some interventionists or recipients interacted.
The remaining 8 issues were medium in scope. These issues
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tended to affect all interventionists or recipients to some degree
but were only severe for some.

Categories with the highest complexity included complex and
or cognitively overwhelming and required time exceeding
available time, as modifications to address these issues could
affect the overall delivery and flow of an intervention. Some
also required consideration of how much time and cognition an
intervention could demand alongside other activities that might
need to happen in nonspecialty care. However, even these
categories included medium- and low-complexity issues that
project teams believed they could address with simpler
modifications to the intervention or implementation strategy.
In terms of severity, issues that affected the interventionist
tended to be more complex than those that affected the client;
taken together, this emphasizes how a well-prepared
interventionist can smooth out rough edges in an intervention
for a client while usability issues for the interventionist flow
through also become issues for the recipient.

The importance of designing to support the therapist has been
noted in previous work on digital mental health technologies,
which emphasizes the need to build on their existing workflows,
avoid burdensome time demands, and support communication,
although within reasonable boundaries [35]. We found that these
needs are not unique to digital interventions, and usability issues
related to these design principles are present in many EBPIs
and implementation strategies.

Discussion

Principal Findings
Our results indicate widespread usability challenges for EBPIs
and their implementation strategies. To some extent, this is a
result of the way the Center shaped the research: investigators
looked to use cases and settings in which people were known
or anticipated to experience difficulties, with the goal of
mitigating those difficulties and improving outcomes. However,
they are consistent with other research noting usability barriers
to the successful implementation and use of EBPIs [39,59,60],
as well as other health interventions in complex settings [61].
Addressing these issues is an urgent concern for improving
mental health care in nonspecialized settings.

Although a comprehensive discussion of how to redesign to
address the identified usability issues is beyond the scope of
this paper, we note that addressing these usability issues in
intervention design and implementation may nonetheless not
be easy. Several issues point to the need for interventions to
better fit individual provider preferences and workflows, the
context of a particular clinic, or the constraints of an individual
patient, all of which might suggest more tailorable or
customizable interventions and implementations. This parallels
earlier guidance for digital mental health interventions to be
more adaptable [35]. However, added customizability often
drives complexity—to borrow from the discussion of
customization in intelligence interfaces by Woods [62]:
“[customization] is likely to provide the illusion of assistance
while creating a new layer of burdens and complexities.” This
challenge is particularly salient as other usability issues point

to the need to reduce the complexity of interventions so that
they are less overwhelming during and between sessions.
Innovative intervention designs and implementation strategies
may yet be able to achieve both of these goals; however, it will
be more difficult than addressing only one.

In addition, although previous research has examined the role
of buy-in for both adopting a new or changed intervention or
implementation strategy in an organization [63,64] and for
whether someone seeks a particular health intervention, our
results emphasize the need for ongoing attention to buy-in to
support engagement. In the projects in our study, interventionists
and recipients typically expressed initially favorable reactions
to an intervention or implementation strategy—interventionists
were seeking better practices, and recipients, as noted in the
Introduction section, favored psychosocial interventions over
alternatives but then found their confidence in the intervention,
or the interventionist’s ability to deliver it, waning as they
engaged with specifics. Addressing these challenges is important
to sustain engagement.

Our work with 13 project teams and the results of their work
add to the growing literature on the value of adapting methods
and constructs from HCD to examine and design EBPIs and
implementation strategies. Our approach is consistent with the
view that IS can contribute broad, multilevel frameworks that
guide researchers and design and implementation teams, whereas
HCD contributes specific methods to engage and learn from
users [65-67]. That previous work also noted that although the
two fields are complementary, efforts to align and scaffold the
work of applying them would be necessary to achieve their
benefits. In our work with the ALACRITY Center projects, we
found that adapting usability issue analysis and reporting surveys
facilitated teams in applying this lens to their work; however,
it was not sufficient on its own. Teams that did not already have
HCD expertise needed support from Center researchers to select
HCD methods; apply effective but efficient analysis techniques;
and, in most cases, iterate with Center researchers on reported
usability issues. Consequently, we urge organizations planning
to apply our DDBT approach to (1) develop resources that
scaffold the process for design and implementation teams and
(2) ensure that HCD and IS experts are available to support the
design and implementation teams in navigating key decisions
if they do not have that expertise internally. We are working on
this within the UW ALACRITY Center, and we believe that
this work will require contributions from across the field.

Limitations and Future Work

Overview
As described in the Methods section, Center experts extensively
supported project teams as they developed their plans for
assessing usability issues and as they worked to describe
usability issues. On the basis of our interactions with teams, we
observed tendencies that could prevent teams from working
more independently from correctly attributing problems and,
thus, from addressing the right problems. The most common
example of this was framing usability issues in ways that
attributed the problem to the user (usually an interventionist or
a recipient) rather than to the intervention’s design or
implementation.
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In this study, we addressed these challenges through dialog and
coaching. We do not assume that the same level of support
would be available to all teams working on designing and
implementing interventions, and future research should continue
to iterate on our process and supports for identifying and acting
on usability issues so that teams with less support can
successfully identify and address usability issues with fewer
resources.

In addition, all data were collected from projects of the UW
ALACRITY Center, led by university-based researchers, and
funded through a call that required interdisciplinary teams. As
noted in the Methods section, this may have biased our results
toward EBPIs and implementation strategies with opportunities
for improvement, toward EBPIs in which UW researchers have
expertise, and toward technology-mediated interventions.

Stages of Design at which Usability Should Be Assessed
and Issues Addressed
The projects in our sample engaged with interventions and
implementation strategies at different stages, including
examining interventionist and recipient experiences with existing
interventions and implementation processes and testing
prototypes of changed interventions or strategies that varied in
their fidelity (level of detail, completeness, and functionality).

Owing to the limitations of prototypes, people are often unable
to engage with low-fidelity prototypes in situations with high
external validity; thus, there is a risk that usability issues that
only emerge in real-world situations will go unobserved [68].
In addition, limited engagement with a low-fidelity prototype
can make it difficult to distinguish between an initial adoption
barrier and an ongoing barrier to its successful use. Therefore,
it is important to assess usability issues at increasing levels of
fidelity and in situations with increasing external validity. This
might involve moving from laboratory-based testing (ie, users
interacting with an intervention in circumscribed scenarios) to
in vivo testing with fewer controls. However, this move is likely
to require additional resources as it requires real-world
intervention or implementation strategy deployment.

On the basis of our experiences, we recommend assessing EBPIs
and implementation strategies for usability at all stages of their
design and implementation, including initial development,
refinement, pilot testing, and larger deployment. HCD has
developed a mature understanding of the types of questions that
should or should not be asked based on a prototype’s capabilities
and fidelity [69-73]. We believe that much of this guidance can
be applied to EBPI design and implementation, such as the
general principles articulated previously, although developing
more specific guidance should be an area for future research.

From Issues to Designs: Heuristics and Assessing
Improvements
In the usability of digital artifacts and services, research and
accumulated experiences with usability issues have led to the
development of heuristics or guiding principles for evaluating
whether products are usable [74]. In addition to the classic 10
heuristics for usability engineering by Nielsen [33], there are
also specialized heuristics for different types of products, such
as chatbots [75], public displays [76], and voice user interfaces
[77], and services [58]. Most relevant to our work, Lyon and
Koerner [13] proposed preliminary heuristics for the
implementability of EBPIs.

These heuristics are commonly taught for use in a process
known as heuristic evaluation [78], in which experts in user
research or design use them to review a prototype or product
and identify potential problems. Practitioners also develop
familiarity with common sets of heuristics or those specific to
the domain in which they work and use them to guide design
and not only evaluate it.

Previous work in implementation science began to articulate
potential heuristics for the design and implementation of EBPIs
[13] and used them to evaluate EBPIs [1]. On the basis of the
results of our study, which contribute to an expanded
understanding of usability issues, we propose a revised and
expanded set of heuristics for the design and implementation
of EBPIs (Table 3).

We propose that these heuristics guide the work of those
designing new or refined EBPIs, as well as groups working on
implementing and adapting existing EBPIs. However, a
limitation of heuristic evaluations in other domains is that having
a design expert examine a product is often insufficient for
observing usability issues that emerge from complex behaviors
or situations; therefore, in-depth usability evaluation in both
controlled settings and the field remains necessary [68,79,80].
This is particularly true for EBPIs and implementation strategies,
both of which are complex health interventions [81]. Future
research should test whether the intervention and implementation
strategy design guided by teams using these heuristics leads to
better outcomes.

In addition to assessing whether the use of heuristics leads to
better outcomes, future research should identify designs that
are effective in addressing the common and severe usability
issues identified in this study. Many of the teams that
participated in this research work on doing so for their particular
settings, interventions, adaptations, and users. Examining
successful solutions for commonalities may lead to transferable
design and implementation approaches.
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Table 3. The proposed heuristics that could prevent or mitigate each category of usability issues.

Proposed heuristicUsability issue category

Low cognitive load: The intervention should be simple, with clear, concise instructions, to minimize the amount
of thinking required to complete a task. Minimize tasks and steps.

Complex and/or cognitively over-
whelming

Efficiently uses time: The intervention should be designed to be completed within the time constraints of the
delivery format, with attention to (1) other activities that may need to be completed in a contact point and (2)
how much clients/recipients are asked to complete between contact points.

Time required exceeds time avail-
able

Responsive to existing practices: Interventions should be familiar and responsive to a variety of interventionists’
work styles. Corollary: interventions and implementation strategies should communicate prerequisites, with
respect to provider practices, for their success.

Incompatibility with interventionist
preference or practice

Responsive to existing system constraints: When possible, intervention structures should be flexible to different
existing workflows. Corollary: Interventions and implementation strategies should communicate prerequisites,
with respect to provider and setting workflows, for their success.

Incompatibility with existing work-
flow

Flexible and adaptable: Interventions and their implementation strategies should be adaptable and accessible to
different client/patient profiles (eg, disability, age, culture, education, or income) and provide guidance for how
to match and/or adapt to appropriate clients.

Insufficient customization to clients

Demonstrates value: The intervention goal and process should be clear and acceptable for the needs and expec-
tations of the client/patient, and to communicate its value.

Intervention buy-in (value)

Satisfaction and trust: The intervention should include space for the interventionist to establish a relationship
and build rapport so the client/patient can assess trust and fit.

Interventionist buy-in (trust)

Avoid technology choices that exclude: Interventions mediated by, implemented in, or otherwise relying on a
technology should support users with a range of ability, comfort, and access and assess whether technology
prerequisites are met and, if not, either add technology support or recommend another intervention or implemen-
tation

Overreliance on technology

Minimal infrastructure: Organizational infrastructure varies and cannot be guaranteed. Interventions should
have ways to assess available infrastructure and adapt to accommodate differences or recommend alternative
interventions/implementations if prerequisites for success cannot be met.

Requires unavailable infrastructure

Learnable for recipients: The intervention/tool should include elements that support the client/patient in learning
the concepts and workflow necessary for the client/patient to successfully carry out their role and activities.

Inadequate scaffolding for the client

Learnable for interventionists: The intervention/tool should include enough training, instructions, and in the
moment support so the interventionist can successfully carry out their role and responsibilities.

Inadequate training and scaffolding
for provider

Enhances communication and feedback: The intervention should include mechanisms to connect the client/patient
and interventionist, allow for feedback to be shared about the process, and support adjustment of the treatment
plan based on what is or is not working well.

Lack of support for necessary com-
munication

Expanding to Other Interventions
As noted in the Methods section, our sample of projects is not
representative of the entire space of EBPIs and implementation
strategies. It is biased by the local expertise in our Center, and
consequently, EBPIs such as BA and PST are overrepresented.
In addition, our Center focused on nonspecialty settings,
especially primary care. Finally, most HCD experts affiliated
with the Center also work in human-computer interaction; thus,
of the 13 projects, 8 were oriented toward those in which
investigators hypothesized that some use of technology could
better support the intervention or its implementation or was
already being used in this way.

We believe that the issues we describe in this paper, as well as
the approaches to identifying them in other EBPIs and
implementation strategies, will be found in other types of
therapies, whether they use technology to support their delivery.
However, future research should assess this issue. A broader
understanding of usability issues in mental health care will help
to better understand the prevalence, severity, and implications
of different types of usability issues.

EBPIs, implementation strategies, and digital technologies are
all types of health service research products that can benefit
from usability evaluation [30]. Although most of our Center’s
projects focused on the redesign of EBPIs by incorporating
digital solutions, projects that focused directly on strategies
indicate that the usability evaluation methods apply to them as
well. However, some differences between EBPIs and
implementation strategies may lend themselves to somewhat
different testing techniques. Given that strategies relative to
client-facing psychosocial interventions tend to involve a more
diverse array of system levels, interested parties, and
interactions, the direct evaluation of components via techniques
such as behavioral rehearsals may be less feasible. Instead,
implementation strategies might be most readily evaluated using
techniques such as cognitive walk-through [25], which can focus
on broader processes such as ways that organizational leaders
influence the implementation climate.

We also anticipate that an important next step in the usability
evaluation of complex health interventions such as EBPIs and
strategies will be to extend this study to other domains of health.
Although mental and behavioral health interventions are among
the most complex in contemporary health care, often
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representing reciprocal, socially mediated processes delivered
over many months (eg, psychotherapy protocols lasting 12-16
sessions), other fields also use interventions with a high degree
of complexity (eg, 6-month lifestyle interventions for women
at high risk of breast cancer [82]). Although additional research
is needed to determine the extent to which these interventions
might demonstrate comparable usability issues, as well as be
improved with similar heuristics, it is likely that many of our
findings apply to improving the intervention implementability
more broadly. Some usability issue categories identified in our
research (eg, overreliance on technology and unavailable
infrastructure, incompatibility with interventionist preference
or practice, incompatibility with a setting’s workflows,
insufficient support for communication, and supporting) parallel
concerns noted in other health systems research (eg, need to

attend to workflows and communication; organizational policies,
procedures, and culture; and computing infrastructure [61]).

Conclusions
Previous research has indicated that usability may explain the
low adoption of EBPIs in nonspecialty settings [39]. A total of
13 projects examining EBPIs and associated implementation
strategies identified 90 usability issues, which our team clustered
into 12 categories. Of the 90 issues, 29 could prevent the
completion of part of an EBPI, and 50 could cause significant
delay or frustration in care. We contribute to an approach for
analyzing and reporting usability issues in future projects,
categories of usability issues that EBPI and implementation
strategy designers should seek to avoid, and heuristics to support
more usable EBPI and implementation strategy designs.
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Abstract

Background: The COVID-19 pandemic has created environments with increased risk factors for household violence, such as
unemployment and financial uncertainty. At the same time, it led to the introduction of policies to mitigate financial uncertainty.
Further, it hindered traditional measurements of household violence.

Objective: Using an infoveillance approach, our goal was to determine if there were excess Google searches related to exposure
to child abuse, intimate partner violence (IPV), and child-witnessed IPV during the COVID-19 pandemic and if any excesses are
temporally related to shelter-in-place and economic policies.

Methods: Data on relative search volume for each violence measure was extracted using the Google Health Trends application
programming interface for each week from 2017 to 2020 for the United States. Using linear regression with restricted cubic
splines, we analyzed data from 2017 to 2019 to characterize the seasonal variation shared across prepandemic years. Parameters
from prepandemic years were used to predict the expected number of Google searches and 95% prediction intervals (PI) for each
week in 2020. Weeks with searches above the upper bound of the PI are in excess of the model’s prediction.

Results: Relative search volume for exposure to child abuse was greater than expected in 2020, with 19% (10/52) of the weeks
falling above the upper bound of the PI. These excesses in searches began a month after the Pandemic Unemployment Compensation
program ended. Relative search volume was also heightened in 2020 for child-witnessed IPV, with 33% (17/52) of the weeks
falling above the upper bound of the PI. This increase occurred after the introduction of shelter-in-place policies.

Conclusions: Social and financial disruptions, which are common consequences of major disasters such as the COVID-19
pandemic, may increase risks for child abuse and child-witnessed IPV.

(J Med Internet Res 2022;24(6):e36445)   doi:10.2196/36445

KEYWORDS

child abuse; household violence; infoveillance; violence; domestic violence; abuse; Google; COVID-19

Introduction

Child abuse and intimate partner violence (IPV) are common.
In the United States, 37% of children will be involved in an

official investigation by Child Protective Services, whereas
25% of women and 11% of men experience IPV [1,2]. The
downstream effects of abuse are profound; compared to adults
not reporting histories of abuse, adults with histories of abuse
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are 60% more likely to abuse drugs, 60% more likely to develop
cardiovascular disease, and 3 times more likely to attempt
suicide, demonstrating the wide-ranging effects on health across
the life course [3,4]. These increased risks of adverse adult
health outcomes are hypothesized to be mediated through several
pathways such as increased high-risk behaviors (eg, substance
abuse, smoking, and exercise avoidance), dysregulated immune
functioning, and psychiatric disorders [5].

The risk factors for perpetrating child abuse and IPV include
(but are not limited to) undergoing economic stress, feelings of
isolation and disconnection, and parental stress (for child abuse)
[6,7]. These risk factors were magnified during the first year of
the COVID-19 pandemic through increased unemployment,
shelter-in-place (SIP) policies, and remote schooling. Previous
studies found that calls to the US hotline Childhelp increased
during the first year of the pandemic, as did arrests, calls, and
reports to police departments related to domestic violence [8,9].
At the same time, policy responses to mitigate financial
uncertainty in the United States were substantial. For example,
the Pandemic Unemployment Compensation (PUC) program
increased unemployment payments by US $600 per week for
4 months, which offered an opportunity to explore the potential
protective impacts of policies mitigating financial uncertainty.
A challenge, however, is that the pandemic hindered the
measurement of violence through traditional measures, for
example, by reducing interactions with mandated reporters of
child maltreatment [10]. A previous study found that during the
Great Recession, places with decreases in Child Protective
Services referrals had increases in both child mortality and
Google searches for child abuse [11]. The divergence of reports
from other measures of abuse suggests that abuse surveillance
based on referrals may be hindered during periods of economic
upheaval and that Google searches may help overcome this
limitation.

We considered a broad set of Google searches based on the
terms that individuals experiencing or witnessing child abuse
or IPV would use as a measure of the incidence of household
violence. This approach to monitoring epidemiologic trends
falls under the field of “infoveillance,” where user-generated
data collected from the internet and social media sites are used
for surveillance [12,13]. Peaks in Google searches related to
domestic violence were found to occur in the same months as
peaks in police calls for domestic violence, suggesting that
Google searches may offer a promising way to measure
household violence outcomes [14]. The use of Google searches
to measure epidemiologic outcomes has varied; searches related
to influenza did not track well with the incidence of
influenza-like illnesses [15-17], but searches related to the loss
of smell correlated strongly with COVID-19 cases and deaths
in the first months of the first wave of the pandemic [18]. Given
that the pandemic hindered the measurement of violence in
conjunction with similar trends of domestic violence with
Google searches, the infoveillance approach is well-suited to
study violence during a time of uncertainty.

The objective of this study was to establish whether Google
searches for child abuse and IPV, which are nontraditional
violence measures, increased during the pandemic and consider
the timing of the increases in relation to SIP and economic

policies that may affect violence risk factors. The findings will
have implications for future policy responses to major crises.

Methods

Data Collection
To measure exposure to child abuse, child-witnessed IPV, and
exposure to IPV using search data, we created 3 lists of queries
that individuals who experience or witness abuse may search
for on the internet (see Multimedia Appendix 1). Our
methodology has been used in a previous study (Neumann et
al, unpublished data, 2022). We conducted a review of the
literature to determine how children and adults discuss these
experiences (eg, Foster and Hagedorn [19]). We also considered
the language used in validated scales measuring violence. We
then tested the sensitivity and specificity of these search phrases
by searching for them using a Google Incognito browser to
ensure that the results were consistent with those experiencing
or witnessing abuse and discarded the search phrases that did
not appear relevant. We settled on 3 final search terms, each of
which combined phrases specific to an abuse subtype (ie,
exposure to child abuse, child-witnessed IPV, and exposure to
IPV).

The Google Health Trends application programming interface
(API) was used to obtain the Google search volume for 3
separate violence measures: exposure to child abuse,
child-witnessed IPV, and exposure to IPV. To obtain the search
data from the API, the researcher must first apply for an API
key. Search terms, geographic region, and the time period of
interest must be entered by the researcher, and the API will then
return the probability of the search terms for the specified
geo-time period. The returned results are based on a random
sample of all Google searches and then, for readability, scaled
by 10 million (2020 Google Health Trends API Getting Started
Guide, unpublished document provided with API key). The API
output must be interpreted as a relative search volume with an
unknown denominator as the total number of searches used to
calculate the returned probability is unknown to researchers.
For this study, we obtained national-level weekly search
volumes for each of our 3 search terms from 2017 to 2020 in
the United States. We chose this geo-temporal resolution so
that we could assess trends relative to important federal policy
changes. All data were retrieved from the API between July 6
and 24, 2021. Since the returned values are probabilities based
on a random sample of all Google searches, it is also important
to account for sampling variability. To obtain more stable search
volume estimates, 10 samples of each search were extracted.
We computed both the mean and median of the estimates; their
difference was very small, so we used the mean in the model.

Statistical Model
We first built a prediction model using data from 2017 to 2019.
Using a linear regression fit using ordinary least squares, we
modeled weekly Google search volume based on date, entered
with a main effect term (to control for linear increases [or
decreases] in Google search volume over the prediction period)
and a restricted cubic spline for the week of year (with interior
knots at the 10th, 50th, and 90th percentiles) to capture seasonal
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patterning. We report the adjusted r-squared value to quantify
the amount of outcome variation that is captured by the model.

We then used the model to predict the expected Google search
volume for each week in 2020 alongside its 95% prediction
intervals (PI). PIs place bounds on where observed individual
values are expected to fall [20]. Thus, observations from 5%
(2-3 weeks) of the 52 weeks in 2020 are expected to fall outside
of the bounds of the 95% PI, and any more than that is
considered a notable finding that is not predicted given the
previous trends in the search volume.

We plotted weekly search volume, overlayed with the predicted
searches and 95% PI. We annotated these plots with information
about policies and payments that may ameliorate or accentuate
risk factors for abuse, including the introduction of state-specific
SIP policies (starting March 19, 2020 [21,22]), the date when
individuals started receiving one-time Economic Impact
Payments (April 17, 2020 [23]), and the end date of the PUC
program (July 31, 2020 [23]), which provided an additional US
$600 per week to claimants on top of usual unemployment
benefits.

The R statistical software (version 4.1.0; R Foundation for
Statistical Computing) was used to conduct this analysis. All
code can be found in the GitHub repository [24].

Ethical Considerations
No personal information is available to researchers through the
Google Health Trends API (2020 Google Health Trends API
Getting Started Guide, unpublished document provided with
API key). Google search volumes below an unspecified lower
bound are suppressed by Google and not made available to
researchers.

Results

Google Search Volumes
Yearly average Google search volumes for the abuse outcomes
ranged between volumes of 58.3 (child-witnessed IPV in 2019)
and 87.0 (exposure to child abuse in 2020; Table 1 and Figures
S1-3 in Multimedia Appendix 2). All models met the
assumptions required for linear regression (Figures S4-6 in
Multimedia Appendix 2).

Table 1. Yearly average Google search volume and SD for exposure to child abuse, child-witnessed intimate partner violence (IPV), and exposure to
IPV.

Google search volume, mean (SD)Domain of abuse

2020201920182017

87.0 (8.2)83.8 (6.3)79.0 (7.5)85.0 (9.4)Exposure to child abuse

64.0 (8.7)58.3 (6.0)58.7 (6.4)60.0 (7.0)Child-witnessed IPV

80.1 (7.2)82.1 (7.3)85.6 (6.2)80.7 (5.9)Exposure to IPV

Exposure to Child Abuse
Over the time period from 2017 to 2019, the Google search
volume for child abuse was consistently highest in June and
lowest in January, and the search volume decreased slightly
year-to-year (Figure 1A). The model explained 15.3% of the
variation in child abuse searches. From 2017 to 2019 inclusive,

5 out of 157 (3.2%) weeks fell outside of the PI, as expected,
with 2 points above and 3 points below the upper and lower
bounds, respectively. In 2020, 10 out of 52 (19%) weeks fell
above the PI, all above the upper bound, suggesting an increase
in child abuse searches. These increases were detected beginning
August 30, 2020, about 4 weeks after the end of the PUC
program.
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Figure 1. Average weekly Google search volume (points) alongside predicted Google search volume (curve) and 95% prediction intervals (grey and
blue bands) for (A) exposure to child abuse, (B) child-witnessed intimate partner violence, and (C) exposure to intimate partner violence, United States,
2017-2020. State-specific shelter-in-place (SIP) policies began on March 19, 2020, with California’s SIP order, shortly after the national emergency
was declared on March 13, 2020. The Coronavirus Aid, Relief, and Economic Security (CARES) Act was enacted on March, 27, 2020, and one-time
Economic Impact Payments (EIP) were sent to nearly 90 million individuals by April 17, 2020, as part of the CARES Act. The Pandemic Unemployment
Compensation (PUC) program, which was also part of the CARES act and provided an additional US $600 per week to claimants on top of usual
unemployment benefits, expired on July 31, 2020.

Child-Witnessed IPV
From 2017 to 2019, the Google search volume was consistently
highest in December and lowest in October, and the search
volume declined slightly year-to-year (Figure 1B). The model
explained 11.4% of the variation in child-witnessed IPV
searches. From 2017 to 2019 inclusive, 6 out of 157 (3.8%)
weeks occurred outside of the PI (3 points each above and below
the upper and lower bounds), as expected, while in 2020, 17
out of 52 (33%) fell above the PI, suggesting an increase in
child-witnessed IPV searches. All increases occurred after SIP
policies began and continued after the end of the PUC program.

Exposure to IPV
From 2017 to 2019, IPV searches showed dips in November
and December, with an otherwise flat yearly trend (Figure 1C).

The model explained only 1.8% of the variation in the Google
search volume for exposure to IPV. The model detected 3 out
of 52 (6%) weeks with lower-than-expected search volumes in
2020, which was similar to prepandemic years (5%, 8/157).

Discussion

Principal Findings
Overall, we found that following the start of the COVID-19
pandemic, child abuse and child-witnessed IPV searches were
elevated beyond that predicted by search history (from 2017 to
2019) for a substantial fraction of months/weeks. Child abuse
searches increased a month after the PUC program ended. This
pattern would be consistent with the hypothesis that the
substantial loss in income from the end of the PUC program

J Med Internet Res 2022 | vol. 24 | iss. 6 |e36445 | p.371https://www.jmir.org/2022/6/e36445
(page number not for citation purposes)

Riddell et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


may have led to an increase in child abuse; this would be
valuable to examine in future research. These findings are
consistent with previous literature linking decreased family
income downstream of policy changes to increased reports to
Child Protective Services [25-27]. Child-witnessed IPV
searches, but not exposure to IPV searches, increased at the
time of SIP policies. This might suggest greater opportunities
for children to witness IPV rather than an increase in IPV itself,
although searches for IPV itself might have been impacted by
less privacy with household members spending more time
together. The findings of increases in child abuse and
child-witnessed IPV align with documented increases in calls
to ChildHelp and police reports for domestic violence [8,9]. In
the first study, calls to the hotline Childhelp increased 14%
during 2020 compared to 2019 [8]. In the second study,
increases between 10% to 27% were reported in the number of
arrests, calls, or reports to police departments related to domestic
violence [9]. This study is important because Google search
data are a promising alternative to traditional measures of child
abuse and IPV, which have well-documented reporting biases.
Surveys estimate that less than 10% of child abuse [28] and less
than half of domestic abuse is reported [29], implying that the
majority of abuse goes undetected using traditional measures.
The consistency of our findings with research that used hotline
and police report data adds to the limited evidence on the
impacts of the pandemic on child abuse and IPV and supports
the promise of this approach to measuring abuse. Google search
data may become particularly salient for this purpose at times
when traditional detection approaches may be disrupted.

Limitations
Our study has limitations. First, we did not directly measure
child abuse or IPV, and this study assumes that Google searches
for child abuse and IPV track with the underlying incidence of
the outcomes. A previous study found that Google searches for
domestic abuse were associated with police calls for domestic

violence in Finland [14], but no studies have examined this link
in the United States. A second limitation is that Google searches
can only be performed by individuals with access to the internet.
Thus, the results may not generalize to households with no
internet access, especially if the effect of the pandemic on abuse
was larger or smaller compared to households with internet
access. These results also do not reflect the experiences of
children who do not use the internet, and thus may correspond
more to the experiences of older children. Although some studies
have found that Google searches can be affected by mass media
related to the topic [30], we attempted to overcome this by
limiting searches to those made by individuals experiencing or
witnessing abuse, rather than focusing on broad searches like
“child abuse” that may track with high-profile cases of abuse.
We also removed terms that returned Google search results that
were not relevant to exposure to abuse or child-witnessed IPV
as part of a process we developed to use Google searches to
measure epidemiologic constructs (Neumann et al, unpublished
data, 2022). Lastly, the analytic approach we used can be
hindered by multiple testing, since we deemed that a week of
Google search volume was notable if it fell outside of the PI
and we do this for each week in 2020. However, we found that
multiple weeks—serially located in time—fall above the PI,
which does not seem to suggest that we were detecting a
“one-off” that happens to fall outside the PI. Thus, we do not
believe that multiple testing played a role in these findings.

Conclusions
Social and financial disruptions, which are common
consequences of major disasters, may increase the risks for child
abuse and child-witnessed IPV. The increase in child abuse
searches after the abrupt loss of income when PUC payments
ceased suggests that economic mitigation strategies may be
protective if sustained, though this study did not establish
causation. Public health responses to future disasters should
incorporate strategies to mitigate household violence.
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Abstract

Background: Telehealth for emergency stroke care delivery (telestroke) has had widespread adoption, enabling many hospitals
to obtain stroke center certification. Telehealth for pediatric emergency care has been less widely adopted.

Objective: Our primary objective was to determine whether differences in policy or certification requirements contributed to
differential uptake of telestroke versus pediatric telehealth. We hypothesized that differences in financial incentives, based on
differences in patient volume, prehospital routing policy, and certification requirements, contributed to differential emergency
department (ED) adoption of telestroke versus pediatric telehealth.

Methods: We used the 2016 National Emergency Department Inventory–USA to identify EDs that were using telestroke and
pediatric telehealth services. We surveyed all EDs using pediatric telehealth services (n=339) and a convenience sample of the
1758 EDs with telestroke services (n=366). The surveys characterized ED staffing, transfer patterns, reasons for adoption, and
frequency of use. We used bivariate comparisons to examine differences in reasons for adoption and use between EDs with only
telestroke services, only pediatric telehealth services, or both.

Results: Of the 442 EDs surveyed, 378 (85.5%) indicated use of telestroke, pediatric telehealth, or both. EDs with both services
were smaller in bed size, volume, and ED attending coverage than those with only telestroke services or only pediatric telehealth
services. EDs with telestroke services reported more frequent use, overall, than EDs with pediatric telehealth services: 14.1%
(45/320) of EDs with telestroke services reported weekly use versus 2.9% (8/272) of EDs with pediatric telehealth services
(P<.001). In addition, 37 out of 272 (13.6%) EDs with pediatric telehealth services reported no consults in the past year. Across
applications, the most frequently selected reason for adoption was “improving level of clinical care.” Policy-related reasons (ie,
for compliance with outside certification or standards or for improving ED performance on quality metrics) were rarely indicated
as the most important, but these reasons were indicated slightly more often for telestroke adoption (12/320, 3.8%) than for pediatric
telehealth adoption (1/272, 0.4%; P=.003).

Conclusions: In 2016, more US EDs had telestroke services than pediatric telehealth services; among EDs with the technology,
consults were more frequently made for stroke than for pediatric patients. The most frequently indicated reason for adoption
among all EDs was related to clinical care.

(J Med Internet Res 2022;24(6):e33981)   doi:10.2196/33981
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Introduction

Resource availability in US emergency departments (EDs) varies
substantially, with major disparities in access to specialists [1].
With increasing regionalization of care, consultants may become
less available in smaller or more rural EDs [2,3]. Telehealth has
been increasingly acknowledged as a tool that may mitigate
these disparities in access. With rapid expansion in the use of
telehealth in emergency care delivery during the COVID-19
pandemic [4-6], it is possible that growth in technological
infrastructure may be harnessed for longer-term solutions.

Telehealth for emergency stroke care delivery (telestroke) has
a history of successful implementation, with a large body of
work demonstrating improved delivery of stroke care [7-10].
One possible explanation for the extensive adoption of telestroke
may be that it can provide a more cost-effective way for
hospitals to achieve certification requirements that would have
otherwise been difficult, if not impossible, to attain. For
example, by providing 24/7 access to neurology consultation,
telestroke has likely enabled many hospitals to achieve stroke
center status without the expense of fully staffing in-person
neurologist coverage. By achieving this designation, hospitals
may then advertise themselves as stroke centers, may receive
more stroke patient transports from prehospital emergency
medical services (EMS), and may have the ability to admit
stroke patients who may have otherwise been transferred to
another facility. Given the generally favorable billing associated
with diagnosis-related groups (DRGs) for patients admitted
with stroke diagnoses, hospitals may readily see the financial
advantages of investing in telestroke services.

In contrast to stroke, telehealth in pediatric emergency care (ie,
pediatric telehealth) is infrequently used [11]. Many studies
have demonstrated the relationship between telehealth and
improved care and decision-making in the care of critically ill
children in rural EDs [12,13], to help avoid unnecessary transfers
[14], and to improve patient satisfaction [12]. Yet even when
pediatric telehealth programs exist, low consult volumes often
lead to discontinuation [15]. While designations for pediatric
EDs exist, unlike stroke center certification, there is not a widely
advertised national pediatric emergency care certification
program that would enable hospitals to tout their certification
status or to admit patients with advantageous billing. Overall,
the financial and policy incentives for telestroke adoption are
largely absent with respect to pediatric telehealth. We
hypothesized that this contrast between stroke and pediatric
emergency care might be an important factor driving differential
uptake of telehealth for stroke versus for pediatric care.

To better understand barriers and motivators of telehealth
adoption in EDs, we surveyed US EDs with telestroke and
pediatric telehealth prior to the COVID-19 pandemic. Our
primary objective was to determine whether differences in policy
or certification requirements contributed to differential uptake
of telestroke versus pediatric telehealth. We hypothesized that
differences in hospital financial incentives, based on differences
in patient volume, prehospital patient routing policy, and
certification requirements, contributed to differential ED
adoption of telestroke versus pediatric telehealth. These findings

may have implications for health system leaders or policy
makers interested in increasing uptake of pediatric telehealth.

Methods

Study Design, Selection of Participants, Survey, and
Administration
We used data from the 2016 National Emergency Department
Inventory–USA (NEDI-USA) survey responses to classify all
responding EDs based on use of telehealth for stroke and for
pediatric emergency care, and we targeted these EDs for a
follow-up survey. The NEDI-USA survey is a brief, one-page
survey that collects basic ED characteristics, including staffing
and telehealth use, from EDs nationally (n=5404). The survey
was administered in 2017 to characterize US EDs in 2016. The
NEDI-USA survey is included in Multimedia Appendix 1 and
was coordinated by the Emergency Medicine Network (EMNet)
[16]; methods have been previously reported, including details
of the telehealth component of the survey [11]. In 2018, as part
of a study focused on understanding barriers and facilitators to
ED adoption of telehealth, we administered a set of follow-up
surveys to EDs using telehealth for stroke and for pediatric
emergency care; this was done to understand the differential
motivators of telehealth adoption between EDs using telehealth
for stroke versus for pediatric emergency care. The surveys
characterized details of the ED and clinical care, barriers to use
for nonusers, and details of telehealth use in the preceding year
for users.

Based on our a priori sample size calculations, we determined
that we would need 453 EDs with telestroke services and 453
EDs with pediatric telehealth services for our follow-up survey
in order to detect a 10% difference in the proportion of EDs
indicating a policy-based motivation for adoption, assuming an
α value of .05 and power of 0.80. There were more than 453
EDs with telestroke services (n=1758) but fewer than 453 EDs
with pediatric telehealth services (n=339). Among these, there
were 259 EDs that reported both pediatric telehealth and
telestroke services. We identified a random sample of 366 EDs
with telestroke services but not pediatric telehealth services,
and all EDs that reported only pediatric telehealth services
(n=339). Thus, the final population of EDs receiving the second
survey included 76 EDs with pediatric telehealth but not
telestroke services, 263 EDs with telestroke and pediatric
telehealth services, and 103 EDs with telestroke but not pediatric
telehealth services; this generated a total of 442 EDs for the
follow-up survey. This study was conducted as part of a larger
grant-funded study with other aims, related to understanding
barriers and facilitators of ED adoption and use of telehealth
[17,18]; this included a separate survey to rural EDs that did
not receive telestroke or pediatric telehealth certification. On
that survey, some responding EDs subsequently clarified that
they did have telestroke or pediatric telehealth services; these
EDs were then included in this analysis.

The follow-up survey varied slightly based on the nature of
telehealth use in the surveyed EDs. The survey included
additional questions characterizing ED staffing and transfer
patterns, as these may influence telehealth adoption; provider
perceptions of reasons for telehealth adoption; and estimated

J Med Internet Res 2022 | vol. 24 | iss. 6 |e33981 | p.376https://www.jmir.org/2022/6/e33981
(page number not for citation purposes)

Zachrison et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


frequency of telehealth use. This survey included a combination
of questions from prior research [19], as well as questions
specifically developed for the aims of this study. The newly
added questions were developed with input from several
telehealth researchers, as well as emergency medicine
researchers and nonresearch faculty. An example of the version
of the survey including questions for EDs with telestroke and
pediatric telehealth services is included in Multimedia Appendix
1.

We mailed the follow-up surveys by post to ED directors twice
over a 3-month period and included a link to a web-based
version of the survey in each mailing. We also followed up with
nonresponsive and partially responding sites via telephone.
Survey data were managed using REDCap (Research Electronic
Data Capture; Vanderbilt University).

Outcomes
The primary outcome was reason for telehealth adoption. We
dichotomized responses as motivated by policy or certification
requirements (“yes” or ”no”). This was based on the response
to the question asking about the single most important factor
influencing the decision to adopt telehealth (Figure 1). Response
options included (1) improving level of clinical care, (2)
facilitating transfers to tertiary center, (3) enabling compliance
with outside certification or standards, (4) improving ED
performance on quality metrics, (5) reducing medicolegal
liability, (6) benefits our hospital financially, (7) other (specify),
and (8) not sure. Responses classified as policy or certification
motivated were “enabling compliance with outside certification
or standards” and “improving ED performance on quality
metrics.” Any free-text responses included in the “other” section
were independently reviewed and coded by two authors (KSZ
and EMH) as policy or certification motivated or not.

Figure 1. Screenshot of the survey question regarding the reason for telehealth adoption. ED: emergency department.

Other Variables of Interest
The full survey is included in Multimedia Appendix 1. We also
collected data on ED volume and characteristics of the ED space
and staffing. We collected stroke-related variables, including
certification status, typical treatment and stroke patient
dispositions, availability of neurologists, and frequency of
telestroke use in 2016. We collected pediatric emergency
care–related variables, including who typically cares for a child
presenting to the ED, availability of in-person pediatric
consultation, and estimated frequency of pediatric telehealth
consultation in 2016.

We identified academic EDs as those that were the primary site
for an emergency medicine residency [20]. We identified rural
EDs as those located outside of a core-based statistical area
[21]. We used data from the Center for Connected Health Policy
[22] and the American Telehealth Association 2016 Gaps
Analysis [23] to identify states’ telehealth policy environment
based on state policy in 2016. States were categorized as having
no coverage parity (ie, no requirement for payors to reimburse
telehealth care), a partial or conditional mandate for payment
parity, or full payment parity.

Analysis
Data analysis was performed using SAS software (version 9.4;
SAS Institute Inc). Our analysis focused on EDs indicating that
they had telestroke services, pediatric telehealth services, or
both in 2016. We compared EDs by telehealth usage using the
Kruskal-Wallis test for continuous variables, the chi-square test
for categorical variables, and the Fisher exact test for small-sized
categorical variables of interest (ie, >20% of cells with expected

frequencies of <5). For simplicity, we report P values only for
the key comparisons. We addressed our research hypothesis by
determining the proportion of telestroke EDs for which the
reason for adoption was policy motivated, and the proportion
of pediatric telehealth EDs for which the reason for adoption
was policy motivated.

Ethics Approval
This study was approved by the Mass General Brigham
Institutional Review Board (protocol No. 2017P000130).

Results

Overview
The 2016 NEDI-USA survey yielded responses from 4506 out
of 5404 (83.38%) EDs; 4410 out of 5404 (81.61%) EDs
responded to the telehealth question asking them to report
presence or absence of telehealth in the ED [11]. Based on the
responses to the telehealth questions on the NEDI-USA, we
identified EDs using telestroke and pediatric telehealth for our
follow-up survey. Details of the sampling strategy are included
in the Methods.

Of the 442 EDs sampled for our follow-up survey, 378 (85.5%)
responded; this included 106 (28.0%) EDs with telestroke but
not pediatric telehealth, 214 (56.6%) EDs with telestroke and
pediatric telehealth, and 58 (15.3%) EDs with pediatric
telehealth but not telestroke.

ED Characteristics
Characteristics of the 378 EDs in our sample are provided in
Table 1. EDs had a median annual volume of 9959 (IQR
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2475-30,000) visits and a median annual pediatric volume of
1800 (IQR 429-5163) visits. Very few were academic EDs (n=6,
1.6%), but nearly half were rural (n=179, 47.4%). More EDs
were in the Midwest (n=144, 38.1%) and the South (n=102,
27.0%) than in the West (n=79, 20.9%) and the Northeast (n=49,
13.0%). Most EDs were in states without any payment parity

policy (n=237, 62.7%), though 107 (28.3%) were in states with
partial payment parity, and 34 (9.0%) were in states with full
payment parity. Other frequently reported applications of
telehealth in these EDs included psychiatry (n=173, 45.8%) and
trauma (n=159, 42.1%).

Table 1. Emergency department characteristics overall and by type of telehealth used.

EDs with pediatric tele-
health only (n=58)

EDs with telestroke and pe-
diatric telehealth (n=214)

EDs with telestroke
only (n=106)

All EDs in sample
(N=378)

EDa characteristics

14,733

(6005-35,400)

4783

(1278-20,000)

20,945

(8605-40,033)

9959

(2475-30,000)

ED volume (visits), median (IQR)

2993

(766-6000)

860

(240-3211)

3664

(1596-6590)

1800

(429-5163)

ED pediatric volume (visits), median (IQR)

9 (15.5)15 (7.0)15 (14.2)39 (10.3)Pediatric space in ED, n (%)

10 (17.2)23 (10.7)13 (12.3)46 (12.1)PECCb, n (%)

12 (6-20)6 (3-14)13 (8-24)9 (4-19)Total number of beds (adult and pediatric), me-
dian (IQR)

5 (4-8)4 (1-6)6 (4-12)4 (2-8)Number of FTEc attendings, median (IQR)

Proportion of attending emergency physicians BC/BEd by ABEMe, AOBEMf, or ABPg in pediatric emergency medicine (%), n (%)

12 (20.7)71 (33.2)21 (19.8)104 (27.5)<20

6 (10.3)16 (7.5)10 (9.4)32 (8.5)20-49

10 (17.2)17 (7.9)7 (6.6)34 (9.0)50-79

24 (41.4)77(36.0)55 (49.1)156 (41.3)80-100

6 (10.3)33 (15.4)13 (12.3)52 (13.8)Missing

2 (3.4)1 (0.5)3 (2.8)6 (1.6)Academic, n (%)

22 (37.9)125 (58.4)32 (30.2)179 (47.4)Rural location, n (%)

Region, n (%)

16 (27.6)18 (8.4)17 (16.0)51 (13.5)Northeast

12 (20.7)101 (47.2)30 (28.3)143 (37.8)Midwest

20 (34.5)46 (21.5)37 (34.9)103 (27.2)South

10 (17.2)49 (22.8)22 (20.8)81 (21.1)West

State payment policy, n (%)

7 (12.1)21 (9.8)6 (5.7)34 (9.0)Full parity

20 (34.5)52 (24.3)35 (33.0)107 (28.3)Partial parity

31 (53.4)141 (65.9)65 (61.3)237 (62.7)None

Other specialties for which ED receives telehealth, n (%)

18 (31.0)125 (58.4)30 (28.3)173 (45.8)Psychiatry

12 (20.7)126 (58.9)21 (19.8)159 (42.1)Trauma

5 (8.6)44 (20.6)5 (4.7)54 (14.3)Dermatology

3 (5.2)48 (22.5)8 (7.5)59 (15.6)Radiology

aED: emergency department.
bPECC: pediatric emergency care coordinator.
cFTE: full-time equivalent.
dBC/BE: board certified or board eligible.
eABEM: American Board of Emergency Medicine.
fAOBEM: American Osteopathic Board of Emergency Medicine.
gABP: American Board of Pediatrics.
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Stroke Care and Telestroke Use
EDs with telestroke services only were more frequently Joint
Commission–certified stroke centers relative to those with
telestroke and pediatric telehealth services or pediatric telehealth
services only (Table 2). With respect to availability of an
in-person neurologist, EDs with telestroke and pediatric
telehealth had the least availability. Of all telestroke EDs
(n=320), 45 (14.1%) reported weekly use and another 44
(13.8%) reported using telestroke services every 1 to 2 weeks

during 2016. Fewer than one-third of EDs with telestroke
reported administering alteplase without a telestroke consultation
(n=94, 29.4%). There were no significant differences in
admission practices between groups, with the exception of
admission of alteplase-treated patients. EDs with only telestroke
services reported capacity to admit alteplase-treated stroke
patients more frequently (36/106, 34.0%) relative to EDs with
both telestroke and pediatric telehealth services (42/214, 19.6%)
or EDs with only pediatric telehealth services (13/58, 22%;
P=.02).
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Table 2. Telestroke use and the clinical care of stroke patients.

EDs with pediatric
telehealth only

(n=58), n (%)

EDs with telestroke and pe-
diatric telehealth

(n=214), n (%)

EDs with tele-
stroke only

(n=106), n (%)

All EDs in sample

(N=378), n (%)
EDa characteristics

16 (27.6)56 (26.2)45 (42.5)117 (31.0)Joint Commission certification

6/42 (14.3)37/158 (23.4)16/61 (26.2)59/261 (22.6)If no Joint Commission certification, alterna-
tive stroke certification status

11 (19.0)25 (11.7)27 (25.5)63 (16.7)Neurologist available in person in the ED

If neurologist available in person, timing of arrival (minutes)b

7 (63.6)14 (56.0)18 (66.7)39 (61.9)0-29

3 (27.3)5 (20.0)8 (29.6)16 (25.4)30-59

1 (9.1)4 (16.0)0 (0)5 (7.9)≥60

9 (81.8)12 (48.0)17 (63.0)38 (60.3)If neurologist available, is available 24/7b

Approximate number of telestroke consultations in 2016

N/Ac27 (12.6)10 (9.4)37 (9.8)None

N/A100 (46.7)33 (31.1)133 (35.2)<12 (<1/month)

N/A23 (10.7)18 (17.0)41 (10.8)12-25 (every 3-4 weeks)

N/A29 (13.6)15 (14.2)44 (11.6)26-52 (every 1-2 weeks)

N/A23 (10.7)22 (20.8)45 (11.9)>52 (>1/week)

N/A12 (5.6)8 (7.5)20 (5.3)Missing

In 2016, was alteplase ever administered to a stroke patient in the ED without a telestroke consultation?

N/A64 (30.0)30 (28.3)94 (24.9)Yes

N/A112 (52.3)55 (51.9)167 (44.2)No

N/A30 (14.0)16 (15.1)46 (12.2)Not sure

In 2016, approximately how many stroke patients were treated with alteplase in your ED?

3 (5.0)21 (9.8)5 (4.7)29 (7.7)0

18 (31.0)83 (38.8)28 (26.4)129 (34.1)1-3

32 (55.2)84 (39.3)56 (52.8)172 (49.4)≥4

2 (3.4)20 (9.3)14 (13.2)36 (9.5)Not sure

Patients typically admitted by hospital

43 (74.1)164 (76.6)85 (80.2)292 (77.2)Patients who experienced TIAd

38 (65.5)113 (52.8)64 (60.4)215 (56.9)Patients who experienced stroke, without
alteplase

13 (22.4)42 (19.6)36 (34.0)91 (24.1)Patients who experienced stroke, treated
with alteplase

aED: emergency department.
bThese values are based on the number of neurologists available in person in the ED—all EDs: n=63; EDs with telestroke: n=27; EDs with both: n=25;
EDs with pediatric telehealth: n=11.
cN/A: not applicable; no telestroke services.
dTIA: transient ischemic attack.

Pediatric Care and Pediatric Telehealth Use
The vast majority of EDs in the sample reported that children
were generally cared for by a general emergency physician
(289/378, 76.5% overall); however, this did vary by category
of telehealth use (Table 3). Among all EDs with pediatric

telehealth services, frequency of use was relatively low, with 8
out of 272 (2.9%) reporting weekly use, and 12 (4.4%) reporting
use every 1 to 2 weeks. Most (164/272, 60.3%) reported use
fewer than 12 times over the year. Many EDs with pediatric
telehealth did report using telehealth for pediatric mental health
consultation (82/272, 30.1%).
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Table 3. Use of telehealth for pediatric emergency care and the clinical care of children.

EDs with pediatric
telehealth only
(n=58), n (%)

EDs with telestroke
and pediatric tele-
health (n=214), n (%)

EDs with telestroke
only (n=106), n (%)

All EDs in sample
(N=378), n (%)

EDa characteristics

Who typically cares for a child presenting to the ED at 6 PM on a typical day?

5 (8.6)6 (2.8)8 (7.5)19 (5.0)Pediatric emergency physician

50 (86.2)145 (67.8)94 (88.7)289 (76.5)General emergency physician

5 (8.6)9 (4.2)9 (8.5)23 (6.1)General pediatrician

11 (19.0)62 (29.0)17 (16.0)90 (23.8)Physician of another specialty

34 (58.6)148 (69.2)70 (66.0)252 (66.7)Physician assistant or nurse practitioner

Professional available for in-person pediatric consultation

21 (36.2)43 (20.1)45 (42.4)109 (28.8)Pediatrics attending

2 (3.4)4 (1.9)3 (2.8)9 (2.4)Pediatrics trainee

18 (31.0)76 (35.5)34 (32.1)128 (33.9)Family medicine attending

3 (5.2)5 (2.3)3 (2.8)11 (2.9)Family medicine trainee

6 (10.3)24 (11.2)10 (9.4)40 (10.6)Other

20 (34.5)92 (43.0)32 (30.2)144 (38.1)None

42 (72.4)164 (76.6)77 (72.6)283 (74.9)Does a physician assistant or nurse practitioner ever
provide care for a child in the ED? (yes)

37/42 (88.1)81/164 (49.4)56/77 (72.7)174/283 (61.5)If yes to above, are they supervised by the on-site
attending? (yes)

In 2016, approximate number of telehealth consultations for pediatric emergency care

8 (13.8)29 (13.6)N/Ab37 (9.8)None

37 (63.8)127 (59.2)N/A164 (43.4)<12 (<1/month)

8 (13.8)32 (15.0)N/A40 (10.6)12-25 (every 3-4 weeks)

2 (3.5)10 (4.7)N/A12 (3.2)26-52 (every 1-2 weeks)

0 (0)8 (3.7)N/A8 (2.1)>52 (>1/week)

13 (22.4)69 (32.2)N/A82 (21.7)In 2016, did your ED ever use telehealth for pediatric
mental health consultation? (yes)

aED: emergency department.
bN/A: not applicable; no pediatric telehealth services.

Policy- Versus Nonpolicy-Motivated Adoption of
Telehealth
Among all EDs with telestroke services, 213 out of 320 (66.6%)
reported a policy-motivated reason for adoption, whereas among
EDs with pediatric telehealth services, 138 out of 272 (50.7%)
did so (Table 4). When asked to select the single most important

factor influencing the decision for adoption, policy-motivated
reasons were rarely selected, but they were selected slightly
more frequently by EDs with telestroke services (12/320, 3.8%)
than by EDs with pediatric telehealth services (1/272, 0.4%;
P=.003). Reasons specified when “other” was selected are
included in Table S1 in Multimedia Appendix 1.
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Table 4. Factors influencing emergency department use of telehealth.

EDs selecting factors influencing use of pediatric
telehealth (n=272)

EDsa selecting factors influencing use of tele-
stroke (n=320), n (%)

Factor

When selecting the single
most important factor

When selecting all
that apply

When selecting the single
most important factor

When selecting all
that apply

187 (68.8)231 (84.9)223 (69.7)276 (86.3)Improving level of clinical care

56 (20.6)218 (80.1)34 (10.6)236 (73.8)Facilitating transfer to tertiary center

0 (0)75 (27.6)5 (1.6)141 (44.1)Enabling compliance with outside certifica-
tion or standards

1 (0.4)128 (47.1)7 (2.2)198 (61.9)Improving ED performance on quality met-
rics

2 (0.7)107 (39.3)2 (0.6)136 (42.5)Reducing medicolegal liability

1 (0.4)50 (18.4)2 (0.6)57 (17.8)Benefits our hospital financially

8 (2.9)20 (7.4)18 (5.6)27 (8.4)Other

3 (1.1)4 (1.5)11 (3.4)11 (3.4)Not sure

14 (5.1)13 (4.8)18 (5.6)15 (4.7)Missing

1 (0.4)138 (50.7)12 (3.8)213 (66.6)Policy motivatedb

aED: emergency department.
bThis response was based on the following two responses: “enabling compliance with outside certification or standards” and “improving ED performance
on quality metrics.”

Discussion

Principal Findings
In this study, we surveyed a national sample of EDs with
telestroke services and all EDs with pediatric telehealth services
prior to the COVID-19 pandemic. Among these EDs, whether
using telehealth for telestroke, pediatric telehealth, or both, the
single most commonly reported factor driving telehealth use
was for the purpose of improving clinical care. Policy- or
certification-related reasons were selected as a motivator by
many EDs, more often for telestroke services than for pediatric
telehealth services. However, when asked about the single most
important reason, the vast majority of all EDs indicated that
telehealth was used for improving clinical care.

Comparison to Prior Work
There has been little previous work focusing specifically on
EDs’ reasons for adoption of particular lines of telehealth
services. A previous mixed methods study of 17 programs
providing pediatric telehealth services reported a number of
barriers and facilitators to adoption and successful maintenance
of telehealth programs [15]. The investigators suggested that
particular policy-related solutions may be effective for realigning
incentives and enabling more widespread adoption. One
suggested solution is particularly underscored by our results.
Specifically, the investigators found that insufficient consult
volume was a problem that contributed to program closure, and
noted that in the setting of inadequate volume it may be difficult
to maintain competency with technology and may also be
difficult to justify the investment [15]. Likewise, we also found
that EDs with pediatric telehealth services reported infrequent
use in the majority of cases, with 77% of these EDs reporting
use that was less than one time per month, on average, during

the previous year. This contrasted with EDs with telestroke
services where fewer than half reported such infrequent use. It
is not surprising that suspected strokes are more common than
sick children requiring telehealth consultation. Further, the
framework of the technology acceptance model points to
perceived usefulness as an important driver of telehealth’s
acceptance [24]. However, it is the very nature of the rarity of
a critically ill pediatric patient that makes telehealth such a
potentially effective tool. If an emergency physician in a
relatively low-volume ED sees a critically ill child as an
exceedingly rare event, then having the ability to connect with
an expert consultant becomes that much more valuable. This is
particularly true given that many EDs have been found to have
critical deficiencies in pediatric emergency services [25-27].
Benefits may also be realized in the use of pediatric telehealth
for less critically ill children. One recent study demonstrated a
successful pediatric telehealth program in which the
implementation was supported, adoption and use increased over
time, and efficiency of health care resource use improved [28].
Our surveys did not capture how many times an ED reached
out to either a pediatric critical care physician or a pediatric
emergency medicine physician outside of a formal telehealth
program. It may be possible in pediatric telehealth that EDs
may not feel that the volume of sick children is enough for a
pediatric telehealth subscription. It is likely that there was less
of a desire to subscribe to such a program if prior to such a
program offering they were able to connect with well-meaning
pediatric acute care specialists who would advise the ED
provider on the management of the patient over the phone.

Implications and Future Directions
Despite compelling examples of successful pediatric telehealth
programs [13,29] and the endorsement of pediatric telehealth
by the National Academy of Medicine as a solution to address
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disparities in access to care [30], our results underscore the
relatively infrequent use of pediatric telehealth services relative
to telestroke services by EDs nationally prior to the COVID-19
pandemic. In 2016, only 339 EDs reported having pediatric
telehealth services, as compared to 1758 EDs with telestroke
services. We had hypothesized that the ability to obtain external
certification or to improve performance on national quality
metrics for stroke may have been an important driver in the
significantly higher prevalence of telestroke services as
compared to pediatric telehealth services. However, when
examining the single most important reason for adoption, our
results do not fully support that hypothesis. It may be that ED
directors were not the appropriate source of this information
and that a hospital-level financial administrator may have had
more insight into the decision. An alternative explanation may
be related to the nature of the typical telehealth consult for these
conditions. For example, the typically envisioned telestroke
consultation may be a patient with a potential stroke and an
emergency physician looking for additional guidance, expertise,
or shared liability in the decision to treat with thrombolytic
therapy. In contrast, in the setting of a critically ill child in a
remote ED, the emergency physician is often hoping to transfer
the child as quickly as possible, rather than to delay transfer
with a telehealth consultation [15]. In particular, given that small
EDs may not have the ability to admit children to their hospital,
many have no choice but to transfer these pediatric patients,
and a pediatric consultation may be considered of lower value
if patients are inevitably transferred.

In addition to differences in ED clinical care, the comparison
of telestroke to pediatric telehealth services in EDs is an
“apples-to-oranges” comparison in other ways as well. Indeed,
these differences are an important part of what interested us in
the comparison and in better understanding differential drivers
of adoption. This includes differences in volume, in prehospital
considerations, and in hospital financial motivations. Whereas
EDs likely see consistent volumes of patients with stroke-like
symptoms, a critically ill pediatric patient is a much more
infrequent event, and such differences in patient volume may
be an important factor contributing to different perceptions of
the need for telestroke services as compared to pediatric
telehealth services. Prehospital EMS patient triage may also
contribute. An ED that requires telehealth services to connect
with pediatric expertise would likely prefer that a critically ill
child be transported directly to a higher-resourced center when
possible. In contrast, prehospital considerations for patients
with suspected stroke are much different. The time-dependent
benefit of acute stroke interventions means that the closest
capable hospital is considered the optimal transport destination
[31]. Prehospital stroke triage policies vary by region; however,
typically, in order to be considered a “capable” hospital, an ED
needs to have access to neurologist expertise, generally reflected
as stroke center certification. Often, the most cost-effective way
to achieve 24/7 neurologist access and stroke center certification
is through a telestroke program. In addition, while EDs may
also receive a pediatric readiness score [26,32,33], this is not a
certification process, per se. Some states do have their own
pediatric emergency facility recognition programs [34,35];
however, these are not universal and we did not explicitly study
whether the existence of these standards motivated pediatric

telehealth adoption. Finally, once the patient with suspected
stroke is transported to an ED, the hospital continues to have
financial incentives to admit the patient rather than to transfer,
as DRG billing for stroke care is generally favorable.

These differences in patient volume, in prehospital triage
decisions, and in hospital financial incentives for disposition
decisions were what motivated our research question and
hypothesis. Nevertheless, they are also important reasons for
telehealth adoption that our approach did not fully capture.
Given previous research showing that cost was a major barrier
for EDs without telehealth services [17], these differences in
hospitals’ anticipated return on investment for telestroke versus
pediatric telehealth programs are important. One potential
solution for these smaller or lower-volume EDs is to capitalize
on economies of scale to facilitate implementation of telehealth.
If the technology can be in place and shared among various
applications, then the expense of implementation may be more
justifiable, and the providers may be more able to maintain a
baseline level of comfort and competence with the technology
as well. Indeed, we found that relative to EDs with telestroke
services alone or pediatric telehealth services alone, those EDs
with both telestroke and pediatric telehealth services were
smaller, lower-volume sites with fewer full-time equivalent
attendings on staff. It may be that these economies of scale are
already being realized by these EDs. This may be a good target
for future research or future grant programs for smaller or less
resourced hospitals.

Finally, in our recent experience during the COVID-19
pandemic, we have seen tremendous growth in the use of
telehealth in health care, specifically emergency medicine [4-6].
Many of these changes were stimulated by clinical need in
combination with changes in telehealth legislation and
reimbursement policy. This highlights the interconnected
relationship in which clinical need and policy changes worked
together to increase adoption and use of the technology. This
also underscores the importance of understanding drivers of
telehealth adoption and use moving forward. By characterizing
barriers and facilitators of telehealth in emergency care and
understanding how these factors vary between clinical
indications, we may be better equipped to ensure that EDs that
benefit from the technology are able to continue to use telehealth
to provide optimal clinical care. Future qualitative work may
be of particular value to better understand these motivators.

Limitations
Our results predate the dramatic changes in telehealth that
occurred during the pandemic and are likely not representative
of current use or of what lies ahead. However, in many ways,
the COVID-19 experience has generated new equivalents for
the “geographic distance” that telehealth was previously
bridging. With new limitations to access in more urban settings
as well as clinical demands related to the pandemic, it will
continue to be important to understand drivers of and barriers
to adoption of telehealth use in emergency care. We believe
that our findings remain relevant to that question. Our study
has other limitations as well. Our results were self-reported by
ED directors, and these individuals may not have had full insight
into their hospitals’ decisions to implement telehealth
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technology; a survey targeted to a group with a different role
may have produced different results. Survey responders may
also have been confused about the definition of telehealth. While
we were able to confirm and clarify this with the EDs responding
by phone, those EDs responding by postal mail did not have
this opportunity. It is also possible that our results were subject
to selection bias related to nonresponders. However, response
rates for our survey were generally high, and the characteristics
of responding and nonresponding EDs were similar (Table S2
in Multimedia Appendix 1). It is also worth noting that EDs in
our sample had a variety of staffing models, and the nature of
pediatric telehealth use may vary based on the training of the
clinician seeing the patient. For example, most emergency and
family physicians are comfortable with routine pediatric
conditions; however, physician assistants, nurse practitioners,
or adult-trained physicians may be less so. Future work may
further explore these differences. Finally, by asking about the

single most important factor driving telehealth adoption, we
cannot fully comment on whether policy is an important driver
to motivate adoption. It may be necessary but not sufficient, or
it may not be considered the single most important factor when
the other response options also include “improving clinical
care.”

Conclusions
Prior to the COVID-19 pandemic, pediatric telehealth services
were less common than telestroke services in US EDs. For both
applications, the most frequently reported single most important
reason for adoption was related to improving clinical care.
Notably, EDs with pediatric telehealth services used the
technology much less frequently than EDs with telestroke
services. There may be value for smaller EDs to benefit from
economies of scale in telehealth implementation in order to
address disparities in access to care.
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Abstract

Background: Disease status (eg, cancer stage) has been used in routine clinical practice to determine more accurate treatment
plans. Health-related indicators, such as mortality, morbidity, and population group life expectancy, have also been used. However,
few studies have specifically focused on the comprehensive and objective measures of individual health status.

Objective: The aim of this study was to analyze the perspectives of the public toward 29 health indicators obtained from a
literature review to provide evidence for further prioritization of the indicators. The difference between health status and disease
status should be considered.

Methods: This study used a cross-sectional design. Online surveys were administered through Ohio University, ResearchMatch,
and Clemson University, resulting in three samples. Participants aged 18 years or older rated the importance of the 29 health
indicators. The rating results were aggregated and analyzed as follows (in each case, the dependent variables were the individual
survey responses): (1) to determine the agreement among the three samples regarding the importance of each indicator, where
the independent variables (IVs) were the three samples; (2) to examine the mean differences between the retained indicators with
agreement across the three samples, where the IVs were the identified indicators; and (3) to rank the groups of indicators into
various levels after grouping the indicators with no mean differences, where the IVs were the groups of indicators.

Results: In total, 1153 valid responses were analyzed. Descriptive statistics revealed that the top five–rated indicators were
drug or substance abuse, smoking or tobacco use, alcohol abuse, major depression, and diet and nutrition. Among the 29 health
indicators, the three samples agreed upon the importance of 13 indicators. Inferential statistical analysis indicated that some of
the 13 indicators held equal importance. Therefore, the 13 indicators were categorized by rank into seven levels: level 1 included
blood sugar level and immunization and vaccination; level 2 included LDL cholesterol; level 3 included HDL cholesterol, blood
triglycerides, cancer screening detection, and total cholesterol; level 4 included health literacy rate; level 5 included personal care
needs and air quality index greater than 100; level 6 included self-rated health status and HIV testing; and level 7 included the
supply of dentists. Levels 1 to 3 were rated significantly higher than levels 4 to 7.

Conclusions: This study provides a baseline for prioritizing 29 health indicators, which can be used by electronic health record
or personal health record system designers or developers to determine what can be included in the systems to capture an individual’s
health status. Currently, self-rated health status is the predominantly used health indicator. Additionally, this study provides a
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foundation for tracking and measuring preventive health care services more accurately and for developing an individual health
status index.

(J Med Internet Res 2022;24(6):e38099)   doi:10.2196/38099

KEYWORDS

health status measurement; individual health indicators; public perspectives; surveys and questionnaires

Introduction

Disease status, such as cancer stage, has frequently been used
in routine clinical practice to determine more accurate treatment
plans. Health-related indicators, such as mortality, morbidity,
and life expectancy for a given population group, have also been
used. Few studies, however, have focused on more
comprehensive and objective measures of an individual’s health
status. Self-rated health status has previously been identified as
a reliable indicator of an individual’s overall health status [1,2],
but this is subjective and the rating criteria are unclear. Although
there is research on health indicators used for the measurement
of care quality [3], as well as social and behavioral measures
in electronic health record (EHR) systems [4,5], more
comprehensive and objective health indicators of an individual’s
health status are lacking. These must be developed and used to
measure health status more accurately, objectively, and
consistently, as well as to evaluate the outcomes of preventive
medicine services [1,6]. As the health care paradigm shifts from
treatment to prevention [7,8], the accurate, objective, and
convenient measurement of preventive services and their
long-term outcomes becomes an urgent and growing need.

Individual health status refers to a person’s overall physical,
mental, and social well-being, as well as freedom from illness
or injury. In contrast, individual disease status refers to a
person’s physical or mental symptoms with or without diagnosis
[9]. Accurate individual health status measures can guide
customized preventive medicine services and lifestyle
suggestions and be applied to population health programs by
aggregating an individual’s health data into meaningful groups.
Chronic diseases are increasingly costly to both patients and
society, and most can be prevented or delayed via preventive
medicine services. These services need to be provided in a
routine and consistent manner [7,8], thus maximizing the
potential to control health care costs.

The Institute of Medicine reviewed social and behavioral domain
measures, as seen in EHR systems [4,5]. They identified 17
domains, and these measurements were used as a foundation
for the Office of the National Coordinator for Health Information
Technology’s Meaningful Use of EHRs reporting requirements
[4,5]. In 2015, the Centers for Disease Control and Prevention’s
National Center for Health Statistics released 15 selected health
indicators based on the National Health Interview Survey [10].
Other research [1,2,6,11] also considered health indicators,
although none focused on comprehensive, objective measures
of an individual’s health status.

Although preventive medicine has been recognized for its
critical role in health care, such services are not provided
consistently to the majority of the American population [12].

Because chronic diseases represent a large portion of health
care expenditures, it is critical to prevent or delay the onset of
chronic diseases via preventive services [13]. The tracking of
health indicators has been reported to help policy makers note
changes needed in coverage and to influence policy decisions
[14]. Such tracking also enables governments to better allocate
health resources [14]. Nevertheless, accurate measurements of
preventive services are inadequate or lacking.

We conducted a literature review of existing health indicators
[1,2,6,11,12,15-17]. We consolidated the described health
indicators and determined that 29 health indicators could be
used to measure an individual’s health. We then examined four
commercial EHR systems used in rural, primary care, and
ambulatory settings to explore the availability and presentation
of these indicators as a pilot study. None of these systems were
found to capture all of the indicators [9], but each system
provided data on some available health indicators, and all four
systems had preventive medicine panels. The pilot study
indicated that no established group of health indicators existed
for individuals, nor were indicators incorporated or used
consistently and routinely across different EHR systems.
Therefore, there is at least a need to provide more evidence for
these health indicators. This would constitute what should be
included among the individual health indicators used by EHR
systems and whether these indicators can be prioritized based
on their importance. Additionally, we recognize that these health
indicators have much broader potential use beyond incorporating
them into EHR [9].

This study aimed to examine public perspectives on the
importance of 29 health indicators to inform their relative
perceived priority. This would, for example, allow the separation
of the health indicators into core and secondary sets, which
could be incorporated into the EHR or similar systems [18].
Such health indicators could capture an individual’s health
status, thus informing and enabling preventive services to make
them more accurate, consistent, and convenient without
overburdening providers’data collection workload. These public
perspectives could also provide a foundation for developing an
individual health index, which could be used to stratify healthy
populations into subgroups based on the corresponding study
requirements. There is no established list or ranking of health
indicators according to importance, nor is there a
well-established methodology to develop such a list. Therefore,
we attempted to use public perspective surveys as a starting
point in this study. We plan to validate the results quantitatively
through longitudinal health record analysis in a future study.
The assumption is that an individual’s perception of the
importance of each health indicator may be associated with their
conscious or unconscious behaviors, which would ultimately
affect health outcomes. This paper focuses on the public
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perspectives, the approach, the results, and the analysis of the
results.

Methods

General Study Design
The overall design of this project is illustrated in Figure 1 to
provide context for this paper. The work reported here focuses

on public perspectives, the methods used, and the results. The
first three steps in Figure 1 have been completed and published
[9,18]. The section on the far-right side of the figure, regarding
quantitative validation, illustrates directions we plan to explore
in future studies.

Figure 1. The overall design of the project; public perspectives are the focus of this paper. The three sections connected via green arrows have been
completed, and the far-right section is for future work. EHR: electronic health record.

Data Collection
An online survey (Multimedia Appendix 1) was administered
through Ohio University in the summer of 2017, through
ResearchMatch [19] in the summer of 2018, and through
Clemson University in the summer of 2020, providing three
samples. The inclusion criterion for participation in the survey
was being 18 years of age or older. The participants were
allowed to share the survey’s URL link, and all respondents
acknowledged informed consent.

The survey included seven demographic questions and rating
items related to the importance of the 29 health indicators.
Definitions of these health indicators were provided within the
survey (Multimedia Appendix 2). In the survey, the 29 health
indicators were separated into five subscales [1,2,17]:

1. Health risks and behaviors, with eight indicators: alcohol
abuse, BMI, diet and nutrition, drug or substance abuse,
family history of cancer, physical inactivity, smoking or
tobacco use, and sun protection.

2. Health care, with three indicators: immunization and
vaccination, insurance coverage, and personal care needs.

3. Health care provider supply, with three indicators: cancer
screening detection, hypertension screening, and HIV
testing.

4. Blood tests in physical exams, with five indicators: blood
sugar level, blood triglycerides, high-density lipoprotein
(HDL) cholesterol, low-density lipoprotein (LDL)
cholesterol, and total cholesterol.

5. Other health indicators, with 10 indicators: self-rated health
status, high school diploma, air quality index greater than
100, supply of dentists, engagement in life, health literacy

rate, major depression, having a sense of purpose in one’s
life, race and ethnicity, and being unemployed.

After removing invalid data, the final sample yielded 362
responses from Ohio University, 694 from ResearchMatch, and
97 from Clemson University (Multimedia Appendix 3). Survey
items used by Ohio University and Clemson University were
rated on a scale of 0 to 10, where 0 refers to “not at all
important” and 10 refers to “extremely important.” Survey items
in the ResearchMatch sample were measured using a scale of
0 to 100, where 0 refers to “not at all important” and 100 refers
to “extremely important.” Therefore, as part of the data cleaning
process, the data from ResearchMatch were converted to a scale
of 0 to 10 (Multimedia Appendix 4 contains the codebook). In
the Ohio University survey, there were five health
indicators—blood sugar, blood triglycerides, HDL, LDL, and
total cholesterol—for which a scale of 0 to 11, instead of 0 to
10, was used. Due to this error, data for these five indicators
were removed from the Ohio University data set. As a result,
the total sample size of these five indicators was 791
respondents, whereas the total sample size of the other indicators
was 1153 respondents.

The internal reliability of the survey instruments was calculated
for the overall set and the three institutional subsets using
Cronbach α [20].

Data Analytic Strategies
Data analyses included rating the 29 health indicators based on
their perceived importance. After aggregating data from the
three samples with descriptive statistics, a three-step analysis
was conducted. The first step of the analysis involved
determining whether the three samples had unanimous
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agreement on the importance of each indicator. A one-way
analysis of variance (ANOVA) with a post hoc test was
conducted using SPSS software (version 27; IBM Corp) for
each indicator to examine any group mean difference, where
the independent variables were the three samples and the
dependent variables were the individual survey responses. A
Levene test was used to test the homogeneity of variance for
each indicator before running an ANOVA. The indicators with
no group mean differences across samples were retained for the
following analysis step.

The second step of the analysis examined the mean differences
between the retained indicators via a one-way ANOVA, where
the independent variables were the identified indicators and the
dependent variables were the individual survey responses. Any
indicators with no significant mean differences were grouped
together because they could not be ranked.

The third step of the analysis ranked the groups of indicators
into various levels after grouping the indicators with no mean
differences. A one-way ANOVA with a post hoc test was
conducted to examine the mean differences between the levels

of indicators, where the independent variables were the levels
of indicators and the dependent variables were the individual
survey responses. Any significant mean difference between any
two levels of indicators indicated the ranking order of the two
levels.

Ethics Approval
This study was approved by the Institutional Review Boards of
Ohio University (17-X-142) and Clemson University
(IRB2019-441).

Results

The Overall Layout of the Findings
The primary purpose of this study was to identify the public
perspectives on the importance of the 29 selected health
indicators, whether they agreed with each other, and, if so, what
were the importance rankings of the health indicators that agreed
with each other. Figure 2 summarizes the analytic strategies
and the main results of each step. The following paragraphs
elaborate on the detailed results for each step.

Figure 2. The primary analytic strategies and overall results of each step.

Results of Descriptive Statistics
Descriptive statistics for the 29 health indicators are reported
in Table 1. The descriptive statistics for the demographic
information for all respondents are reported in Multimedia
Appendix 5. Descriptive analyses show that drug and substance
abuse, smoking and tobacco use, alcohol abuse, major

depression, and diet and nutrition were found to be the five most
important health indicators, as rated by the study participants.
Additionally, race and ethnicity, possession of a high school
diploma, engagement in life, unemployment status, and sun
protection were the five least important health indicators.
Self-rated health status, the most-used health indicator to assess
an individual’s health status, was ranked in the 20th position.
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Table 1. Descriptive statistics for all 29 health indicators.

Total (N=1153)Clemson University (n=97)Ohio University (n=362)ResearchMatch (n=694)Health indicators

n (%)Scorea, mean
(SD)

n (%)Scorea, mean
(SD)

n (%)Scorea, mean
(SD)

n (%)Scorea, mean
(SD)

1153 (100)8.53 (1.71)97 (100)8.36 (1.87)362 (100)8.13 (1.96)694 (100)8.75 (1.5)Drug or substance abuse

1153 (100)8.5 (1.77)97 (100)8.18 (1.84)362 (100)8.02 (2.06)694 (100)8.8 (1.52)Smoking and tobacco use

1153 (100)8.07 (1.84)97 (100)8.06 (1.64)362 (100)7.56 (2.03)694 (100)8.34 (1.71)Alcohol abuse

1144 (99.2)7.99 (1.72)97 (100)8.03 (1.57)362 (100)7.79 (1.94)685 (98.7)8.1 (1.6)Major depression

1153 (100)7.97 (1.71)97 (100)8.36 (1.65)362 (100)7.8 (1.93)694 (100)8.01 (1.58)Diet and nutrition

791 (68.6)7.74 (1.65)97 (100)7.59 (1.75)N/AN/Ab694 (100)7.76 (1.63)Blood sugar level

1153 (100)7.73 (1.85)97 (100)7.68 (1.77)362 (100)7.41 (2.13)694 (100)7.9 (1.68)Physical inactivity

1153 (100)7.57 (2.2)97 (100)7.72 (2.4)362 (100)7.67 (2.3)694 (100)7.49 (2.12)Immunization and vaccina-
tion

1153 (100)7.45 (2.05)97 (100)7.42 (2.03)362 (100)7.17 (2.29)694 (100)7.59 (1.91)Hypertension screening

791 (68.6)7.45 (1.86)97 (100)7.56 (1.91)N/AN/A694 (100)7.43 (1.85)LDLc cholesterol

791 (68.6)7.32 (1.80)97 (100)7.34 (1.95)N/AN/A694 (100)7.32 (1.78)Blood triglycerides

791 (68.6)7.32 (1.84)97 (100)7.43 (1.91)N/AN/A694 (100)7.31 (1.83)HDLd cholesterol

1144 (99.2)7.32 (2.19)97 (100)7.88 (1.93)362 (100)6.67 (2.53)685 (98.7)7.59 (1.94)Having a sense of purpose
in one’s life

1153 (100)7.25 (2.14)97 (100)7.49 (2.09)362 (100)7.26 (2.3)694 (100)7.22 (2.06)Cancer screening detection

791 (68.6)7.25 (2.00)97 (100)7.6 (1.85)N/AN/A694 (100)7.2 (2.02)Total cholesterol

1144 (99.2)7.04 (2.10)97 (100)7.34 (2.01)362 (100)7.06 (2.26)685 (98.7)6.99 (2.02)Health literacy rate

1153 (100)6.91 (2.16)97 (100)7.21 (2.1)362 (100)7.01 (2.3)694 (100)6.82 (2.08)Personal care needs

1144 (99.2)6.76 (1.99)97 (100)6.89 (1.93)362 (100)6.76 (2.13)685 (98.7)6.74 (1.92)Air quality index >100

1153 (100)6.73 (2.13)97 (100)6.25 (1.98)362 (100)6.37 (2.24)694 (100)6.98 (2.06)Family history of cancer

1153 (100)6.65 (2.16)97 (100)6.92 (1.89)362 (100)6.62 (2.15)694 (100)6.63 (2.2)Self-rated health status

1153 (100)6.64 (2.45)97 (100)6.84 (2.37)362 (100)6.62 (2.64)694 (100)6.62 (2.36)HIV testing

1153 (100)6.6 (2.87)97 (100)7.26 (2.51)362 (100)6.79 (2.91)694 (100)6.4 (2.88)Insurance coverage

1153 (100)6.51 (2.42)97 (100)6.64 (2.45)362 (100)5.8 (2.54)694 (100)6.86 (2.28)BMI

1144 (99.2)6.43 (2.10)97 (100)6.04 (1.99)362 (100)6.34 (2.26)685 (98.7)6.53 (2.02)Supply of dentists

1153 (100)6.25 (2.16)97 (100)5.54 (2.18)362 (100)5.73 (2.3)694 (100)6.63 (2)Sun protection

1144 (99.2)5.91 (2.49)97 (100)6.2 (2.69)362 (100)5.52 (2.68)685 (98.7)6.07 (2.34)Unemployed individual

1144 (99.2)5.89 (2.54)97 (100)6.4 (2.33)362 (100)4.82 (2.87)685 (98.7)6.38 (2.18)Engagement in life

1153 (100)5.38 (2.79)97 (100)5.56 (2.75)362 (100)6.04 (3.07)694 (100)5.02 (2.57)High school diploma as a
health indicator

1144 (99.2)4.96 (2.67)97 (100)5.02 (2.85)362 (100)4.32 (2.76)685 (98.7)5.28 (2.53)Race and ethnicity

aItems were rated on a scale of 0 to 10, where 0 refers to “not at all important” and 10 refers to “extremely important.”
bN/A: not applicable; data for this indicator were removed from the Ohio University data set because a scale of 0 to 11 vs 0 to 10 was used.
cLDL: low-density lipoprotein.
dHDL: high-density lipoprotein.

Results of Inferential Statistics
A Levene test was conducted to test the homogeneity of variance
for each indicator before running an ANOVA. This resulted in
nine health indicators with homogenous variance: blood sugar
level, HDL cholesterol, LDL cholesterol, total cholesterol,
immunization and vaccination, insurance coverage, cancer

screening detection, air quality index greater than 100, and
self-rated health status (Multimedia Appendix 6). A total of 20
health indicators were found to have heterogeneous variance.
These included the following indicators: blood triglycerides,
alcohol abuse, BMI, diet and nutrition, drug or substance abuse,
family history of cancer, physical inactivity, smoking and
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tobacco use, sun protection, personal care needs, hypertension
screening, HIV testing, high school diploma as a health
indicator, supply of dentists, engagement in life, health literacy
rate, major depression, having a sense of purpose in one’s life,
race and ethnicity, and unemployment (Multimedia Appendix
7).

For the nine indicators with homogeneous variance, a one-way
ANOVA was used. A one-way ANOVA Welch test was used
for the 20 indicators with heterogeneous variance. As a result,
13 indicators were found to have no statistically significant
mean differences among the three samples. This indicates that
survey participants generally agreed on the relative level of
importance of these indicators (Table 2). The 13 indicators were
blood sugar level, blood triglycerides, HDL cholesterol, LDL
cholesterol, total cholesterol, personal care needs, HIV testing,
self-rated health status, supply of dentists, health literacy rate,
immunization and vaccination, cancer screening detection, and
air quality index greater than 100. The means and SDs of their
ratings are presented in Table 2. These 13 indicators were
retained for the second step of the analysis. Significant mean
differences were found among the other 16 indicators, which
indicates that survey participants disagreed on their level of
importance (Multimedia Appendix 8 contains the post hoc
results).

In the second step of the analysis, a one-way ANOVA was run
for the 13 retained indicators, where the independent variables
were the 13 indicators and the dependent variables were the
individual survey responses. The indicators with no mean
differences were grouped into the same level (Table 3) because
they were rated as equally important and could not be ranked
within a level. As a result, seven levels were formed (Table 3).
Level 1 to level 7 rankings were organized based on the mean
importance of the health indicators from high to low within and
between levels. Level 1 included blood sugar level and
immunization and vaccination; level 2 included LDL cholesterol;
level 3 included HDL cholesterol, blood triglycerides, cancer
screening detection, and total cholesterol; level 4 included health
literacy rate; level 5 included personal care needs and air quality
index greater than 100; level 6 included self-rated health status
and HIV testing; and level 7 included the supply of dentists.

In the third step of the analysis, a one-way ANOVA was used
to rank the seven levels of indicators, where the independent
variables were the seven levels and the dependent variables
were the individual survey responses. There were seven
indicators in levels 1 to 3: blood sugar level, immunization and
vaccination, LDL cholesterol, HDL cholesterol, blood
triglycerides, cancer screening detection, and total cholesterol.
These indicators were found to be significantly more important
to the survey participants than the six indicators ranked in levels
4 to 7: health literacy rate, personal care needs, air quality index
greater than 100, self-rated health status, HIV testing, and supply
of dentists (Table 4).

Among the more important indicators, the two indicators in
level 1 (ie, blood sugar level and immunization and vaccination)
were rated as significantly more important than the four
indicators in level 3 (ie, HDL cholesterol, blood triglycerides,
cancer screening detection, and total cholesterol). Therefore,
based on the surveys and our analysis results, among these 13
agreeable health indicators, blood sugar level, and immunization
and vaccination were the most important, and the perspectives
of the participants were agreed upon across all three samples.

Furthermore, among the less important indicators, the indicator
assigned to level 4 (ie, health literacy rate) was found to be
significantly more important than the two indicators in level 6
(ie, self-rated health status and HIV testing) and the indicator
assigned to level 7 (ie, supply of dentists). Additionally, the two
indicators assigned to level 5 (ie, air quality index >100 and
personal care needs) were found to be significantly more
important than the indicator assigned to level 7 (ie, supply of
dentists). Therefore, the survey and analysis results showed that
the supply of dentists was the least important among the 13
health indicators, with agreed-upon perspectives across the three
samples. Additionally, the inferential statistical test results
among the levels provided more confidence in ranking the seven
levels from the most important (ie, blood sugar level and
immunization and vaccination) to the least important (ie, supply
of dentists). The statistical significance test results among the
levels provided evidence for prioritizing the 13 health indicators.
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Table 2. The 13 indicators with nonsignificant mean differences across the three samples.

P valuecScoreb, mean (SD)Responsesa, n (%)Health indicator and sources

Blood sugar leveld

.357.756 (1.6303)694 (100)ResearchMatch (n=694)

7.588 (1.7485)97 (100)Clemson University (n=97)

Blood triglyceridesd

.917.318 (1.7786)694 (100)ResearchMatch (n=694)

7.34 (1.952)97 (100)Clemson University (n=97)

HDLe cholesterold

.537.307 (1.8264)694 (100)ResearchMatch (n=694)

7.433 (1.9143)97 (100)Clemson University (n=97)

LDLf cholesterold

.537.43 (1.8489)694 (100)ResearchMatch (n=694)

7.557 (1.9147)97 (100)Clemson University (n=97)

Total cholesterold

.077.203 (2.0177)694 (100)ResearchMatch (n=694)

7.598 (1.8465)97 (100)Clemson University (n=97)

Personal care needs

.146.816 (2.0786)694 (100)ResearchMatch (n=694)

7.011 (2.3026)362 (100)Ohio University (n=362)

7.206 (2.1013)97 (100)Clemson University (n=97)

HIV testing

.696.616 (2.361)694 (100)ResearchMatch (n=694)

6.619 (2.6439)362 (100)Ohio University (n=362)

6.835 (2.3747)97 (100)Clemson University (n=97)

Self-rated health status

.456.63 (2.2032)694 (100)ResearchMatch (n=694)

6.619 (2.1504)362 (100)Ohio University (n=362)

6.918 (1.8912)97 (100)Clemson University (n=97)

Supply of dentists

.076.525 (2.0215)685 (98.7)ResearchMatch (n=694)

6.34 (2.2572)362 (100)Ohio University (n=362)

6.041 (1.9944)97 (100)Clemson University (n=97)

Health literacy rate

.266.986 (2.0199)685 (98.7)ResearchMatch (n=694)

7.061 (2.2617)362 (100)Ohio University (n=362)

7.34 (2.0098)97 (100)Clemson University (n=97)

Immunization and vaccination

.377.494 (2.1184)694 (100)ResearchMatch (n=694)

7.666 (2.3041)362 (100)Ohio University (n=362)

7.722 (2.3968)97 (100)Clemson University (n=97)

Cancer screening detection

.527.217 (2.0625)694 (100)ResearchMatch (n=694)
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P valuecScoreb, mean (SD)Responsesa, n (%)Health indicator and sources

7.257 (2.3045)362 (100)Ohio University (n=362)

7.485 (2.0922)97 (100)Clemson University (n=97)

Air quality index >100

.786.736 (1.9232)685 (98.7)ResearchMatch (n=694)

6.76 (2.125)362 (100)Ohio University (n=362)

6.887 (1.9304)97 (100)Clemson University (n=97)

aThe independent variables were the three samples and the dependent variables were the individual survey responses.
bItems were rated on a scale of 0 to 10, where 0 refers to “not at all important” and 10 refers to “extremely important.”
cP values were based on analysis of variance or t test results for each health indicator among three samples; they are reported in the top row for each
group.
dThe Ohio University data set for this indicator was removed because a scale of 0 to 11 vs 0 to 10 was used.
eHDL: high-density lipoprotein.
fLDL: low-density lipoprotein.

Table 3. The seven levels of health indicators with no significant mean differences within levels.

Individual survey databLevel and health indicators with no group mean differencesa

P valuedScorec, mean (SD)Responses, n (%)

Level 1

.0537.74 (1.65)791 (68.6)Blood sugar

7.57 (2.20)1153 (100)Immunization and vaccination

Level 2

N/Af7.45 (1.86)791 (68.6)LDLe cholesterol

Level 3

.777.32 (1.84)791 (68.6)HDLg cholesterol

7.32 (1.80)791 (68.6)Blood triglycerides

7.25 (2.14)1153 (100)Cancer screening detection

7.25 (2.00)791 (68.6)Total cholesterol

Level 4

N/A7.04 (2.10)1144 (99.2)Health literacy rate

Level 5

.086.91 (2.16)1153 (100)Personal care needs

6.76 (1.99)1144 (99.2)Air quality index >100

Level 6

.876.65 (2.16)1153 (100)Self-rated health status

6.64 (2.45)1153 (100)HIV testing

Level 7

N/A6.43 (2.10)1144 (99.2)Supply of dentists

aIndependent variables were the indicators in each level.
bDependent variables were the individual survey responses.
cItems were rated on a scale of 0 to 10, where 0 refers to “not at all important” and 10 refers to “extremely important.”
dP values indicate whether mean differences existed among the indicators within each level based on analysis of variance or t test results, and are
reported in the top row of each group.
eLDL: low-density lipoprotein.
fN/A: not applicable; no comparison was conducted because the row has only one health indicator.
gHDL: high-density lipoprotein.
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Table 4. Analysis of variance post hoc test results for the seven levels of indicators.

P valueHealth indicator levelHealth indicator levela

.58Level 2Level 1

<.001Level 3Level 1

<.001Level 6Level 1

<.001Level 7Level 1

.006Level 4Level 2

.68Level 3Level 2

<.001Level 5Level 2

<.001Level 7Level 2

.06Level 4Level 3

<.001Level 5Level 3

.27Level 5Level 4

<.001Level 1Level 4

<.001Level 6Level 4

.14Level 6Level 5

<.001Level 1Level 5

<.001Level 7Level 5

.28Level 7Level 6

<.001Level 2Level 6

<.001Level 3Level 6

<.001Level 2Level 7

<.001Level 3Level 7

<.001Level 4Level 7

aThe independent variables were the levels of indicators and the dependent variables were the individual survey responses.

Reliability of Survey Instruments
The 29 items from the survey instruments showed good levels
of internal reliability (Cronbach α=.912), as did each of the

three subsets related to institutions where the survey was
administered (Table 5). Instruments with Cronbach α values
equal to or higher than .7 are generally considered to be reliable
[20].

Table 5. Reliability of the survey instrument.

Cronbach αSurvey components and data analyzed

Entire survey (all items)

.912All three samples

.922ResearchMatch

.893Ohio University

.925Clemson University

Survey subscales

.795Health risk and behavior indicators

.613Health care

.831Health care provider supply

.934Blood tests in physical exams

.823Other health indicators
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Discussion

Principal Findings
Among all three samples, the ranking of the importance of 13
out of 29 (45%) health indicators showed agreement (Table 3).
However, these health indicators were not necessarily more
important than the other 16; instead, participants were observed
to have perceived importance more consistently among these
13 health indicators. When we compared the 13 health indicators
(Table 3) and their corresponding rankings in Table 1, we
noticed that the 13 health indicators were placed between the
6th and 24th rankings in Table 1. This indicated more agreement
among participants regarding the middle-ranked health
indicators than the higher- or lower-ranked ones. The
perspectives were more heterogeneous for the higher- or
lower-ranked health indicators. Noticeably, the currently widely
used standard individual health indicator, self-rated health status,
was ranked 20th based on the results of the descriptive statistics.
These results indicate a need for new and improved health
indicators.

Among the 13 health indicators found in the seven levels, all
levels were not significantly different from their immediate next
level (Table 4); that is, there were no significant differences
between levels 1 and 2 (ie, between n and n + 1). There were,
however, significant differences between level 1 and levels 3
to 7 (ie, between n and any level higher than n + 1). These
results pertain to the further prioritization of health indicators.

Given descriptive statistics and inferential test results, our
findings among the 13 health indicators can reasonably be
generalized to some extent to a broader population beyond our
survey respondents. We do not claim the complete
generalizability of our results mainly because our respondents
were not perfectly representative of the composition of the
American population. However, we believe that the 13 health
indicators and their importance rankings within and among
levels can provide substantial and useful evidence when such
indicators need to be prioritized.

Cronbach α is one of the more cited statistics for informing
internal consistency for the items of an instrument. If Cronbach
α is greater than .7, the instrument is reliable [20]. The Cronbach
α for the entire survey among the three samples was between
.893 and .925. This indicates that we developed a reliable survey
instrument. When examining the subscales, only the health care
category, which included vaccination and immunization,
insurance coverage, and personal care need, was below .7. The
items in this category are among the most discussed topics in
health care in the United States. Understandably, the reliability
is lower since the respondents have relatively less consistent
perspectives regarding these items.

Significance and Comparison With Related Research
This study provides a more comprehensive understanding of
the indicators affecting an individual’s health status, particularly
as compared to self-rated health status, the most commonly
used health status measurement [2]. Although there are
advantages associated with using a single health indicator during
clinical encounters, we believe that the multidimensional

measurement of an individual’s health status may be more
objective and can provide additional insights into the
individual’s health status, particularly if we are concerned with
improving and maximizing the preventive health care services
offered. Obtaining these public perspectives is the first step
toward a more accurate and effective measurement of individual
health status.

This work can be potentially used in two ways: (1) to develop
a more comprehensive and objective measurement of an
individual’s health status and (2) to develop a health index for
an individual. Additionally, these results can be used to prioritize
various health indicators (eg, to distinguish between core and
secondary indicators). They can also be referenced by designers
and developers for EHR systems, personal health record (PHR)
systems, or other data capture and analysis applications to
determine what health indicators to include in the systems.
Furthermore, these results can contribute to developing a health
index, which can be used to stratify healthy research participants
to make them more comparable. This would be analogous to
the Charlson Comorbidity Index [21] or propensity scores [22],
which are broadly used in clinical epidemiology data analytics,
both of which, however, are disease oriented. Although the
health indicators reported here are not in a formula format, this
will be a focus for future research. These results set the
foundation for further weighting, prioritizing, and validating
health indicators via additional data resources.

Additionally, these measurements can track overall health status,
measure the outcomes of preventive services, or aggregate data
to examine community health. Although having more data points
provides increased accuracy and specificity for health indicators
embedded within an EHR or PHR, it is important to consider
clinician burnout [23] when using technology. Therefore, it is
necessary to be mindful of the impacts that creating more data
capture requirements or expectations of clinical users may have.
In this regard, prioritizing health indicators is a necessary step.

Over the years, other systems have been developed to assess
various health risks and associations. The Johns Hopkins
Adjusted Clinical Group system, developed and maintained by
Johns Hopkins University for over 30 years, is a global tool
used in population health analytics [24]. This system is focused
on chronic conditions and comorbidities, and its goal is,
therefore, fundamentally different from ours, which is to
measure individual health status, versus disease status, more
accurately. Another system, the Committee on Quality Measures
for the Healthy People Leading Health Indicators [3], focuses
more on quality measures with an aim to align the measurements
within a framework of assessment, improvement, and
accountability. The focus, however, is on monitoring and
reporting at the population level, not necessarily individual
health [3].

There are other health-related surveys broadly used worldwide.
For example, the 36-Item Short Form Health Survey, developed
by the RAND Corporation [25], measures quality-of-life and
health outcomes. Similarly, compared with the related but
smaller 12-Item Short Form Health Survey [26], our health
indicators provide a more comprehensive measurement beyond
physical and mental health. The 9-item Patient Health

J Med Internet Res 2022 | vol. 24 | iss. 6 |e38099 | p.396https://www.jmir.org/2022/6/e38099
(page number not for citation purposes)

Sokoya et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Questionnaire [27] is a validated tool that measures depression
severity. However, we were looking for more objective
indicators to measure an individual’s physical and mental health
status in our work.

Our health indicators have good but not all-inclusive coverage.
The Institute of Medicine’s Committee on the Recommended
Social and Behavioral Domains and Measures for Electronic
Health Records identified measures across the individual and
neighborhood levels that involve sociodemographic,
psychological, and behavioral data [4,5]. Among the 17 domains
identified by the committee [4,5], 10 were included in our 29
health indicators. Healthy People 2030 [28] proposed 22 leading
health indicators for different age groups, of which 16 are
included in our health indicators.

Limitations of This Study
The main limitation of this study is that it is only the first step
in determining the importance of these health indicators and,
notably, the results are subjective, as they are based on public
perspectives. Further validation of these results via additional
objective measures, such as health care expenditure by disease
category [29] and the burden of illness estimates for specific
disease categories [30], is needed to support these findings. In
this study, for each health indicator, the sample size of valid
responses ranged from 791 to 1153. We recognize that larger
sample sizes may generate more conclusive and generalizable
results. Therefore, our results about the 13 health indicators,
even though they are inferential statistics, should be treated as
preliminary baseline results; future research may be needed to
validate these findings in other settings.

Another limitation concerns the survey respondents. Females
comprised the majority of survey respondents, making up 72.1%,
77.7%, and 69.0% of the samples from Ohio University,
ResearchMatch, and Clemson University, respectively. We
noticed a similar phenomenon in other studies conducted via
ResearchMatch. While we are pleased with the relatively large
sample size, responses may reflect the perspectives of
well-educated females more than those of other groups. For
example, survey respondents with a college-level education and
beyond represented 54.6%, 82.2%, and 74.0% of the respondents
from Ohio University, ResearchMatch, and Clemson University,
respectively.

In addition to the distribution imbalance in gender and
educational background among our respondents, we also noticed
that race and ethnicity groups (Multimedia Appendix 5) were
not perfectly representative of the composition of the American
population. The breakdown by racial groups among respondents
of our surveys was as follows: White American, 87.3%; African
American, 3.3%; Hispanic and Latino American, 2.2%; Asian
American, 1.6%; Native American, 0.4%; and two or more
races, 2%. We recognize that our data set’s gender and ethnicity
imbalances are limitations of our current convenience sampling
method. In the future, a stratified random-sampling method
based on census-based population demographical data might
provide more representative results and be a better option. This
is a critical point that should be considered when using the
results from this study.

Future Research
We foresee several potential directions in which to continue
this project. Our primary goal for future research is to validate
the results obtained from the three completed surveys. This can
be accomplished in several ways. Because we wish to measure
individual health status accurately over time, the use of
longitudinal data would be ideal. One data source is a citizen
science project initiated by the National Institutes of Health,
the All of Us [31] research program. Another source is the UK
Biobank initiated in the United Kingdom [32], but the most
ideal source would be well-documented longitudinal data of a
group of individuals that include not only their EHR data but
also other data that correlate with our health indicators. Such
ideal data sources would allow for examining the corresponding
health indicators and validation of the importance of health
indicators via EHR records and additional health-related data.
In this way, public perspectives will be considered along with
more concrete quantitative evidence to ensure more confidence
in prioritizing health indicators and using them for various
purposes.

Additionally, to mitigate the effect of the current imbalances
seen in respondents regarding gender, race and ethnicity, and
other factors, we could explore the possibility of stratified
random sampling to proactively select more representative
participants. The respondent pool can be more proportionally
representative of the composition of the American population.
As a potential future project, we may also explore possible
correlations between demographic variables and rating results.

Conclusions
Well-designed health indicators are critical tools needed to
accurately measure individual health status. They enable the
determination of effective preventive services and verify their
outcomes. Obtaining the public’s perspective on specific health
indicators is the first step toward prioritizing them for analytical
and clinical use. This study found that the top five–rated health
indicators were drug and substance abuse, smoking and tobacco
use, alcohol abuse, major depression, and diet and nutrition.
Our respondents, however, had heterogeneous views on the top-
and bottom-rated health indicators. The middle 13 health
indicators were rated more homogeneously among all the
respondents. These 13 health indicators were separated into
seven levels based on their perceived importance, providing
further evidence that was used to prioritize these health
indicators. Levels 1 to 7 were organized based on the mean
importance of health indicators from high to low within and
between each level. Level 1 included blood sugar level and
immunization and vaccination; level 2 included LDL cholesterol;
level 3 included HDL cholesterol, blood triglycerides, cancer
screening detection, and total cholesterol; level 4 included health
literacy rate; level 5 included personal care needs and air quality
index greater than 100; level 6 included self-rated health status
and HIV testing; and level 7 included the supply of dentists.
The results of this study can provide evidence to EHR or PHR
system designers and developers, which they can then use to
select health indicators to incorporate into their systems.
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Abstract

Background: Pregnancy serves as an important chapter in the life of women since more attention needs to be paid to both their
physical and psychological health during this period. Adequate prenatal knowledge plays a key role in ensuring the health and
safety of not only the pregnant women but also their fetuses and the entire family. With the development of information technology,
web-based prenatal education has been brought into focus owing to its accessibility to comprehensive information, with high-quality
information available to improve the quality of the overall gestation period, labor process, perinatal outcomes, and fetal outcomes.

Objective: This study aims to investigate the present situation of web-based prenatal education and to predict the future research
direction of web-based prenatal education in China, thereby providing insights into improving the quality of health care of pregnant
women.

Methods: A national cross-sectional study was conducted on 590,912 pregnant women in 31 provincial administrations of
mainland China between August 2018 and August 2019. These pregnant women were initially recruited from local hospitals
across the nation during antenatal and postnatal periods via a web-based education school. Demographic information and course
completion status (including the categories and the number of courses they completed) of all the participants were collected.

Results: A total of 590,912 pregnant women participated in the web-based prenatal education in 2018. Among them, 188,508
(31.90%) participants were excluded because they did not complete any course, while 17,807 (3.01%) actively participated in
web-based prenatal education and completed more than 100 courses. There were 5 categories of web-based courses; almost half
of the pregnant women attended the courses on first and second trimesters (293,262/590,912, 49.63% and 298,168/590,912,
50.46%, respectively). We found that pregnant women were more concerned about the gestational diet, fetal-related knowledge,
and other precautions before the labor.
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Conclusions: In the era of digitalization where information is rapidly disseminated, web-based prenatal education could become
a more convenient, productive, and effective pathway for pregnant women since it could help them obtain adequate and optimal
pregnancy-related information and gain more intellectual awareness about their pregnancy or preparation for pregnancy.

(J Med Internet Res 2022;24(6):e28637)   doi:10.2196/28637

KEYWORDS

web-based prenatal education; pregnancy; prenatal; information technology

Introduction

Prenatal information plays a vital role in health decision-making
of pregnant women because they come across a series of
physiological and psychological changes during pregnancy
[1,2]. The quantity and quality of prenatal care information have
been reported to be associated with the quality of life of pregnant
women and the fetal outcomes in the short term and long term
[3-5]. Specifically, high-quality health information is associated
with better and safer pregnancy outcomes such as less preterm
deliveries, less anxiety problems, lower cesarean section rates,
lower maternal and infant mortality, as well as greater prenatal
engagement of their partners [6]. Therefore, it is of great
significance for pregnant women to gain and understand
adequate and high-quality prenatal health information as much
as possible.

Adequate and high-quality prenatal education is necessary for
pregnant women to obtain reliable information and achieve
desirable pregnancy outcomes as well as uneventful postnatal
courses. However, the benefits and effectiveness of conventional
prenatal education are still limited and inconclusive to some
extent owing to the inadequacy in quality and quantity [7,8].
With the development of information technology, web-based
prenatal education has received considerable attention.
Compared to traditional group prenatal education, structural
and well-organized web-based prenatal education programs can
provide an easier access to medical services and integrated
information, which could promote the utilization of medical
sources, lower the overall educational costs, increase family
engagement and satisfaction, and thereby improve the quality
of daily life for pregnant women [9]. In mainland China, there
were more than 900 million smart device users in 2020, and the
idea of adopting web-based education for pregnancy health
care–related services was increasingly viable [9]. Although
there are extensive advantages, the current situation of Chinese
pregnant women participating in web-based prenatal education
is not known because only few studies have investigated the
use of web-based prenatal education programs [10-12].
Therefore, in this study, we aim to provide insights into the
present situation and future development of web-based prenatal
education in China by screening the data collected from a
nationwide web-based survey.

Methods

Recruitment
This study was designed as a nationwide cross-sectional study.
Pregnant women from 31 provinces of mainland China were
recruited via a web-based prenatal education school (Banmi

web-based maternity school). This web-based system was
allowed to assess participants’ health conditions from local
hospitals and provide primary health care education to these
participants through the website during their pregnancy. A total
of 280 courses were offered by this web-based prenatal school,
each of which took about 5 minutes to finish in average. All
courses were available at any point during pregnancy. The
courses transfer the information passively, but the pregnant
women can take some quiz questions for self-examination after
finishing each course, or they can consult with their obstetricians
when they went to the hospital for antenatal examinations. The
courses contained text and video, and they were free of charge
to all women. All the results on course participation were based
on back-end data from this web-based course system.

Participants
The eligibility inclusion criteria included (1) pregnant women
registered with the web-based prenatal education school, (2)
pregnant women residing in mainland China, and (3) the
expected date of delivery was between August 1, 2018 and
August 31, 2019. Informed consent for research was obtained
from each participant when they registered with the web-based
system.

Ethics Approval
Ethics approval was granted by the Institutional Review Board
of the First Affiliated Hospital of Sun Yat-Sen University
(ICE-2017-296). All procedures were conducted in accordance
with the Declaration of Helsinki.

Variables
Participants’ demographic data, including gestational age and
residential location, were collected. The web-based prenatal
education program categorized these prenatal courses into 5
groups: preparation for pregnancy, first trimester, second
trimester, third trimester, and postpartum care. Data on course
completion conditions were also collected, including the
category and the number of completed courses.

Data Analysis
We performed descriptive analyses on the data collected via the
web-based prenatal education school on SPSS Statistics 25.0
for Windows (IBM Corp). We reported mean (SD) and ranges
for variables that followed a normal distribution. The number
of pregnant women in each province was retrieved from the
China Health Statistics Yearbook 2019.

Results

In 2018, 590,912 women were included in this study. Figure 1
shows the heatmap of the proportion of pregnant women
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registered with the web-based prenatal education school in 31
Chinese provincial administrations. The region-specific
proportion of pregnant women registered with the web-based
prenatal education school in mainland China ranged from 0.14%
(81/56,622) in Tibet to 10.46% (31,772/303,647) in Shanxi
(Table 1). The proportion of pregnant women attending
web-based prenatal education was less than 5%
(590,912/13,621,475) in 22 (71%) of the 31 provincial
administrations.

Of the 590,912 pregnant women, 188,508 (31.90%) pregnant
women did not complete any course, while 136,938 (23.27%)
pregnant women completed 10-100 courses, which we defined
as medium participation. There were 247,659 (41.91%) pregnant
women who completed only 1-10 courses in web-based prenatal
education. We defined this as low participation, and that segment
accounted for the largest portion of the population. Only 17,807
(3.01%) pregnant women completed more than 100 courses in
the web-based prenatal education school; this was defined as
high participation. Among them, 24,761 (4.19%) pregnant
women participated in the course on preparation for pregnancy,
293,262 (49.63%) participated in the course on the first
trimester, 298,168 (50.46%) participated in the course on the
second trimester, 82,726 (14%) participated in the course on
the third trimester, and 154,327 (26.12%) took the course on
postpartum care.

More than half of the pregnant women attended the courses on
gestational diet, fetal-related knowledge, and other precautions
before the labor (Table 2). As for dietary educational courses,
of the 590,912 pregnant women, 101,890 (17.24%) attended
the course on “diet in second trimester” and 81,653 (13.75%)
attended the course on calcium supplements, diet restrictions,
anemia, and iron supplements during pregnancy. Among these
pregnant women, 16.94% (100,109/590,912) were eager to
obtain knowledge on fetal kicks and fetal movement counting.
Approximately 13.20% (78,009/590,912) attended the courses
on screening for Down syndrome, and 12.40% (73,301/590,912)
were eager to understand the knowledge of screening for
deformity and other congenital malformations. Besides, these
pregnant women also attended the courses on behavioral change
and precautions during pregnancy, such as body changes, sexual
behavior during pregnancy, as well as contraindications and
cautions on harmful things for pregnant women.

Apart from the courses with the highest number of participants,
we also calculated the 10 courses with the least participants, as
shown in Table 3.

From this table, we can observe that the courses related to
pregnancy diseases were attended by less number of pregnant
women. Less than 1% of the pregnant women attended the
courses on gestational diabetes, premature delivery, female
infertility, extrauterine pregnancy, and polycystic ovarian
syndrome.

Figure 1. Heatmap for the prevalence of pregnant women attending web-based prenatal education in different Chinese provincial administrations.
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Table 1. Proportions of pregnant women completing web-based prenatal education in mainland China in 2018.a

Pregnant women attending web-based prenatal education, n (%)Pregnant women (N)aProvincial administration

North China

31,772 (10.46)303,647Shanxi

15,311 (8.44)181,445Inner Mongolia

10,668 (7.60)140,304Beijing

34,914 (4.75)735,253Hebei

2765 (3.54)78,072Tianjin

Northeast China

9828 (6.51)151,058Heilongjiang

13,405 (5.29)253,180Liaoning

3399 (2.49)136,396Jilin

East China

27,061 (6.54)413,967Zhejiang

21,272 (4.78)444,863Fujian

26,037 (4.21)619,047Jiangsu

42,893 (4.05)1,058,022Shandong

2505 (3.59)69,734Shanghai

19,513 (3.49)558,666Jiangxi

16,805 (2.28)736,530Anhui

Middle China

65,987 (5.86)1,126,750Henan

21,321 (3.61)590,923Hubei

18,828 (2.67)705,524Hunan

South China

36,975 (5.54)667,539Guangxi

38,879 (2.95)1,317,909Guangdong

1076 (1.06)101,307Hainan

Southwest China

50,241 (6.27)800,752Sichuan

16,060 (2.85)564,411Yunnan

7689 (2.81)273,940Chongqing

1689 (2.27)74,287Qinghai

81 (0.14)56,622Tibet

Northwest China

19,634 (5.67)346,083Shaanxi

8497 (4.29)197,954Xinjiang

10,102 (3.62)278,912Gansu

2524 (3.44)73,409Ningxia

13,180 (2.33)564,969Guizhou

590,912 (4.34)13,621,475Overall

aSource: China Health Statistics Yearbook 2019.
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Table 2. Top 10 popular courses among pregnant women (N=590,912).

Participants, n (%)Course

101,890 (17.24)Diet in the second trimester

100,109 (16.94)Fetal movement counting

99,895 (16.91)Body change in the second trimester

81,653 (13.82)Calcium supplement

81,259 (13.75)Diet restrictions during pregnancy

81,143 (13.73)Sexual behavior during pregnancy

78,141 (13.22)Anemia and iron supplements during pregnancy

78,009 (13.20)Screening for Down syndrome

73,301 (12.40)Screening for deformity

73,179 (12.38)Harmful things for pregnant women

Table 3. Ten least popular courses among pregnant women (N=590,912).

Participants, n (%)Course

199 (0.03)How to select and use diapers

1779 (0.30)Prevention and prognosis of gestational diabetes

1841 (0.31)How to prevent premature delivery

2474 (0.42)Labor sign: amenorrhea

2583 (0.44)The best age for pregnancy

2661 (0.45)What is Doula delivery

3149 (0.54)Pet raise during pregnancy

3174 (0.54)Female infertility

3225 (0.55)Reasons for extrauterine pregnancy

3757 (0.64)Polycystic ovarian syndrome and pregnancy

Discussion

Principal Findings
In this study, we found that the overall proportion of pregnant
women registered with the web-based prenatal education school
was 4.34% (590,912/13,612,475) in mainland China, while
there were substantial differences from region to region.
Although about one-third of the participants did not complete
any course in the system, each pregnant woman completed an
average of about 20 courses. In terms of course preference, half
of the pregnant women were enrolled in courses on the first
trimester and second trimester of pregnancy. Specifically, dietary
supplements, fetal-related knowledge, and predelivery
considerations such as how to protect themselves and how to
schedule prenatal visits were the most popular topics.

A previous study reported that pregnant women who participated
in web-based prenatal education performed better than those
who did not, in many aspects during pregnancy, including daily
activities and perinatal care [13]. With the prevalence and
evolution of the internet and mobile devices, the amount of
information available online has increased dramatically.
Web-based prenatal education is favored by more pregnant
women because of its convenience, accessibility, flexibility,

and cost-effectiveness [14]. According to a Chinese study,
pregnant women preferred evidence-based information, expert
opinions, and tailored advice from the internet [15]. However,
in 2018, only 4.34% (590,912/13,612,475) of the pregnant
women registered with the web-based prenatal education school
in our study. Such results are partly attributed to some
unstandardized and unreliable scientific information on websites.
In addition, people lack trust in the information available on
the internet and fear being misled or misinformed [16]. Findings
from a Korean study showed that 39% of internet health
information was inaccurate and 42.7% of those misleading
messages were irrelevant to health problems and could cause a
series of negative impacts [17]. Thus, pregnant women might
worry about the adverse effects of following wrong prenatal
guidance from the internet [18].

Standard and certified web-based prenatal education contains
a wealth of contents that have been professionally screened.
Provision of accurate and appropriate prenatal knowledge to
pregnant women can improve their self-care ability, and to some
extent, improve their safety and physical conditions during their
pregnancy [4]. On the contrary, inaccurate information from
the internet can mislead pregnant women to perform behaviors
that are not conducive to their health and safety. Therefore,
web-based prenatal education should be evaluated and improved
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by the health care system, medical institutes, and professional
experts, as this is a promising pathway to provide higher-quality
content for pregnant women and ensuring the accuracy and
quality of the web-based prenatal education programs. This will
help in achieving the desired aim of protecting pregnant women,
thereby improving their quality of life during pregnancy and
contributing to better pregnancy outcomes. This will also help
in mitigating the anxiety and fears perceived by pregnant women
toward inaccurate information and therefore promote the
popularization and utilization of the web-based prenatal
educational services [3,5,18].

Different use levels of web-based prenatal school in different
regions were also found in this study. Internet access and use
is closely associated with regional economic and education
levels; the educational level and internet use are relatively low
in the western provincial regions in mainland China [19,20].
This may well explain our observation that pregnant women in
Tibet have the lowest proportion of participation in web-based
prenatal education. Furthermore, according to the China Health
Statistics Yearbook 2019, the rates of record establishment,
prenatal examination, and systemic management of pregnant
women in Tibet were the lowest among all provincial
administrations in 2018 [21]. These were associated with the
poor awareness of importance of prenatal education and
examinations and the lack of adequate medical and educational
resources for pregnant women in Tibet [22,23]. In contrast,
northern and northeastern China were the regions with the
highest numbers for these figures. Meanwhile, the gap was
deepened by the relatively high rate of pregnant women
establishing pregnancy records and prenatal visits in these 2
regions [21].

Only 3.01% (17,807/590,912) of the pregnant women completed
more than 100 courses in this study, while about one-third of
the pregnant women who had registered for the web-based
prenatal school did not complete any course. This indicated a
suboptimal level for the completion of participation in the
web-based prenatal education. This could be explained by their
indifferent attitudes toward web-based prenatal education and
insufficient attraction of pregnancy courses. Thus, medical
institutions and hospitals should collaborate to improve the
contents and services of prenatal education programs. Moreover,
courses on the first and second trimesters of pregnancy are more
popular among pregnant women owing to the great physical
and physiological changes in these phases of pregnancy
[1,24,25]. Previous studies have shown that pregnant women
normally preferred searching for information online at the
beginning of pregnancy [26,27], and pregnant women usually
start antenatal care during the first trimester, preferably before
the 12th week of gestation [22]. A study found that more than
half of the Chinese pregnant women completed their first
antenatal care after the first trimester [28]. To sum up the above,
these may explain the preference of knowledge on both first
and second trimesters, since the pregnant women in our study
were generally recruited at their visit to the hospitals for
antenatal care. Nevertheless, 4.19% (24,761/590,912) of the
pregnant women completed the courses on the preparation for
pregnancy, which indicated that some pregnant women were
also concerned about the knowledge on the anticipation and

preparedness of pregnancy. Therefore, obstetric experts in
web-based prenatal education schools should provide web-based
lectures and consultation services for women of childbearing
age; consequently, there will be an expected increase in safe
conception and reduction in pregnancy complications when
women of childbearing age seek for help in the web-based
prenatal education school prior to pregnancy, with the education
and guidance from obstetric experts.

Regarding the courses completed by the participants, the top
10 popular courses mainly focused on gestational diet,
fetal-related knowledge, and precautions during pregnancy.
Previous studies found that fetal development and nutrition
knowledge were often a concern for pregnant women, and our
findings were consistent with those reported previously [26,29].
Besides, better quality of maternal diet during pregnancy is
positively associated with general maternal health, reproductive
outcomes, and child neurodevelopment [24,30]. Furthermore,
strong correlations of incidence of gestational diabetes mellitus
and type 2 diabetes and energy intake during pregnancy were
widely reported [25,31,32]. These pieces of evidence suggest
that medical institutes should pay more attention to dietary habit
education during pregnancy to improve the quality of life during
pregnancy. Besides, fetal-related courses such as fetal movement
counting, screening for Down syndrome, and screening for
deformity were also popular. Prenatal screening mainly focused
on Down syndrome and fetal anomaly scans in the routine
second trimester [33]. Thus, it is necessary for hospitals and
other medical institutions to provide more education and notices
on prenatal screening. At the same time, the courses related to
pregnancy diseases were not attractive to pregnant women, and
only less than 1% of them attended the courses on gestational
diabetes, premature delivery, female infertility, extrauterine
pregnancy, and polycystic ovarian syndrome. This condition
may be caused by the indifferent attitude toward
pregnancy-related diseases, and many of them did not have a
positive cognitive attitude toward those diseases. Therefore,
obstetrics physicians should inform pregnant women of common
pregnancy-related diseases and how to manage them properly
in a timely manner, which is also highly relevant to pregnancy
health.

With the development of modern information technology,
web-based prenatal education can be a good choice for pregnant
women to obtain gestational knowledge of qualified quality and
adequate quantity, including how to prepare for pregnancy, what
should be done during the gestational period, how to effectively
recover from parturition, and what challenges they will meet
during the postpartum period. The number of internet users in
China is nearly 1000 million, of which rural internet users is
309 million. The nationwide network coverage rate reached
70.4% by December 2020, and the network coverage rate in
rural areas was 55.9%, while previous data suggested that there
is still about 64.5% of Chinese pregnant women who did not
attend any prenatal education [34]. The web-based health
program is cost-effective to provide information, resources, and
education, which could help to fill in the gap in the field of
prenatal education [12,35]. For pregnant women in rural areas,
web-based prenatal education can help to reduce the financial
burden such as the cost of transportation and medical
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consultation in hospitals, providing them a more cost-effective
way to improve their safety and life quality during pregnancy.
Moreover, web-based prenatal education can avoid some
unnecessary visits and reduce the risks of cross-infection in
hospitals [36,37]. In general, web-based prenatal education
provides comprehensive information to enable pregnant women
to learn more about pregnancy, equip them with better self-care
ability, and protect their own health and safety when facing
some physiological and psychological changes during
pregnancy. In addition, owing to its convenience and low cost,
high-quality medical resources can be availed in any corner of
the planet covered with the internet network. Web-based prenatal
education provides a certain guarantee of health care for
pregnant women both subjectively and objectively.

Web-based prenatal education programs could be improved in
the following areas for offering a higher quality of health care
for pregnant women [38,39]. First, women of childbearing age
need access to log in before pregnancy—the time when they
are more likely to search gestational information and gain some
preconception knowledge for preparation. Second, the contents
of web-based courses, especially knowledge of early pregnancy
should be supplemented, as they are necessary for pregnant
women to have a better quality of pregnancy. Moreover,
obstetricians’ involvement and consultation could be considered
as a combination strategy with web-based prenatal programs in
the future. Third, governments need to build better internet
facilities and provide mobile devices with greater discounts in
rural areas or for underprivileged people, because these can
provide essential requirements for pregnant women to
experience and benefit from web-based prenatal education
programs.

Limitations
To the best of our knowledge, this is the first study to investigate
current situations and provide insights into the development of
web-based prenatal education programs in China. However, our
study has few limitations. First, this study only included 1
national web-based prenatal school. There are about 10 local
web-based prenatal schools in China, but they are mainly used
in local hospitals by their own apps or official account. The
Banmi web-based prenatal school mentioned in this paper is
the largest one and can be accessed by everyone in mainland
China. The data from this school as a reference to calculate the
proportion of usage of web-based prenatal education for
pregnant women might be slightly underestimated, but this
result will be more accurate with the development of information
technology and popularization of network. Second, all the results
of course participation were based on back-end data from the
web-based course system; therefore, we did not include any
demographics or other maternal characteristics such as age,

education, and employment status. When comparing the regional
difference of proportions of using web-based prenatal education
programs, this study did not account for the aforementioned
factors, and these demographic factors might have great
influences on the usage of web-based prenatal education
programs. Besides, we did not know whether the course
participation of pregnant women is driven by women’s interests
or obstetric providers’ recommendations, which may influence
the selection of pregnant women.

Comparison With Prior Work
We searched PubMed, Google Scholar, and China National
Knowledge Infrastructure for papers about the current
development and applications of web-based antenatal care in
China. Of the studies we identified, we found that web-based
antenatal care currently has a variety of researches and
applications in the clinic, such as psychological interventions
for depression, childbirth, and breastfeeding education.
However, the present situation of Chinese pregnant women
participating in web-based prenatal education is not known, and
large-scale population-based studies in China focused on the
participation rate of pregnant women enrolled in web-based
antenatal care are absent. Thus, this is a pioneer national-based
study to investigate the participation of pregnant women in
web-based prenatal care in China. This study emphasizes on
exploring the concerns and preferences of pregnant women,
providing evidence and references for future web-based prenatal
education development, which can contribute to the
improvement of maternal and fetal health, quality of health care
for pregnant women, and overall pregnancy outcomes. In this
study, we observed the participation, concerns, and preference
of pregnant women when they attend web-based prenatal
courses. Our study shows that web-based prenatal education
has great potential in future development and application, and
web-based prenatal education could become a convenient and
effective pathway for pregnant women to obtain important and
optimal pregnancy-related knowledge and gain more information
about the pregnancy while pregnant or preparing to be pregnant.

Conclusions
With the development and popularization of information
technology, web-based prenatal education shows promising
potential in future development and application. In mainland
China, the usage of web-based prenatal education for pregnant
women was not very high but increased rapidly. Support from
the government and health care professionals can assist in the
development of standard and high-quality web-based prenatal
programs, which can contribute to the improvement of maternal
and fetal health, quality of health care for pregnant women, and
the overall pregnancy outcomes.
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Abstract

Background: Social media provide a window onto the circulation of ideas in everyday folk psychiatry, revealing the themes
and issues discussed both by the public and by various scientific communities.

Objective: This study explores the trends in health information about autism spectrum disorder within popular and scientific
communities through the systematic semantic exploration of big data gathered from Twitter and PubMed.

Methods: First, we performed a natural language processing by text-mining analysis and with unsupervised (machine learning)
topic modeling on a sample of the last 10,000 tweets in English posted with the term #autism (January 2021). We built a network
of words to visualize the main dimensions representing these data. Second, we performed precisely the same analysis with all
the articles using the term “autism” in PubMed without time restriction. Lastly, we compared the results of the 2 databases.

Results: We retrieved 121,556 terms related to autism in 10,000 tweets and 5.7x109 terms in 57,121 biomedical scientific
articles. The 4 main dimensions extracted from Twitter were as follows: integration and social support, understanding and mental
health, child welfare, and daily challenges and difficulties. The 4 main dimensions extracted from PubMed were as follows:
diagnostic and skills, research challenges, clinical and therapeutical challenges, and neuropsychology and behavior.

Conclusions: This study provides the first systematic and rigorous comparison between 2 corpora of interests, in terms of lay
representations and scientific research, regarding the significant increase in information available on autism spectrum disorder
and of the difficulty to connect fragments of knowledge from the general population. The results suggest a clear distinction
between the focus of topics used in the social media and that of scientific communities. This distinction highlights the importance
of knowledge mobilization and exchange to better align research priorities with personal concerns and to address dimensions of
well-being, adaptation, and resilience. Health care professionals and researchers can use these dimensions as a framework in their
consultations to engage in discussions on issues that matter to beneficiaries and develop clinical approaches and research policies
in line with these interests. Finally, our study can inform policy makers on the health and social needs and concerns of individuals
with autism and their caregivers, especially to define health indicators based on important issues for beneficiaries.

(J Med Internet Res 2022;24(6):e32912)   doi:10.2196/32912
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Introduction

Autism is characterized in the Diagnostic and Statistical Manual
of Mental Disorders, Fifth Edition by the following core deficits:
impairments in social interaction and communication as well
as restricted, repetitive behaviors [1]. In the 2010 Global Burden
of Disease study, an estimated 52 million people had autism
worldwide, equating to a prevalence of 1 in 132 individuals [2].
Autism spectrum disorder (ASD) is a neurodevelopmental
condition associated with significant health costs, including
medical and health care–related service costs, therapeutic costs,
education costs, costs of production loss for adults with ASD,
costs of informal care and lost productivity for family or
caregivers, and costs of accommodation, respite care, and
out-of-pocket expenses. The lifetime cost of supporting an
individual with ASD is about US $2.4 million, for an individual
with ASD and intellectual disability and US $1.4 million for an
individual with ASD without intellectual disability [3]. Support
service could considerably reduce these costs, but this depends
on understanding popular representations of the condition.

Understanding these lay representations is essential for at least
3 reasons; first, citizens’ decisions can influence research and
care policies; second, social, political, and medical attitudes

toward mental health recipients are motivated by beliefs about
the nature of ASD, especially because lay representations
interfere with the understanding of diagnosis and treatment [4];
and finally, popular concepts of mental health have their own
logic and implications, are not simply pale reflections of
professional concepts filtered through the media, and hence are
not shallow, incomplete, and outdated [5]. In fact, there may
be significant differences between the perspectives of
beneficiaries and researchers. While researchers focus on
uncovering underlying mechanisms, beneficiaries and their
families may be more concerned with interventions that can
immediately improve quality of life. Thus, it becomes critical
that mental health professionals and decision makers should be
aware of popular representations, especially for high-profile
topics such as ASD. Studies on “mental health literacy” are
evidence of this lack of overlap between expert and popular
concepts [6]. An increase in mental health literacy can have a
direct impact on the appropriate use of mental health services
[7]. To summarize, popular representations of ASD should be
taken into account for the purpose of destigmatization,
prevention, education, addressing cultural differences, and
developing effective health policies [8]. Figure 1 presents a
model of cooperation between lay and expert representations
that allows the increase in knowledge on these topics.

Figure 1. Collaborative learner model between laypeople and health professionals for the improvement of knowledge about mental health (and literacy).

Methods for exploring popular representations of a disorder or
mental condition are evolving rapidly [9]. Social media provide
one way to gain access to popular representations of ASD. As
social media have become ubiquitous in everyday life, they
represent an easily accessible source of large data sets that
reflect popular representations on a wide range of health topics
[10]. The aggregation of data from social media can provide
insights into first-person experience and daily life engagements
with various health conditions.

More specifically, Twitter is the most widely used social media
in public health and is considered the “Internet radio.” An

estimated 3.5 million users visit Twitter each month [11], with
336 million monthly active users and 500 million tweets sent
per day and a high global adoption rate (77% of its users are
located outside the United States). In addition, while most social
media data (eg, Facebook) remain private, all Twitter’s data are
publicly available. A significant portion of Twitter’s messages
focus on health-related topics [12], and beneficiaries are
increasingly turning to it to keep abreast of health developments
and better understand their condition [11,12]. Twitter can thus
potentially serve as a large-scale interactive platform to reach
ASD-affected communities that may be difficult to reach
through traditional means.
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A brief search of the literature on ASD using the term “mining”
shows that only 60 articles have been published on this subject,
and that most concern the genetics of autism (19/60, 32%). To
our knowledge, the most comprehensive literature review of
textual analysis of autism on social media identified 5 articles
[13-17]. This study is the first to analyze lay representations of
autism and compare them with those of the scientific
community.

Methods

We compared the representations of autism in the social media
and the scientific literature using the following three steps: (1)
textual analysis of data from Twitter; (2) textual analysis of
articles on PubMed; and (3) the comparison of these two corpora
to highlight the differences between lay representations (by
proxy via Twitter) and scientific representations (by proxy via
PubMed).

Textual Analysis of Twitter
In the first phase, we conducted an extraction and a textual
analysis of mentions of autism on Twitter on January 21, 2021,
using a sample of the last 10,000 tweets in English, posted using
the term “#autism.” We did not apply any geographical limits.
We made sure to choose a random day, and especially to avoid
any particular day of the year or a specific day related to autism
(eg, the entire month of April, aka the “autism month”). This
number of tweets (N=10,000) constitutes the maximum number
of tweets that can be retrieved by the application programming
interface (API) of this platform. All data were obtained through
the official Twitter API. We did not use the term “autis*” in
order to specifically target tweets related to a theme centered
mainly on autism. The term “#autism” can better identify tweets
that target a specific message on autism, because the hashtag
can help to avoid tweets in which the theme of autism is only
secondary (the “hashtag” [#] groups together all the discussions
referring to the same theme). No other apparently irrelevant
term was deleted, assuming that the relevance of such an
analysis lies in reading the topics considered as patterns and
not at the level of over-selected results. We extracted the terms
most commonly associated with autism using the R software
(version 4.0.3, The R Foundation; packages: stringr, rtweet,
tidyr, tidytext, rjson, and leaflet) and analyzed the resulting big
data on the Béluga supercomputer (Compute Canada) in 4 steps.

First, we prepared the data (data munging) by removing the
URLs and hyperlinks (high-frequency words) by applying the
standard techniques of preprocessing data for text analysis,
which comprises (1) punctuation marks, (2) numeric characters,
(3) spaces, and (4) special symbols. We associated a unique
identifier with each occurrence of a word. Stop words, the most
common words in a language that have no interest in the analysis
(eg, “and,” and “for”) were also removed (tidytext package).

Secondly, we carried out a bootstrap analysis with an algorithm
specifically created for the study, to analyze words and not
tweets, in order to extract the first terms and test the network’s
stability (NetworkTools package).

Thirdly, we performed an undirected lexical network analysis
(qgraph package) to map these terms and dimensions in space

and observe their relationships, following the network analysis
guidelines for cross-sectional data published by Burger et al
[18] (Multimedia Appendix 1). We extracted the 50 main
common words to build this network. Thus, the lexical network
was constructed by Twitter mining with the term #autism with
the first 50 terms. Such a lexical network can be considered as
undirected because it does not describe a causal or directional
relationship between the nodes. A connection between any 2
terms is represented if these terms are frequently present together
in a tweet or an article. In network analysis, the potential
importance of nodes within the network can be assessed by the
following 4 local measures of network centrality: strength,
closeness, betweenness (interval between nodes), and expected
influence [19]. The strength of a node measures the weighted
number of connections for a given node, thus showing the degree
of involvement of this node in the network. Closeness is
inversely proportional to the shortest average distance to all
other nodes. Betweenness measures the degree to which a given
node acts as a “bridge” connecting different parts of the network,
reflecting the degree by which it controls the flow of information
across the network. Expected influence is computed to improve
the measurement of the centrality of nodes in the network,
reflecting the influence on the symptom network based on its
positive correlations, negative correlations being corrected by
this centrality measure.

Finally, we used an unsupervised machine learning technique
capable of scanning tweets to detect word patterns and to
automatically cluster word groups, with an algorithm capable
of determining the ideal number of clusters, based on the
computation of a dissimilarity matrix with Euclidean distance
and a cluster analysis by a k-means method (k-means
reallocation clustering minimizes within-cluster variances, that
is, squared Euclidean distances; it minimizes the sum of
distances between the points and their respective cluster
centroid; NbClust package). The result is given in the form of
a numerical clustering index; in this study, the index used is the
C-index: the higher the C-index, the more relevant the number
of clusters. This cluster analysis provides a representation of
the main semantic dimensions. More specifically, the cluster
analysis is based on a method entitled Latent Dirichlet
Allocation (LDavis package), which is a generative statistical
model explaining sets of observations through unobserved
groups, which are themselves defined by data similarities
(topicmodels package). The dimensions extracted according by
Latent Dirichlet Allocation correspond to the terms that
frequently occur together, based on how frequently the word is
on an exact topic. This cluster analysis is thus called topic
modeling. Each of these topics is labeled on expert opinion
according to the lexical fields of the terms found in the clusters.
Successive blind iterations were performed until a common
agreement was found between the authors. The labels are not
methodologically formalized, but they are given according to
the terms extracted and presented in the figure. Each of these
labels, interpreted qualitatively, should be read according to the
sets of terms of the figure.

Textual Analysis of PubMed
In the second phase, we performed an extraction and a textual
analysis of mentions of autism using the biomedical database
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PubMed, in January 2021 (the same day as Twitter’s collection
of terms), using the term “autis*” (Multimedia Appendix 1).
The analysis of terms included titles, keywords (including MeSH
[Medical Subject Headings]), and abstracts. We used for the
PubMed analysis the same 4 steps procedure as for the Twitter
database (data preparation, bootstrap analysis, undirected lexical
network analysis, and clustering with topic modeling).

Comparison of Corpora
The comparison between the 2 corpora has been carried out
qualitatively. Despite the absence of the possibility of
developing quantitative analyses due to the intrinsically different
labels of the networks, the development of similar analysis tools
for each database (associated with the parallel extraction of
dimensions) will allow room for interpretation in the Discussion
section.

Ethical Considerations
Internet-related research raises specific ethical considerations
as to whether the obtained data belong to the public or private
domain [20], with respect for confidentiality and valid consent
[21]. The handles were not kept in the results and therefore all
the data remain at the level of the statistical aggregate. Only
publicly available data on the web and collected from the Twitter
platform were analyzed. We only used data from anonymous
users who consented to publicly disclose their data on Twitter
(ie, no privacy settings were selected by users; Multimedia
Appendix 1).

Results

Data Mining and Bootstrapping

Textual Analysis of Twitter
The request was launched in January 2021, searching for 10,000
unique tweets (not retweeted) using the term “#autism.” We
retrieved 121,556 terms related to the term #autism. All these
tweets (not retweeted) were posted in English on Twitter in less
than a month, without geographical limits.

Textual Analysis of PubMed
In January 2021, the PubMed literature search identified 57,121

articles with the term “autis*” and with 5.7x109 terms. The
distribution of items over time (timeline) shows an average of
654 items per year smoothed over the last 70 years, with the
first articles published in 1946.

The bootstrap algorithm (allowing to analyze words and not
tweets) extracts the most frequently used terms and allows to
test the network’s stability. The confidence intervals (frequency
of terms in tweets) of the bootstrap are narrow. Figure 2 shows
the 16 terms found most frequently associated with the searched
keyword on Twitter (panel A) and PubMed (panel B). The
networks were stable at 1000 iterations, as shown by the
bootstrap analyses.

Based on globally equivalent distributions, the frequency of the
first 15 terms found in the PubMed database is between 10,000

and 18,000 times (ie, a frequency of about 2.5x10-4). The
frequency of the first 15 terms found in the Twitter database is
between 250 and 2000 times (ie, a frequency of about 0.92%)
with different distributions (Figure 2).

Figure 2. A. 15 first terms found on Twitter by textual analysis on 10,000 tweets in paired analysis using the term #autism (January 2021). The term
“autism” itself has been removed from the list for better visibility. B. 15 first terms found on PubMed by textual analysis on 57,121 articles using the
term “autis*” (January 2021). The term “autism” itself has been removed from the list for better visibility.
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Undirected Lexical Network Analyses
The first lexical network was constructed by Twitter mining
using the term #autism with the first 50 terms among the
121,556 terms in the 10,000 unique tweets. The second lexical
network was constructed by PubMed mining with the term

“autis*” with the first 50 terms (among the 5.7x109 terms in the
57,121 articles). Figure 3 shows these undirected lexical network
analyses. Remember that a connection between any 2 terms is
represented if these terms are frequently present together in a
tweet or an article.

The qualitative analysis of these networks shows marked
differences between the terms associated with autism on Twitter
and those in PubMed. For example, on Twitter, we found terms
such as “Son,” “Love,” “Happy,” or “April” (referring to the
World Autism Month) denoting special community attention
to the idea of well-being in ASD, but also others such as
“Neurodiversity,” “ADHD” (for attention deficit hyperactivity
disorder), and “Brain” focusing attention on the scientific aspects

of ASD. Moreover, terms such as “Acceptance,” “Social,” or
“Understanding” were related. Among the most common terms
in the literature, the PubMed analysis revealed words belonging
to various scientific lexical fields such as “Gene,” “Brain,” or
“Cognitive,” denoting a special scientific focus on
physiopathological mechanisms, similar to the terms
“Communication,” “Skills,” or “Social,” denoting special focus
on the functional issues involved in ASD.

The centrality measures of these networks (Figure 4) showed
that in Twitter, the 5 most central terms related to strength,
expected influence, and closeness were as follows: “Maths,”
“Goals,” and “Stem.” In terms of betweenness, they were related
to “Students,” “Maths,” and “Disabilities.” In PubMed, the 3
most central terms related to expected influence were as follows:
“Neurodevelopment,” “Attention,” and “Deficit.” In terms of
strength, they were “Expression,” “Gene,” and “Brain.” In terms
of betweenness, they were also “Expression,” “Gene,” and
“Social.” In terms of closeness, they were also “Expression,”
“Gene,” and to “Development.”

Figure 3. A. Directed network of 50 first words from Twitter with #autism after textual analysis of 10,000 tweets. B. Directed network of 50 first words
from PubMed with “autis*” after textual analysis of all the articles on the database.
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Figure 4. Four centrality measures (strength, expected influence, betweenness, and closeness), ordered by expected influence of A. Twitter network
and its 4 dimensions; B. PubMed network and its 4 dimensions (details of the different centrality measures are in the Methods section). The most central
node in terms of strength, for each database, is located at the top of each of the tables (eg, node “Awareness” for the Twitter network and node “Gene”
for the PubMed network). A high centrality node is located to the right of each table, and a low centrality node is located to the left.

Topic Modeling to Extract Main Semantic Dimensions
We determined the number of clusters and identified the best
clustering scheme by varying all combinations of the number
of clusters, distance measures, and clustering methods. For both
Twitter and PubMed, the best clustering schematization
algorithm (based on the Euclidean distances and k-mean
clustering) proposed 2 dimensions with a C-index of 235.4, and
4 dimensions with a lower C-index of 183.7. We retained this
quantitative result but decided to use 4 dimensions for both
networks for semantic reasons. After iterative tests with values
greater than 4, it seemed more appropriate to use 4 dimensions
to interpret and compare the 2 networks, and to compare the 2
corpora more closely. This approach is clinically relevant, since
only 2 isolated dimensions would not be sufficiently informative
in a study comparing different dimensions within different
corpora. The 4 main dimensions extracted are shown in Figure
3. The dimensions in the Twitter network were as follows: (1)
integration and social support; (2) understanding and mental
health; (3) child welfare; and (4) daily challenges and
difficulties. The dimensions in PubMed were as follows: (1)
diagnosis and skills; (2) research challenges; (3) clinical and
therapeutical challenges; and (4) neuropsychology and behavior.

Discussion

Principal Results
We produced 2 corpora of texts from web-based platforms
representing a global social network (Twitter) and international
biomedical research (PubMed), reflecting both the interests and
representations of the scientific community and mental health
professionals. The content of the tweets and scientific articles
were explored by searching within these samples for the terms

#autism and autis*, respectively. We found a wide divergence
in the focus of these corpora, which has implications for how
researchers and the public at large understand each other’s
discourse.

The 4 dimensions extracted from Twitter (integration and social
support, understanding and mental health, child welfare, and
daily challenges and difficulties) reveal a discourse focusing
on the education, evolution, and support for people with ASD
that makes relatively little mention of science or technical issues
per se. Likewise, the 4 dimensions extracted from PubMed
(diagnosis and skills, research challenges, clinical and
therapeutical challenges, and neuropsychology and behavior)
reflect scientific research practices and reveal an interest in
behavioral and linguistic issues, comorbidities ,and
neuroscientific topics (eg, neuropsychology, neurogenetics, and
neuropharmacology), with very little mention of the issues dear
to Twitter users.

Since several scientific communities are involved, the construct
of ASD has been fraught with controversy [22,23]. ASD is a
multiscale condition, and its scientific study requires different
levels of analysis and generates various points of view, with
each community providing its own perspective. These specialists
include neuroscientists, biologists, pharmaceutical engineers,
clinical researchers, and practitioners. Lay communities
interested in ASD include parents, parents’ and beneficiaries’
associations, and associations that support beneficiaries daily.
The topics commonly discussed by the scientific community
did not appear to overlap with the concerns of the public. This
lack of overlap has 3 important implications for research. First,
from a scientific perspective, the range of topics covered by
Twitter could provide health care professionals and researchers
with insights that they would otherwise not have (Figure 1).
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Second, from an economic perspective, the study of social media
can increase health professional’s knowledge of public and
patient concerns at low cost, given the relatively free access to
personal data that people disseminate about themselves. Third,
in terms of public health and interventions, gaining such
knowledge of the centers of interest and concerns of the public
and patients could help them target social media communities
involved with ASD in terms of information and interventions,
all at a minute cost. Indeed, the terms found in tweets could
reveal trends in the representation of mental disorders or
conditions. This would help professionals provide appropriate
public health information, set up prevention campaigns,
destigmatize the ASD condition, and engage decision-making
through an indirect suggestion for significantly changing their
representational incentives. In consequence, such divergences
may be useful for scientific dynamics, public health information
and prevention efforts, psychoeducation, or management of
care.

While the representations of ASD found in popular discourse
and in biomedicine differ, they do not diverge completely. In
fact, the views of professionals regarding psychiatric disorder
and conditions, comorbidities, and their implications for families
have a considerable influence on social media discussions.
However, the differences of focus in the medical literature and
the general population are important, which involves
implications in terms of naturalization of a disorder and
overmedicalization of a condition. In popular representations
and therefore in social media, these representations may provoke
negative attitudes, encouraging people to consider such a
condition as deeply ingrained or constitutional and categorically
different from people considered neurotypical [24]; they may
also increase stigmatization or increases perceptions of
dangerousness and unpredictability about patients [25].
Certainly, ASD poses a particularly challenging issue since
laypeople may consider that those with ASD are biologically
but not pathologically different, particularly in the context of
neurodiversity [26]. However, a uniquely medical understanding
of a condition such as ASD may lead to the conviction that those
with ASD are unable to function normally, a belief that can lead
to pessimism and disengagement if it is held widely by the
public [27].

Limitations
This study has several limitations, 5 of which will be discussed
here. First, for methodological reasons related to text processing,
we limited the searches to the English language and to 2
databases, although both produced large corpora representative
of very heterogenous populations. Indeed, texts on social media
are known to contain a large proportion of nongrammatical
constructions derived from abbreviations and metaphorical uses
[28], while scientific texts are known for their specialized
vocabulary and characteristic structure that make them a genre
per se. Thus, automated comparison of the 2 requires careful
annotation. On the other hand, automated methods allow large
corpora to be explored, a task that would indeed be challenging
if it were to be performed by close textual analysis. Furthermore,
they can reveal patterns despite the existence of significant
differences in the structure of discourse from various origins
[29]. But even if it is possible that the 2 corpora (Twitter and

PubMed) do not simply represent 2 different populations or
perspectives perfectly distinctive (and are only 2 different modes
of communication), this does not change the scope of our results
because the claims about differences in concerns regarding the
2 corpora remains; the themes are different in terms of interests.
However, we do not wish to exclude individual representations
conveyed by the health professionals, who are a significant part
of the social landscape.

Second, in our study, first-person representations of individuals
with ASD active on Twitter were not considered. This could
have been carried out by combining the terms “#autism” and
“I.” A recent report noted that about 80% of adults living with
ASD use social media. Examination of first-person
representations would provide a valuable avenue for future
research on phenomenology and the mediatized social
presentation of self [13]. Third, the use of isolated words and
not n-grams (contiguous sequence of terms) could constitute a
future perspective, since it would be a question of analyzing
the relevance of pertinent contiguous occurrences in ASD (eg,
the term “gene” does not have the same meaning if it is
associated with “expression” or with “deficit,” providing
potential important information on the genetics of ASD).

Fourth, this study has the limitations of any study based on
social networks and textual data mining, including the sampling
bias related to users of this medium (eg, in terms of social class
or culture), and the difficulty of checking user profiles [15],
search parameters, or the necessary qualitative labeling of
clusters. In particular, the use of the hashtag (“#autism”) cannot
provide the same precision as the MeSH term (“autis*”), with
a potential number of false-positive tweets (ie, not specifically
related to ASD). In addition, concerning the PubMed corpus,
we may have included articles with the term “autis*” in the
abstract but not related to autism, even though this eventuality
was potentially rare.

Fifth, for computational challenges, we had to limit the number
of calculations, so we were unable to perform a series of data
extractions. Indeed, the Twitter API limits data extraction for
ethical reasons. However, the limitations related to technological
access and data processing were offset by the rewriting of
specific algorithms for the purpose of this study and by the
amount of data that we acquired. The narrowness of the
confidence intervals of the frequency of terms obtained by
bootstrapping confirms the accuracy and robustness of our data
estimation. These limitations are also partially offset by the
reduction in social desirability and recall bias compared to
traditional survey data collection methods. This observation
calls for future studies integrating a variety of data from different
sources.

Conclusion
Apart from the stigma that ASD induces, the exposure of ASD
also leads to suffering in relatives of people with ASD, who
feel a sense of social injustice in that clinical research is still
unable to meet their expectations for their loved ones. This
paper illustrates the potential to use social media as a proxy for
the representations of ASD in the society today. The results
suggest a clear distinction between the focus of topics used in
the social media and that of scientific communities. This
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highlights the importance of knowledge mobilization and
exchange to better align research priorities with personal
concerns and to address dimensions of well-being, adaptation,
and resilience. Similar methods could be used to develop
pedagogical or preventive programs, or to help in establishing
recommendations for treatment. The analysis of representations
prevalent in the social media could also be used to design
destigmatization campaigns and to assess their impact over time.

As noted by Hacking [30], such representations strongly impact
not only care but also research and nosology. The interaction
between shared representations and medical research interests
could help public health decision makers and mental health
professionals to create collaborative learning environments that
engage beneficiaries and caregivers.
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Abstract

Background: Traditionally, patients wishing to obtain their prescription medications have had to physically go to pharmacy
counters and collect their medications via face-to-face interactions with pharmacy staff. Prescription in Locker Box (PILBOX)
is a new innovation allowing patients and their caregivers to collect medication asynchronously, 24/7 at their convenience, from
medication lockers instead of from pharmacy staff.

Objective: This study aimed to determine the willingness of patients and caregivers to use this new innovation and factors that
affect their willingness.

Methods: This prospective cross-sectional study was conducted over 2 months at 2 public primary health care centers in
Singapore. Patients or caregivers aged 21 years and older who came to pharmacies to collect medications were administered a
3-part questionnaire face-to-face by trained study team members after they gave their consent to participate in the study.

Results: A total of 222 participants completed the study. About 40% (89/222, 40.1%) of participants were willing to use PILBOX
to collect their medications. Among participants who were keen to use the PILBOX service, slightly more than half (47/89, 53%)
were willing to pay for the PILBOX service. Participants felt that ease of use (3.5 [SD 1.2]) of PILBOX was the most important
factor affecting their willingness to use the medication pickup service. This was followed by waiting time (3.4 [SD 1.3]), cost of
using the medication pickup service (3.0 [SD 1.4]), and 24/7 accessibility (2.6 [SD 1.4]). This study also found that age (P=.01),
language literacy (P<.001), education level (P<.001), working status (P=.01), and personal monthly income (P=.01) were factors
affecting the willingness of patients or caregivers to use PILBOX.

Conclusions: Patients and caregivers are keen to use PILBOX to collect their medications for its convenience and the opportunity
to save time if it is easy to use and not costly.

(J Med Internet Res 2022;24(6):e23266)   doi:10.2196/23266

KEYWORDS

PILBOX; medication collection process; dispensing; remodeling; locker box; medication; pharmaceuticals; prescription

Introduction

Many health care systems in the world require patients to
physically go to the dispensary or pharmacy to refill or collect
their medications. This practice has been ongoing across the
globe for a long time [1,2].

Dispensing medications to patients usually encompasses the
provision of some basic information about the medication such
as the indication, dose, frequency, and duration [3,4]. The
face-to-face encounter at the dispensary or pharmacy to collect
the medications provides an opportunity for patients to be
counseled on the use of their medications and have their
concerns pertaining to their medications addressed [5].
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This long-standing practice prevails because health care
providers and patients instinctively associate the collection of
medications by patients as constituting a natural end to their
visit to the clinic [6]. A problem may arise if patients are faced
with time constraints and cannot afford the extended time
waiting for their turn to see the doctor followed by waiting to
collect their medications. This problem is especially aggravated
for polyclinic patients due to the high volume of patients and
resulting long wait times for patients. The inconvenience caused
by having to physically collect the prescribed medications and
the long wait time the process entails have also contributed to
a high medication nonadherence rate worldwide [7].

If one were to adopt a fresh pair of lenses, a visit to the doctor
needs not be irreversibly coupled with the medication collection
process. It was this out-of-the-box thinking that inspired the
study team to envision the development of an innovation that
would decouple the medication collection process from the
doctor’s visit and allow the patient a choice of collecting their
prescribed medication at a separate convenient occasion after
having visited their doctor for consultation.

Telecommunications and technological advances such as the
invention of the phone, broadband, internet, and mobile apps
are potentially game-changers in these modern times [8-10].
They enable alternative medication refill or collection modes
to be made available to patients [2]. An example of such an
alternative is the delivery of medications to patients via courier
service or mail-order pharmacy to their preferred delivery
locations with a few button clicks or a phone call to the
dispensary or pharmacy.

However, not all alternative medication refill or collection
modes are feasible to implement, and some may not prove
attractive to patients or their caregivers [11-13]. Some solutions
are costly to implement and may require dispensaries or
pharmacies to pass on some or all of the implementation and
operational costs to users (patients or caregivers) [11] . Others
may generate new problems or inconveniences to users such as
requiring users to block off a long stretch of their valuable and
limited time to await the delivery [13]. Improper handling of
the delivered medications by the courier personnel may also
have an adverse impact on medication safety [14]. Medication
safety may present a significant problem to successful
implementation of these alternative medication refill or
collection modes, particularly in countries with underdeveloped
transport networks and infrastructures [15]. In such countries,
the ability of courier personnel to safeguard the quality of the
medications during transit may not be a given, even with their
best efforts.

The current health care system in Singapore, like many countries
worldwide, requires patients to collect their medications
physically at the hospital or clinic dispensaries or retail
pharmacies. Singapore’s health care services are provided by
both private health care providers and public health care
institutions. Although there are established medication delivery
services run by private operators, patients may not always be
prepared to set aside a few hours to wait for the delivery of their
medications as they cope with long work hours and many other

competing commitments in fast-paced Singapore, such as
running errands and taking children to and from classes.

Thus we have envisioned and developed Prescription in Locker
Box (PILBOX) as a new innovation to fill the gap. This new
innovation is a first in Singapore. The idea is simple. Rather
than requiring users to stay in a given location for a long stretch
of time to wait for medications to be delivered to them, why
not deposit the medications in a secure location for users to pick
up at their convenience? Hence, the PILBOX was
conceptualized and developed.

The PILBOX station consists of a few columns of lockers of
different sizes with one single attached console that allows users
to input a unique access code to retrieve their medication parcels
from their allocated locker. The locker station is equipped with
a security camera, autolock mechanism, and lock-down system
to ensure the medication parcels are safely kept until their
collection by their rightful owners. The security camera will
deter people with malicious intent from targeting the lockers
and the medications contained within. Once a medication parcel
has been collected, the locker will be autolocked to ensure the
locker is inaccessible to unauthorized personnel. Further, the
station lock-down system will prevent power outage situations
from triggering the unintended opening of lockers and
unauthorized retrieval of medication parcels.

The locker station maintains an ambient temperature (ie, at or
below 25 ℃ [77 ℉]) due to 24/7 air conditioning of the room
housing the station. To ensure the medications will be stored at
the suitable temperature until retrieval by the user, ambient
environment temperature is monitored continuously using
temperature loggers. This is important to preserve the quality
of the medications until collection by users.

Suitable lighting has also been installed in the locker station to
facilitate easy retrieval of medications. Further, the PILBOX is
equipped with an information technology (IT) system that allows
easy tracking of use of the locker system and booking of the
lockers for collection of medications by users. It can also
generate an audit trail to ensure accountability of each occasion
of access to the lockers.

As PILBOX is a new innovation in Singapore, a study was
conducted to determine the willingness of patients and
caregivers to use the medication pickup service and factors that
may affect their use. The information gleaned will allow us to
develop appropriate strategies to promote the use of the PILBOX
service to patients and increase adoption. The study also aimed
to test the following hypotheses:

• Participants who are willing to use PILBOX are willing to
pay for the medication pickup service.

• Participants are more willing to use the PILBOX if their
wait time at the pharmacy is long.

• Participants are more willing to use PILBOX if they are
not satisfied with their wait time at the pharmacy.

• Participants are more willing to use PILBOX if they refill
their prescriptions or collect medications from the pharmacy
frequently.

• Participants are more willing to use PILBOX if the traveling
time to the PILBOX (located within the polyclinic) is less.
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Methods

Study Design
The prospective cross-sectional study was conducted from
December 2015 to January 2016. Participants were convenience
sampled at 2 polyclinics situated in the eastern part of Singapore.
Polyclinics are public primary health care centers that provide
medical care for acute and chronic conditions and provide
services such as pharmacy, vaccinations, and health screenings.
Prior to the development of PILBOX, patients who needed to
collect their prescribed medications or who had prescriptions
to refill were required to physically go to the polyclinics’
respective in-house pharmacies where they would be served by
pharmacy staff at counters.

Study Participants and Ethical Approval
The recruited participants were aged 21 years and older. Patients
or caregivers visiting the in-house pharmacies at the study sites
to fill or refill their prescriptions were invited to participate in
the study. Potential participants who could not understand or
converse in English or Mandarin were excluded from the study.
This study was exempted from ethics review by SingHealth
centralized institutional review board (SHP 2015/3035).

Using α=.05, a power of 80%, and an expected correlation
coefficient of .30, a calculated sample size of at least 85
participants was required to test the hypotheses on willingness
to use PILBOX against their (1) willingness to pay to use the
service, (2) wait time at the pharmacy, (3) satisfaction with their
wait time at the pharmacy, (4) frequency of prescription refills
or medication collections at the pharmacy, and (5) traveling
time to the PILBOX.

Study Instrument
A structured questionnaire developed by the study team was
administered face-to-face by trained study team members in a
standardized manner (Multimedia Appendix 1). Each participant

completed the questionnaire once. The questionnaire solicited
information on the following:

• Demographics (ie, age, sex, language literacy, education
level, working status, housing type, and personal monthly
income)

• Relevant factors that might affect participant satisfaction
with pharmacy services (ie, estimated traveling time to
polyclinic, frequency of prescription refills and medication
collections at the pharmacy, average waiting time at the
pharmacy, and satisfaction with waiting time at the
pharmacy)

• Willingness to use PILBOX and pay for its use

A 5-point Likert scale (1=not keen, 5=very keen) was used to
assess willingness of the participants to use PILBOX.

Statistical Methods
Chi-square or Fisher exact tests were used to determine the
factors that might affect the willingness of participants to use
PILBOX. Pearson correlation tests were used to determine
whether participant willingness to use PILBOX correlated with
their (1) willingness to pay to use the service, (2) average
waiting times at the pharmacy, (3) satisfaction with their waiting
times at the pharmacy, and (4) frequency of prescription refills
or medication collections at the pharmacy. All analyses were
performed using SPSS (version 25.0, IBM Corp) at the 5%
significance level.

Results

Participant Characteristics
A total of 222 participants completed the study, with 109
females, 101 males, and 12 unspecified. Among the participants,
about half (109/222, 49.1%) were persons aged 65 years and
older. Almost 1 in 10 participants (19/222, 8.6%) had no formal
education, and 1 in 5 (46/222, 20.7%) had primary education.
Almost half (104/222, 46.9%) were not working (Table 1).
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Table 1. Demographics of participants (n=222).

Value, n (%)Characteristics

Age group, years (older adult vs adult)

109 (49.1)≥65

99 (44.6)<65

14 (6.3)Unspecified

Age (years)

12 (5.8)21-40

87 (41.8)41-64

109 (52.4)≥65

Sex

109 (49.1)Female

101 (45.5)Male

12 (5.4)Unspecified

Language literacy (self-reported)

124 (40.0)English

132 (42.6)Chinese

20 (6.5)Malay

3 (1.0)Tamil

2 (0.6)Other

14 (4.5)Illiterate

15 (4.8)Unspecified

Education level

19 (8.6)No formal education

46 (20.7)Primary

72 (32.4)Secondary

67 (30.2)Above secondary

18 (8.1)Unspecified

Working status

100 (45.0)Working

104 (46.9)Not working

18 (8.1)Unspecified

Housing type

165 (74.3)Public housing

29 (13.1)Private housing

8 (3.6)Other

20 (9.0)Unspecified

Personal monthly income (S$)

106 (47.7)No income

63 (28.4)≤3000

21 (9.5)3001-6000

7 (3.2)>6000

25 (11.3)Unspecified
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Relevant Factors That May Affect Participant
Satisfaction With Pharmacy Services
Among the participants who collected their medications in
installments, about half (65/150, 43.3%) refilled their
prescriptions or collected their medications every 3 months.
About 30% (41/150, 27.3%) refilled their prescriptions or

collected their medications more than 4 times a year. The median
traveling time among the participants was 15 to 30 minutes.
Slightly more than half (116/222, 52.3%) of the participants
were satisfied with the waiting time at the pharmacy to collect
or refill their prescriptions. The median time participants spent
at the pharmacies waiting to collect or refill their prescriptions
was 31 to 45 minutes (Table 2).
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Table 2. Relevant factors that may affect participant satisfaction with pharmacy services.

Value, n (%)Factors

Estimated traveling time to polyclinic (minutes)

92 (41.4)<15

63 (28.4)15-30

37 (16.7)31-45

13 (5.8)>45

17 (7.7)Unspecified

Collection of medication in installments?

150 (67.6)Yes

72 (32.4)No

Frequency of prescription refills (for patients who collect in installments)

2 (1.4)>1 time per month

23 (15.3)Once every month

16 (10.7)Once every 2 months

65 (43.3)Once every 3 months

44 (29.3)Once every 4 months and longer

Average waiting time at pharmacy (minutes)

16 (7.2)<15

72 (32.9)15-30

78 (35.1)31-45

55 (24.8)>45

Satisfaction with waiting time at pharmacy

68 (30.6)Dissatisfied

37 (16.7)Neutral

116 (52.3)Satisfied

1 (0.4)Unspecified

Willingness to use PILBOX

65 (29.3)Not keen at all

25 (11.2)Not keen

37 (16.7)Neutral

47 (21.2)Keen

42 (18.9)Very keen

6 (2.7)Unspecified

Willingness to pay to use PILBOXa

73 (32.9)Willing to pay

123 (55.4)Not willing to pay

26 (11.7)Unspecified

Amount willing to pay to use PILBOX (S$)

55 (75.3)≥2

13 (17.8)2-5

4 (5.5)5-10

1 (1.4)<10
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aPILBOX: Prescription in a Locker Box.

Willingness to Use PILBOX and Willingness to Pay
for the Service
About 40% (89/222, 40.1%) of participants were willing to use
PILBOX to collect their medications. A similar proportion
(90/222, 40.5%) were not willing to, with the rest (37/222,
16.7%) not sure if they would be keen to do so. More than half
(123/222, 55.4%) of the participants were not willing to pay for
the service, and about a third (73/222, 32.9%) were willing to
pay to use PILBOX. Among those who were willing to pay, the
majority (55/73, 75%) preferred to pay S$2 (US $1.50) or less
to use PILBOX. In Singapore, this amount can pay for a
single-direction bus trip or the fee for courier delivery of online
purchases, including ordering of food. It also equates to roughly
5% of a typical polyclinic patient’s medication bill. Among the
participants who were keen to use PILBOX, slightly more than
half (47/89, 53%) were willing to pay for PILBOX (Table 2).

Participants who were not keen to use the medication pickup
service were hesitant because they were worried that they could
not understand the directions to use the locker station. Concerns
over not being able to read and understand the directions for
use as indicated on the locker station because of literacy
limitations and poor eyesight were reported by participants.
Some participants felt that they would need assistance to guide
them on the use of the locker station but were at the same time
concerned that they might hold up the queue. This deterred them
from using the service. A small percentage (3/222, 1.4%) did
not own a cellphone, and 3.6% (8/222) felt they were not tech
savvy enough to be able to use the automated collection system.
Some participants were concerned that the payment kiosks at
the locker station would not be able to support the use of their
medical benefit cards.

A common reason cited by participants was that they did not
mind waiting at the pharmacy for their medications as they were

already accustomed to waiting for their medications. Some
participants did not feel safe collecting their medications from
the locker station because they were worried they might get the
wrong medications or wrong quantities of the medications from
the lockers. Some preferred to collect their medications in person
at the pharmacy as they appreciated the availability of pharmacy
staff to address any medication queries or concerns they might
have. They also wanted someone to explain the use of their
medications to them in person.

On the other hand, reasons motivating participants to use
PILBOX include no waiting time at the pharmacy (which would
save time for busy people) and being able to collect their
medications at a time convenient to them. The medication
pickup service would presumably appeal more to tech savvy
individuals, as suggested by one participant in the survey.

Factors Affecting Willingness to Use PILBOX
The participants felt that the ease of use (3.5 [SD 1.2]) of
PILBOX was the most important factor affecting their
willingness to use the medication pickup service. This was
followed by no wait time (3.4 [SD 1.3]), cost of using the
medication pickup service (3.0 [SD 1.4]), and 24/7 accessibility
(2.6 [SD1.4]). Participants ranked the location of the locker
station (2.6 [SD 1.5]) as the least important among 5 factors
that might affect their willingness to use the medication pickup
service.

This study found that age (P=.01), literacy (P<.001), education
level (P<.001), working status (P=.01), and personal monthly
income (P=.01) were factors affecting the willingness of the
patients or caregivers to use PILBOX. The same list of factors
was also found to be associated with their willingness to pay
for use of the medication pickup service (Table 3).
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Table 3. Factors affecting willingness to use and willingness to pay to use PILBOX.

P valueWillingness to pay to use PILBOXP valueWillingness to use PILBOXaFactors

WillingNot willingWillingNot willing

<.001——.01——bAge (years), n

—2676—3654≥65

—4744—4931<65

.72——.11——Sex, n

—3764—3949Female

—3656—4736Male

———<.001——Language literacy (self-reported), n

<.0011561<.0011854Non-English

<.0015859<.0016830English

.01011<.001014Illiterate in any language

.0173109<.0018670Literate in at least 1 language

<.001——<.001——Education level, n

—73103—8465Have education

—016—018No formal education

—1244—1045Primary and below

—6175—7438Secondary and above

<.001——.01——Working status, n

—2772—3551Not working

—4647—4932Working

.17——.08——Housing types, n

—1414—167Private housing

—59103—6775Public housing

<.001——.01——Personal monthly income, n

—4343—4629Have income

—2873—3652No income

.17——.79——Frequency of medication collection (per
year), n

—3269—2560≤4

—1823—177>4

.94——.40——Traveling Time to Polyclinic (minutes),
n

—5591—3238≤30

—1829—916>30

aPILBOX: Prescription in Locker Box.
bNot applicable.

There was weak positive correlation between participant
willingness to use PILBOX and their willingness to pay for use
of the medication pickup service (159/222, r=.23, P<.001).
Participant willingness to use PILBOX correlated weakly and
negatively with waiting time at the pharmacy (180/222, r=–.23,
P<.001). There was very weak negative correlation between
participant willingness to use PILBOX and their satisfaction
level with waiting time at the pharmacy (180/222, r=–.06,

P=.47). On the other hand, there was very weak positive
correlation between willingness to use PILBOX and frequency
of prescription refills or collection of medications at the
pharmacy (116/222, r=.05, P=.63) among patients who collected
their medications in installments. Participant willingness to use
PILBOX correlated weakly and negatively with traveling time
to the polyclinics where the medication locker stations were
located (168/222, r=–.14, P=.07).
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Discussion

Principal Findings
This study found that about 40.0% of patients and caregivers
were willing to use PILBOX to collect their medications. This
acceptance rate of a service innovation is in line with the natural
diffusion of any new products or services into use among a
population of users, comprising innovators (2.5%), early
adopters (13.5%), early majority (34.0%), late majority (34.0%),
and laggards (16.0%) [16].

Willingness to Use PILBOX
The ease of use of PILBOX was the most important factor
affecting the desirability of the new medication collection
service to users (patients and caregivers). A possible explanation
for this observation was that ease of use could elicit positive
emotions associated with the use of PILBOX and lead to service
satisfaction [17]. Hence, ease of use of PILBOX would
intuitively encourage users to opt for the service [18]. As
mentioned in the Results section, participants who were not
keen to use PILBOX were hesitant because they were worried
they would not be able to understand the directions of use as
indicated on the locker stations [19], whether because of literacy
limitations or poor eyesight. Some participants also provided
feedback that they felt they would need assistance to guide them
with use of PILBOX while others were put off because they felt
they were not tech savvy enough. Further, as seen in Table 3,
willingness to use PILBOX increased with education (P>.99)
and literacy levels (P<.001) and decreased with age (P=.01).
The working status of participants also influenced whether
participants were willing to use PILBOX (P=.01), with working
individuals being more willing to use the service presumably
due to their greater exposure to and hence greater confidence
in interacting with innovative products and services [19].
Participants living in private housing (versus public housing)
and presumably deemed more affluent were also more willing
to use PILBOX (P=.08), again likely due to their greater
exposure to and confidence in interacting with innovative
products and services [20]. From the survey results, if greater
ease of use such as by providing clear and understandable
instructions [21] is designed into PILBOX, there is a higher
chance that it will be embraced by more users.

The second most important factor affecting user choice was the
zero waiting time advantage offered by the PILBOX option.
Previous studies have shown that patient satisfaction levels
would reduce with increase in waiting time [22,23]. We would
intuitively expect that decreased satisfaction levels on the part
of patients would then motivate them to use PILBOX, which
could potentially offer them the advantage of zero waiting time,
since they could choose when to collect their medications.

Surprisingly, our data showed that user willingness to use
PILBOX correlated weakly and negatively with waiting time
at the pharmacy (180/222, r=–.23, P<.001), which was not what
we would intuitively expect. This could be due to users having
become accustomed to longer waiting times at the polyclinics
and having realistic expectations given that they were receiving
subsidized medical care. In view of these data, it was uncertain
whether the zero waiting time advantage would be a factor to

induce users to use the PILBOX service. However, in view that
many studies have shown negative association between
increased waiting time and patient satisfaction [24,25], no wait
time could still be a value proposition for the use of PILBOX.

On the other hand, our results showed that patient willingness
to use PILBOX correlated negatively and very weakly with
patient satisfaction levels over waiting time at the pharmacies
(180/222, r=–.06, P=.47). This was to be expected, given that
a patient who was already satisfied with the pharmacy waiting
times would be less motivated to use an alternative mode of
medication collection (ie, PILBOX) [26].

The third most important factor affecting patient choice was
the cost of using the medication pickup service. Due to price
elasticity of demand [27], it was intuitive to expect that the need
to pay for use of PILBOX would deter users from opting to use
this innovative service [20]. This was borne out by our data.
From Table 3, users who were working or had income were
more willing to use and pay for the PILBOX service (159/222,
r=.23, P<.001).

The fourth most important factor affecting patient choice was
the 24/7 convenience for collection of medications offered to
patients by the PILBOX service. This service would be expected
to appeal to users as it would allow them to collect their
medications at a time convenient to them. Our data showed that
there was positive correlation between willingness to use
PILBOX and frequency of prescription refills or collection of
medications (ie, patients who had to endure more trips to collect
their medications would be more willing to explore use of
PILBOX to derive greater convenience [116/222, r=.05, P=.63]).

The least important factor affecting patient choice was the
location of PILBOX. Previous studies reported mixed findings
on the impact of the traveling distance to a pharmacy or
dispensary on medication adherence [28,29]. Some studies
reported some association between traveling distance with
motivation of patients to collect and adhere to
administration/dosing of their medications, whereas other studies
reported minimal association [28,29]. Our result showed that
willingness to use PILBOX correlated negatively and weakly
with the traveling time of users for collection of medications
(168/222, r=–.14, P=.07). This was consistent with previous
studies in that the relation between traveling distance and
willingness to invest effort to collect prescribed medications
was not strong. The weak negative correlation between traveling
distance and willingness to use PILBOX can be attributed to
PILBOX being located at the polyclinics. Hence, while it
provided greater convenience over the medication collection
time, patients would still need to travel to the polyclinics to
collect their medications. Given the results, there are
opportunities to evolve additional options for collection of
medications from locations other than polyclinics themselves.
This may entail collaboration with suitable partners operating
within community hubs located near the residences of patients.

Remodeling the Medication Collection Process
The rapid development of Singapore into a smart nation and
advances in IT capabilities disrupting many industries (eg,
transport, food and beverage, and retail industries) have also

J Med Internet Res 2022 | vol. 24 | iss. 6 |e23266 | p.429https://www.jmir.org/2022/6/e23266
(page number not for citation purposes)

Lim Jit Fan et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


changed the way health care providers interact with patients
and their caregivers [30].

Specifically, in the area of supply of prescribed medications to
patients, the conventional norm was to supply prescribed
medications to patients face-to-face at pharmacy counters. In
the high-patient volume environment in polyclinics [31],
pharmacy staff face many challenges in providing excellent
service to patients (ie, high patient volumes and prescription
loads and long prescriptions with many items due to an aging
population) [32-34], high expectations of a more educated
patient population, and the need to fulfill patient waiting time
targets [35].

Due to the high patient volume and limited space at polyclinics,
one problem faced by pharmacy staff was congestion in the
pharmacy waiting areas, particularly during peak hours [24].
Instead of instinctive solutions such as increasing staff numbers,
which would push up costs and reduce productivity, or
pressurizing staff into rushing through the dispensing process,
which could compromise medication safety [36], pharmacy
staff tried to think outside of the box in coming up with a
solution. Breaking from the paradigm that all patients with
prescribed medications had to be served within the polyclinic
operating hours, pharmacy staff started to think of how some
patients could be served asynchronously outside of polyclinic
operating hours [37] (eg, having the medications delivered to
them or being given an option to collect their medications after
their polyclinic visits). From the latter idea, the staff evolved
the idea of a medication pick-up service that was gradually
developed and eventually fleshed out into the first-generation
PILBOX.

One concern was whether this concept of medication pickup
would be embraced by the patient population at large. Hence,
we undertook this research study to determine the willingness
by patients and caregivers to use this new innovation and find
out what factors would affect their willingness to use the
innovative service. The research findings provided key insights
to develop the first generation PILBOX and would guide the
pharmacy team to further streamline the PILBOX innovation
to better meet the needs of the users so as to increase uptake of
the service and enhance pharmacy overall medication supply
service to patients.

Translating Research Findings Into Practice
From the study, the ease of use of PILBOX was a top concern
of patients and their caregivers. Hence, when developing the
first generation PILBOX service, considerable efforts were
devoted to design ease of use into the innovation and assist users
with service ambassadors and educational materials [38].
Pictogram decals were pasted on the locker station to provide
easy reference to users on use of PILBOX. Educational materials
were written at primary 6 level and below and care was taken
to ensure that the message content, typography, and visuals of
educational materials were designed to promote ease of use
[39,40].

To further enhance PILBOX and improve uptake of the
innovative service, user inputs will continue to be solicited,
either via surveys or focus group discussions [41]. Efforts to

educate users on this medication pickup service will continue
to be undertaken so that they can confidently use the service
[38].

Another finding from the study was that users were more likely
to use PILBOX if they did not have to travel too far. Hence,
besides giving patients the option of collecting their prescribed
medications from PILBOX located within polyclinics, it may
be worthwhile for the polyclinics to explore working with
suitable partners operating within community hubs located near
the residences of patients to make available to users the option
of collecting their prescribed medications from locations nearer
their homes [19,24].

Future Generations of PILBOX
PILBOX is a new innovation in Singapore that provides a
solution to enable patients to pick up their medications at their
convenience 24/7. This reduces the need for patients to wait at
home to receive their medications via medication delivery
service. The waiting time can then be diverted to better uses,
translating into better value and experience for the patient.
Further, this alternative mode of medication supply enables
more efficient use of limited health care resources that every
country faces, including Singapore. This modality of supplying
medications can still be considered innovative, as the
predominant mode of supplying medications to patients is still
face-to-face.

Although automated locker stations may be common nowadays,
they may not be suitable for medications requiring special
considerations (eg, storage, security and compliance with legal
requirements). The unique design of PILBOX enables
maintenance of ambient temperature at 25 ℃ (77 ℉) and below.
This is imperative as medications are required to be stored
within the manufacturer’s recommended storage temperatures
to maintain their safety and integrity. Further, PILBOX’s
autolock mechanism and lock-down system keep the medication
parcel safe and ensure public health safety by preventing
unauthorized access without 24/7 human supervision or
intervention.

Although the current PILBOX model was well received by
patients and their caregivers, future models could include
self-cooling features so the locker stations need not be placed
only in enclosed locations with 24/7 air conditioning to maintain
the required ambient temperatures. The future PILBOX could
also have self-refrigerating system to provide appropriate storage
condition for cold-chain items such as insulins. This would
allow the PILBOX option to be extended to patients prescribed
thermolabile medications.

Currently, only pharmacy users are able to book the lockers in
PILBOX for use via a designated online portal. Future PILBOX
models and IT enablers could provide patients or their caregivers
and pharmacy operators with even greater convenience by
allowing submission of prescription orders via a mobile app,
translation of prescription orders into the pharmacy’s system,
picking and packing of medications by robots, and automatic
placement of picked/packed medications into medication locker
stations for collection by the users. The same mobile app could
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also provide medication use instructions and advice for reference
by users [42,43].

Limitations of Study
Currently, patients or caregivers can visit private dispensaries
or pharmacies and hospital pharmacies in addition to polyclinic
pharmacies to fill or refill their prescriptions. A limitation of
this study is it was confined to patients and caregivers who
visited polyclinics to refill their prescriptions or collect their
medications. The results would have been more representative
of the population if patients or caregivers who visited private
dispensaries or pharmacies and hospital pharmacies had been
included in the study. However, this limitation is not of great
concern as the proportion of patients who visited polyclinics is
significant and it would be reasonable and feasible to extrapolate
the findings to the entire local population. Another limitation
of this study is that only a pictorial PILBOX prototype was
shown to participants during the study. The artist impression
and features of PILBOX and the medication collection process
involving the PILBOX might have been interpreted or imagined
differently by different individuals, thereby potentially creating
a visual bias.

Future Studies
With more people becoming digitally savvy and better
technology providing an even more seamless experience for the

user, we would expect a higher adoption rate for the use of
PILBOX. Further, with people now spending more time at work
or having other competing priorities such as caring for family,
the convenience provided by PILBOX may also entice more to
use this service and even to pay to use it. However, we are
mindful that there will always be a segment of the population
who will not be comfortable with this new modality of supply
as they may not be digitally savvy or may just be simply averse
to use of technology. They tend to be older patients who
incidentally are more significant because they tend to have more
medical conditions and consume more medications. Hence,
while this technology is innovative and bring benefits to patients,
it may require a period of time running into years for widespread
subscription to its use. This study has provided a baseline that
future studies could use and compare with to determine the
change in user expectations and their willingness to adopt more
advanced technology or services.

Conclusions
A significant proportion of patients and caregivers are keen to
use PILBOX as an alternative mode to collect their medications.
Addressing patient concerns such as ease of use and language
literacy barriers with regard to PILBOX use will help to increase
their adoption of this new service.
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Abstract

Background: Patient portals that provide access to electronic health records offer a means for patients to better understand and
self-manage their health. Yet, patient access to electronic health records raises many concerns among physicians, and little is
known about the use practices and experiences of patients who access their electronic health records via a mature patient portal
that has been available for citizens for over five years.

Objective: We aimed to identify patients’ experiences using a national patient portal to access their electronic health records.
In particular, we focused on understanding usability-related perceptions and the benefits and challenges of reading clinical notes
written by health care professionals.

Methods: Data were collected from 3135 patient users of the Finnish My Kanta patient portal through a web-based survey in
June 2021 (response rate: 0.7%). Patients received an invitation to complete the questionnaire when they logged out of the patient
portal. Respondents were asked to rate the usability of the patient portal, and the ratings were used to calculate approximations
of the System Usability Scale score. Patients were also asked about the usefulness of features, and whether they had discussed
the notes with health professionals. Open-ended questions were used to ask patients about their experiences of the benefits and
challenges related to reading health professionals’ notes.

Results: Overall, patient evaluations of My Kanta were positive, and its usability was rated as good (System Usability Scale
score approximation: mean 72.7, SD 15.9). Patients found the portal to be the most useful for managing prescriptions and viewing
the results of examinations and medical notes. Viewing notes was the most frequent reason (978/3135, 31.2%) for visiting the
portal. Benefits of reading the notes mentioned by patients included remembering and understanding what was said by health
professionals and the instructions given during an appointment, the convenience of receiving information about health and care,
the capability to check the accuracy of notes, and using the information to support self-management. However, there were
challenges related to difficulty in understanding medical terminology, incorrect or inadequate notes, missing notes, and usability.

Conclusions: Patients actively used medical notes to receive information to follow professionals' instructions to take care of
their health, and patient access to electronic health records can support self-management. However, for the benefits to be realized,
improvements in the quality and availability of medical professionals’ notes are necessary. Providing a standard information
structure could help patients find the information they need. Furthermore, linking notes to vocabularies and other information
sources could also improve the understandability of medical terminology; patient agency could be supported by allowing them
to add comments to their notes, and patient trust of the system could be improved by allowing them to control the visibility of
the professionals’ notes.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37438 | p.434https://www.jmir.org/2022/6/e37438
(page number not for citation purposes)

Kujala et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:sari.kujala@aalto.fi
http://www.w3.org/Style/XSL
http://www.renderx.com/


(J Med Internet Res 2022;24(6):e37438)   doi:10.2196/37438

KEYWORDS

patient portals; EHR; electronic health record; open notes; patient access; self-management; national survey

Introduction

Patient portals that provide access to electronic health records
(EHRs) are becoming increasingly common. Such access to
EHRs offers the means for patients to better understand personal
health issues, treatment plans, and decisions [1], thus supporting
personal health management [2] and informing patients between
time- and resource-consuming clinic visits or phone
appointments [3].

“Open notes,” which are clinical notes that are shared with
patients [4], can be considered an essential part of any
patient-accessible EHR. In some countries, for example, Sweden
[5], Norway [6], and Finland [7], nationwide patient-accessible
EHR services, including open notes, are offered to most citizens
through national patient portals.

Moreover, the majority of studies in recent reviews [3,8,9]
highlighted benefits of patient access to EHRs. Patients were
satisfied with the communication and engagement with
clinicians, as well as better self-care, achieved as a result of
patient access [8]. Improved doctor–patient relationships and
patient outcomes were also found to be benefits [3].

Despite these benefits, health care professionals often criticize
patient access to EHR [10]; patients, on the other hand, would
like more doctors to offer access to their notes [11]. Patient
access to EHR changes the physician–patient relationship and
power dynamic; physicians have raised concerns [10,12] that
such access may worry patients, cause misunderstandings, or
cause extra work for physicians [13,14]. Physicians have also
been worried that patients who find mistakes or errors would
call and ask for corrections to notes which would increase the
workload for health care [10].

Many studies [15-18] have also reported lower than anticipated
levels of patient uptake of EHR access. Thus, in order to realize
the potential of such access to support patient self-management,
a better understanding of patient practices, motivations, and
challenges is necessary. As de Lusignan et al [15] pointed out,
there is still a need to understand how web-based access to EHR
might be “redesigned to guide and teach patients in a way that
promotes self-management and ultimately improves health.”

Patient experiences with access to EHRs have often been
explored using surveys, whereby patients were asked to rate
usability [19] and attitude [5], usefulness [6], ease of use [20,21],
and benefits and risks [22]. In addition, Bell et al [23] used a
Likert-scale to study how reading notes affected patient–doctor
relationships. Qualitative data have also been collected to
understand patient views of access to EHRs. Mishra et al [24]
included open-ended questions to identify positive and negative
themes related to the usefulness, understandability, and worries
caused by patient access; Gerard et al [25] used open-ended
questions about the value of reading notes and providing
feedback on open notes; Rexhepi et al [26] interviewed patients

with cancer and found that patient access helped them prepare
for doctor visits and understand their medical issues; and
Eriksson-Backa et al [27] conducted focus groups with older
adults and identified the uses, enablers, barriers, and behavioral
outcomes of the national My Kanta patient portal.

In Finland, My Kanta, a nationwide patient portal, was
introduced in 2010 and varied functions were adopted in a
step-by-step manner [28]. Since 2015, the My Kanta patient
portal has enabled all citizens using public health care services
to access their health records and prescriptions, and to renew
the latter [28]. The use of My Kanta is very established, with
63% of Finnish adults having accessed the patient portal during
the period from 2010 to 2018 [7], and 92% of adults (from 18
to 65 years) used the patient portal in 2021. The most used
functions among pharmacy customers were browsing
prescription information (97.4%) and health records (96.3%)
[20].

The goal of this study was to understand patients’ experiences
using My Kanta to access their EHRs. While My Kanta has
been available for all patients to use for 7 years, little is known
about patient use practices and experiences. Thus, we
specifically focused on understanding patients’ perceptions
related to the usability of the patient portal and the benefits and
challenges of reading the clinical notes written by health care
professionals.

Methods

Design
We conducted a cross-sectional survey to capture patients’
experiences using the My Kanta patient portal.

The My Kanta Patient Portal
My Kanta is a web-based patient portal for all residents with a
Finnish personal identity number and access to electronic
identification. Patients can view their own or their dependents’
health data (consisting of records of health care visits, diagnoses,
critical risk factors, laboratory tests, x-ray examinations,
referrals, health and care plans, and medical certificates,
statements [20], and e-prescriptions), request a prescription
renewal, and save living wills and organ donation testaments
[29].

My Kanta is a part of national Kanta services that integrate and
save medical, health, and prescription data for health care
providers, citizens, and pharmacies [28]. All public and private
health care providers that use electronic patient record systems
are obliged by law to send prescription and health data to Kanta
services [7]. Health data, test results, and prescriptions can be
used by health care units with patient consent [28], which can
be given or withdrawn on My Kanta.

According to international benchmarking, My Kanta provided
patients and their caregivers with the best access to their health
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record data alongside Korea in 2019 [30] and also provided the
most functions in 2016 [31]. However, My Kanta does not allow
typical patient portal functions, such as appointment booking
or communication with health care professionals.

Questionnaire
The web-based questionnaire included 4 open-ended questions
and 11 questions with Likert scale or multiple choice response
options (Multimedia Appendix 1). The topics of the questions
were (1) reasons for logging into the patient portal and whether
the visit was successful or not and why; (2) subjective usability
of the patient portal; (3) usefulness of the features of the patient
portal; (4) the benefits and challenges of reading health care
professionals’ notes and discussing their notes with them; (5)
improvement ideas for the patient portal; (6) guidance on reading
the notes; and (7) background information.

To assess perceived usability, a 2-item questionnaire based on
the Usability Metric for User Experience [32]—the
UMUX-LITE scale [33]—was used. UMUX-LITE scores were
transformed, using a corrective regression formula [33], to
System Usability Scale scores. The System Usability Scale is
the most frequently used questionnaire for measuring the
subjective usability of eHealth apps [34]. Borsci et al [35] tested
UMUX-LITE with health care professionals and found it to be
appropriate for use in the context of health care technology [35].

Open-ended questions about respondents’ experiences of the
benefits and challenges of reading health care professionals’
notes were used in order to collect qualitative data about the
most relevant issues from the patients’ perspectives. The
web-based questionnaire was dynamic; only respondents who
reported having read the notes at least once (ie, had actual use
experience) were asked the open-ended follow-up questions. If
a respondent rated reading the notes as “not useful,” they were
only asked about challenges (to avoid unnecessarily asking
these respondents questions about benefits). The survey was
available in both official languages of Finland: Finnish and
Swedish.

The questionnaire was reviewed by 2 researchers in the field
and 2 experts from the Social Insurance Institution of Finland,
which was the organization responsible for developing My
Kanta. In addition, we pilot-tested the questionnaire with 3
patients who filled in the questionnaire and simultaneously
talked aloud about how they understood the questions. The
questionnaire was subsequently revised to clarify wording.

Conducting the Survey
Data were gathered during the period from June 4, 2021 to June
14, 2021 using a web-based questionnaire. Patient users of My
Kanta in Finland received an invitation and a link to the
questionnaire when they logged out of the patient portal. Thus,
all respondents had used the patient portal just before they
responded to the questionnaire. Participation was voluntary and
anonymous.

Ethics Approval
The study protocol was reviewed and approved by the Ethical
Review Board of Aalto University (ethics approval number
D/957/03.04/2020 Nordic eHealth for Patients).

Analysis
Descriptive statistics were calculated for quantitative data
(respondents’ characteristics: age, gender, and portal usage).
We performed content analysis (Atlas.ti, version 8.4.5;
ATLAS.ti Scientific Software Development GmbH) on the
responses to open-ended questions. One researcher first read
through the data and used open coding to identify themes in the
data without predefined categories. Short sentences were chosen
as the analytical unit; themes were defined using in vivo coding,
and to ensure that the themes represented the original meaning
of the respondents, we used respondents’ sentences to label the
themes. The number of respondents who mentioned a theme
was calculated, and the themes were categorized. A second
researcher then reviewed the results. The researchers discussed
similarities and differences in themes and combined categories,
until a version was agreed upon as the final version.

Results

Respondents
Of 449,922 users who logged in, 3139 users responded to the
survey (response rate 0.7%). Most users reported either weekly
(889/3112, 28.6%) or monthly use (1120/3112, 36.0%) (Table
1). The frequency of use was comparable to that of My Kanta
in May 2019, when users used My Kanta on an average of 2.4
times per month [7]. The proportion of users over the age of 50
years was high (2681/3135, 85.5%). The proportion was 2-fold
that in 2021 (44%). Although the frequency of use may vary
notably between users, this may suggest overrepresentation of
older age groups among respondents.
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Table 1. Respondent characteristics (n=3135).

Respondents, n (%)Characteristic

Gender (n=3118)

2104 (67.5)Female

962 (30.8)Male

52 (1.7)Other

Age (years) (n=3115)

5 (0.2)<18

93 (3.0)18-35

336 (10.8)36-50

1082 (34.7)51-65

1173 (37.6)66-75

395 (12.7)76-85

31 (1.0)>85

Frequency of use (n=3112)

194 (6.2)Daily

889 (28.6)Weekly

1120 (36.0)Monthly

878 (28.2)Less than once per month

31 (1.0)First time user

Success of the visit (n=3125)

2247 (71.9)Yes

766 (24.5)No

112 (3.6)Do not know

Device used (n=3053)

1836 (60.1)Computer

690 (22.6)Smartphone

522 (17.1)Tablet

5 (0.2)Something else

Has discussed the notes with a health care professional (n=3039)

1046 (34.4)Yes

1993 (65.6)No

Experiences With the Patient Portal
The total mean score for the System Usability Scale
approximation was 72.7 (SD 15.9).

The most common reasons for visiting the My Kanta patient
portal were viewing medical notes (978/3135, 31.2%), results
of examinations (693/3135, 22.1%) or prescriptions (548/3135,
17.5%). Many people also visited the patient portal to renew a
prescription (477/3135,15.2%), because there is no other method
for renewing prescriptions electronically. At the time of the
survey, COVID-19 vaccinations had started in Finland, and
many (229/3135, 7.3%) logged into the patient portal to view
their vaccination certificates. Other functions were used by only
a few respondents (n=6-21). Some users (n=24) tried to use

functions that did not exist, such as making appointments or
checking their appointments (n=18), contact health care
professionals (n=4), or looking for information about the reason
that their prescription had not been renewed (n=2).

The most used functions were also deemed to be the most useful
(Figure 1); for example, 96.4% (2511/2605) of users considered
prescription renewal and 91.9% (2749/2992) of users considered
viewing health care professionals’ notes to be very useful or
somewhat useful; however, the majority of users also considered
less rarely used functions useful, with the lowest percentage
(759/1165, 65.2%) of users considering self-reported wellness
data, and the highest percentage (1483/1759, 84.3%) of users
considering living will to be very useful or somewhat useful.
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Figure 1. Usefulness of My Kanta patient portal features.

Benefits and Challenges of Reading Notes
Most respondents (2183/3135, 69.6%) answered the open-ended
question and mentioned one or more benefits of reading notes
(Table 2). Of the perceived benefits, most often respondents
stated (560/2178, 25.7%) that notes supported remembering
things:

One can recall afterwards what happened in the
health care visit and what was discussed about.

Respondents often mentioned that they felt tense or
overwhelmed during their appointment, and notes helped in
remembering what was said and which instructions were
received.
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Table 2. Themes of perceived benefits of viewing medical notes.

Mentions (n=2178), n (%)Benefits

560 (25.7)Supports remembering

505 (23.2)What a doctor or a nurse said

55 (2.5)The care history

495 (22.7)Provides information

223 (15.0)About health and care

74 (3.4)To check the state of health and remain up-to-date

70 (3.2)On how I and my disease are perceived

43 (2.0)On all information concerning myself

34 (1.6)That is more detailed and was not said during the appointment

30 (1.4)About what was done during an appointment

21 (1.0)On diagnoses

449 (20.6)Convenience of patient portal access

155 (7.1)Ability to return to view all the saved information

98 (4.5)Can be checked at leisure

73 (3.4)No need to call or contact health care

57 (2.6)Easy of finding information

56 (2.6)Fast access

10 (0.5)Clear and reliable information

339 (15.6)Helps in understanding

326 (15.0)Own condition or what was said

13 (0.6)Whether more can be asked if something was unclear

234 (10.7)Ability to check the notes

142 (6.5)Identifying potential errors and misunderstandings

65 (3.0)Asking for error corrections

21 (1.0)Checking that all essential information was written

6 (0.3)Increases transparency and reliability

175 (8.0)Supports self-management

63 (2.9)Checking the care plan and next steps

36 (1.7)Following the course of care success

29 (1.3)Preparing for the next appointment

14 (0.6)Looking for further information

14 (0.6)Helps in communicating with health care professionals, learning to express yourself

13 (0.6)Supports self-care

6 (0.3)Enables peace of mind

Respondents appreciated that notes provided information about
their health and care. They were able to follow the course of
their care and remain up-to-date. Furthermore, they wanted to
identify doctors’perceptions of them and their diseases. Several
mentioned that it is important to have all the information
concerning themselves:

My life and my own information are certainly of
primary importance.

Respondents also noted that the information is provided
conveniently in one place, and they can check the information
whenever they want. Notes were also perceived as helping them
to understand their health conditions and what health care
professionals had said during appointments. In addition, many
respondents wanted to check the notes to ensure there were no
errors or misunderstandings.

Many stated that the reason for accessing the information and
remaining up-to-date was to actively self-manage their health.
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Respondents wanted to be aware of their care plans and to follow
the course of their success. They subsequently prepared
themselves for the next appointment and looked for further
information related to their condition and care. A few
commented that the notes helped in communicating with health
care professionals and supported learning to express themselves,
and 1046 out of 3135 (33.4%) respondents also discussed the
notes with health care professionals.

One-third (1175/3135, 37.5%) of respondents also reported one
or more challenges in reading notes (Table 3). The most

commonly mentioned challenge was the difficulty in
understanding the notes and the medical terminology. For
example, one respondent stated:

Language that I don’t understand. Wikipedia may
help in translation work, when you don’t understand
the crucial words.

Many mentioned that they used Google to interpret the
unfamiliar terms, codes, and abbreviations, and they wanted
plain language to be used instead.

Table 3. Perceived challenges of viewing medical notes.

Mentions (n=1175), n (%)Challenges

707 (60.2)Notes are difficult to understand

523 (44.5)The medical terminology is difficult to understand

73 (6.2)Abbreviations are difficult

44 (3.7)Examination and test results are difficult

44 (3.7)Notes in general are difficult to understand

23 (2.0)Diagnoses are not understandable

232 (19.7)Notes are not available

121 (10.3)Delay in access

105 (8.9)Missing information

6 (0.5)Children’s information is not visible

217 (18.5)Notes are incorrect or inadequate

80 (6.8)Incorrect information or errors

28 (2.4)Health care professionals’ misinterpretations

27 (2.3)Imprecise notes

16 (1.4)Very brief notes

15 (1.3)Negligent writing

12 (1.0)Irrelevant or too detailed information

10 (0.9)Repetition

9 (0.8)Poor language

7 (0.6)Wrong language (eg, Finnish instead of Swedish)

5 (0.4)Too personal

4 (0.3)Inappropriate

4 (0.3)Follow-up is unclear

167 (17.4)Problems with usability

85 (7.2)Information was difficult to find

37 (3.1)Errors are difficult or impossible to correct

25 (2.1)Could be easier to use

25 (2.1)Disorganized

8 (0.7)No interactivity

5 (0.4)The search process is cumbersome

5 (0.4)Worries about privacy

5 (0.4)Comparing examination results is difficult

5 (0.4)Reading on mobile devices is difficult

4 (0.3)The text is small
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However, the notes were not always available because there
were delays in access and some visits were not recorded or
visible. It was mentioned that it could take days or weeks before
the notes were available, and some information was not available
at all.

Many respondents perceived notes to be incorrect or inadequate.
Most commonly, they were seen as having errors—some were
not significant, such as a wrong date, but some were more
severe, such as having a wrong diagnosis or another patient’s
information. Respondents described,

Mainly the challenge is that the communication has
been wrongly recorded or it is misunderstood. People
should have possibility to say their views on My Kanta

and

Sometimes there have been erroneous information
and diagnoses. For example, a cancer that I don’t
have.

Many also reported that the notes differed from what they had
experienced themselves. Several also wished for more detailed
notes. In contrast, some felt that it was unnecessary to include
all personal details that they had mentioned during an
appointment or the whole message that they had sent. One
person also mentioned that they did not want to talk about
certain issues, because they would be recorded and seen by all
professionals.

Finally, there were challenges related to the usability of the
system. Most commonly, it was mentioned that it was difficult
to find information. The information was not always in
chronological order, and some examination results were not
linked to the appropriate appointments. A few respondents also
mentioned that there is no interactivity in the system, and they
wanted to comment on the notes or request corrections.
Furthermore, it was noted that a patient should receive a
notification when new information is available.

Discussion

Principal Results
Respondents evaluated the My Kanta patient portal as useful
and usable, which is consistent with the findings of earlier
studies [20,21]. The total mean score for the System Usability
Scale approximation was 72.7 (SD 15.9), which can verbally
be described as good usability, according to Bangor et al [36,37].
Prescription renewal and viewing were indicated to be the most
useful functions, but viewing medical notes and the results of
examinations were the most frequent reasons for visiting the
patient portals, which 91.9% (2749/3135) and 92.9 %
(2770/3135) of respondents, respectively, considered useful.

Furthermore, respondents explained in their responses to
open-ended questions that they appreciated having access to
EHRs and information via a patient portal, which supports
earlier findings [6,22]. Because My Kanta has been used
nationally for several years, respondents were already familiar
with the portal and actively used medical notes to prepare for
their communications with health care professionals and to take
care of their health.

The qualitative responses provided a rich and versatile
description of the benefits of patient access to EHRs.
Specifically, reading the notes was described as convenient,
because they could be accessed easily and quickly, whenever
suitable and at leisure. Therefore, easy access via patient portals
may help patients to be engaged in self-management of their
health. Reading notes were described as supporting remembering
and understanding what health professionals said. They were
able to check the state of health and care plans, remain
up-to-date, look for further information, prepare for the next
appointment, and ask further questions if something was unclear.
We suggest that these activities support patients in learning
about their disease or care, which motivates them to take care
of their health.

Furthermore, reading notes can provide information that is not
directly addressed during visits with a health care professional.
As previously suggested [38], this may improve patient
autonomy by reducing dependence on individual health care
professionals and providing the opportunity to consult medical
literature or other health care professionals to better understand
health status and options for care or treatments.

Many respondents stated that it was important to be able to
check the notes to identify potential errors and
misunderstandings. They were also interested in professionals’
perceptions of their situations. Reading the notes was thus seen
to help them understand what health care professionals had said
and prepare for the next appointment. Thus, patient access to
EHR supports patient–provider communication.

Very few patients were concerned about privacy or felt the notes
were too personal or inappropriate. Some patients found
incorrect information, and a few mentioned serious errors. It
was very rarely mentioned, but a few respondents also felt that
the notes included irrelevant information or personal information
that was too detailed. Although rarely mentioned, the notes
sometimes included information about very personal issues that
patients were unwilling to share with all health care personnel.
In particular, when a patient portal does not allow patients to
correct errors or express their views with a comment, we
presume that some patients may feel that their self-determination
is violated.

It is noteworthy that respondents did not perceive reading the
notes to be harmful per se but that challenges, such as
understandability of medical terminology, incorrect or
inadequate notes, missing information, or difficulties in finding
information, interfered with the benefits of reading the notes.
Finnish law requires that professionals’ notes are sufficiently
comprehensive, clear, and understandable and that only
commonly known terms or abbreviations are used [39].
Nevertheless, this is clearly not fulfilled according to the survey
results.

In order to realize associated benefits, improvements in the
quality and availability of medical professionals’ notes are
needed. In addition to educating health care professionals, the
availability of information can also be supported by providing
a standard information structure. Because the information
structure was confusing to patients, a standard structure would
make finding and reading information easier from patients’
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perspectives. It is important that the order of the notes is logical
from their point of view and that examination results are clearly
linked to corresponding appointments. Linking the notes to
vocabularies and other information sources could also improve
the understandability of medical terminology without increasing
the workload of professionals. In addition, patient agency and
trust could be supported by enabling them to add comments to
their notes, mark some entries as sensitive, and control the
visibility of entries.

Limitations
This was a cross-sectional survey study examining patients’
self-reported experiences of the national patient portal in
Finland, and the results may not be generalizable to other
countries or patient portals. The survey was available only to
My Kanta users after logging out of the patient portal. Not all
users may have actively logged out the portal or noticed the
invitation, which may have contributed to the low response rate.
Thus, the results do not represent all My Kanta users or the
population of Finland. A similar survey study in Sweden [5]
also had a low response rate (0.61%).

In addition, the only demographic information available from
the survey was age and gender; health and socioeconomic status
of the respondents, literacy, and health literacy remained
unknown. It is possible that the survey respondents represented
users who were most interested in the patient portal and most
capable of using it. Our sample did not include persons who
had stopped using the portal or were not able to use it. Thus,
nonrespondents may differ in their use of the patient portal and
may experience barriers (eg, [40,41]) that were not identified
in this study.

Moreover, My Kanta includes many functions that were recently
added and, thus, not widely used. Therefore, the usefulness of
all the functions could not be reliably evaluated. Furthermore,
the portal does not have all the potentially useful functions that
users could have experienced. As a few respondents complained,
My Kanta does not have much interactivity—patients are not
allowed to comment on notes or request corrections in the portal.
In addition, the lack of notifications on added content frustrated
respondents, because they often logged in to look for notes or
test results that were not available yet.

By asking open-ended questions on the benefits and challenges,
we improved the reliability of the answers as respondents
reported their experiences using their own words and were not
guided by having to choose from certain options. Because the
number of respondents was high, the data that we collected were
rich and versatile. However, respondents may have focused on
the most significant benefits and challenges they experienced,
and they may not have been able to verbalize those that were
more abstract and less obvious. Therefore, we believe that our
mixed methods survey study complements previous quantitative
studies [5,6,19-23].

Comparison With Prior Work
The main benefits experienced by patients were very similar to
those identified in a smaller study [25] conducted at a single

institution in the United States over a 12-month pilot period, in
which participants reported that reading notes helped them to
better remember next steps, provided positive emotions, and
gave them faster access and results. The participants in the study
[25] also valued the opportunity to correct any possible
misunderstandings and give feedback to their providers, which
are functions that patients also wished were available on My
Kanta. In addition, Rexhepi et al [26] and Pyper et al [42]
identified similar benefits, in studies in Sweden and the United
Kingdom, respectively. Thus, our study provides further details
in understanding self-management practices that patient access
to EHR can support.

Moreover, several studies [6,20,24,26,27,42-44] have identified
that some parts of medical records are difficult to understand.
In addition, Johansen et al [14] found that 25.6% of
administrative staff and 15.4% of health care professionals had
received feedback from patients or their relatives regarding
mistakes or missing information in their EHR. In our study, the
number of serious mistakes was seldom mentioned, which was
not the case in a recent US survey [45] with 29,656 respondents,
in which 1 in 5 patients reported finding a mistake, and 40%
perceived the mistake to be serious. It is possible that the number
of respondents who found errors would have been higher in our
study if we had specifically asked about this. This should be
explored in future studies.

Pyper et al [42] also found that patients identified errors and
omissions and had differences of opinion when they accessed
electronic records for the first time. In this context, our study
shows that unclear or inadequate notes are very common even
when patients are familiar with use of the EHR and the
challenges do not disappear when health care professionals gain
experience in conveying information to patients. Thus, the
findings support the need for applications that provide
explanations of medical terms in EHR notes (eg, [46,47]).

Thus, patients’ basic needs and self-management processes
seem to be similar regardless of the context—benefits and
challenges experienced by patients are remarkably similar across
countries, different health care systems, and EHRs.

Conclusions
Our findings indicate that patient access to EHR can support
self-management—patients actively used medical notes to
understand and remember what health care professionals said
and to take care of their health. The challenges interfered with
the benefits of reading the notes. In order to realize benefits,
improvements in the quality and availability of medical
professionals’ notes are needed, and patients should be
encouraged to discuss their concerns with them. In addition,
the availability of information can also be supported by using
a standard information structure. Specifically, linking the notes
to vocabularies and other information sources could also
improve the understandability of medical terminology.
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Abstract

Background: To address the obesity epidemic, there is a need for novel paradigms, including those that address the timing of
eating and sleep in relation to circadian rhythms. Electronic health records (EHRs) are an efficient way to identify potentially
eligible participants for health research studies. Mobile health (mHealth) apps offer available and convenient data collection of
health behaviors, such as timing of eating and sleep.

Objective: The aim of this descriptive analysis was to report on recruitment, retention, and app use from a 6-month cohort study
using a mobile app called Daily24.

Methods: Using an EHR query, adult patients from three health care systems in the PaTH clinical research network were
identified as potentially eligible, invited electronically to participate, and instructed to download and use the Daily24 mobile app,
which focuses on eating and sleep timing. Online surveys were completed at baseline and 4 months. We described app use and
identified predictors of app use, defined as 1 or more days of use, versus nonuse and usage categories (ie, immediate, consistent,
and sustained) using multivariate regression analyses.

Results: Of 70,661 patients who were sent research invitations, 1021 (1.44%) completed electronic consent forms and online
baseline surveys; 4 withdrew, leaving a total of 1017 participants in the analytic sample. A total of 53.79% (n=547) of the
participants were app users and, of those, 75.3% (n=412), 50.1% (n=274), and 25.4% (n=139) were immediate, consistent, and
sustained users, respectively. Median app use was 28 (IQR 7-75) days over 6 months. Younger age, White race, higher educational
level, higher income, having no children younger than 18 years, and having used 1 to 5 health apps significantly predicted app
use (vs nonuse) in adjusted models. Older age and lower BMI predicted early, consistent, and sustained use. About half (532/1017,
52.31%) of the participants completed the 4-month online surveys. A total of 33.5% (183/547), 29.3% (157/536), and 27.1%
(143/527) of app users were still using the app for at least 2 days per month during months 4, 5, and 6 of the study, respectively.

Conclusions: EHR recruitment offers an efficient (ie, high reach, low touch, and minimal participant burden) approach to
recruiting participants from health care settings into mHealth research. Efforts to recruit and retain less engaged subgroups are
needed to collect more generalizable data. Additionally, future app iterations should include more evidence-based features to
increase participant use.
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Introduction

Obesity and its related medical comorbidities are highly
prevalent public health conditions [1-5]. The strongest evidence
for preventing and treating obesity targets health behaviors to
modify dietary composition, reduce calories, and increase
physical activity [6-8]. Although reducing calories and
increasing physical activity result in short-term weight loss,
there is a need to identify lifelong behavioral patterns that
promote longer-term weight loss and maintenance of healthy
weight [9-11]. Aligning the timing of eating and sleeping with
intrinsic circadian rhythm (ie, a shorter duration of eating, often
called time-restricted eating or feeding) has not yet been
thoroughly examined in population-based studies, but has the
potential to provide a new paradigm to prevent obesity and
metabolic conditions [12-15].

Mobile devices and mobile health (mHealth) apps are
ubiquitous, readily available approaches to collect real-time
data on health behaviors, such as dietary intake, physical
activity, and sleep [16-18]. mHealth apps are often designed
and marketed to provide behavioral tracking and lifestyle
modification support [19-22]. They also provide a convenient
and efficient method for collecting information to advance
knowledge about the relationship between obesity-related
behavioral patterns and health outcomes [23-25].

Although mHealth research has grown exponentially in the last
few decades, study attrition is a major problem, and there is a
need to identify successful, low-burden, and efficient recruitment
and retention strategies [26,27]. The era of COVID-19, in
particular, has additionally highlighted the importance of remote
research procedures. Electronic health record (EHR)–based
recruitment strategies provide potentially efficient (ie, low touch
and low participant burden) methods for identifying and
recruiting high volumes of patients meeting predetermined
medical criteria for population-based research studies [28-30].

This study presents a secondary analysis from a 6-month,
multisite, cohort study that used the EHR to identify and recruit
participants to use a mobile app (Daily24), designed to assess
timing of eating and sleep [31]. The main goal of the parent
observational study was to evaluate the longitudinal association
between timing of eating and weight changes over time. Because
of the growing interest in both EHR-based recruitment strategies
and mHealth data collection methods [19,32-34], the goal of
this descriptive analysis is to do the following:

1. Describe the EHR-based recruitment and electronic consent
(e-consent) methods and response rates for enrolling in the
study and downloading the mobile app.

2. Describe engagement strategies, app use, and retention rates
during the 6-month study.

3. Evaluate demographic and behavioral predictors of Daily24
app use.

We hypothesized that people who are younger, have greater
education, and have higher BMIs would be more likely to use
the app. This study has the potential to inform the field of
behavioral health in methodology, uptake, and engagement of
mHealth approaches for observational research.

Methods

Recruitment
We recruited a cohort of adult patients from three health care
systems in the PaTH Clinical Research Network, part of
PCORnet (National Patient-Centered Research Network). The
three health care systems included the Johns Hopkins Health
System, the Geisinger Health System, and the University of
Pittsburgh Medical Center [35-37].

Ethics Approval
Institutional Review Board (IRB) approval was obtained from
the Johns Hopkins School of Medicine (IRB00174516), which
had a reliance agreement with the other institutions’ IRBs.

EHR-Based Participant Eligibility Criteria
Potential participants were identified using EHR-based
eligibility criteria (ie, “computable phenotype” [38]) to query
the EHR. Each site also obtained a list of potentially eligible
participants who previously consented to complete PaTH cohort
studies at these sites [37]. Eligibility criteria included the
following: at least 18 years of age and a minimum of one weight
measurement and one height measurement recorded in the EHR
between July 2017 and July 2019. Participants were excluded
if they were deceased.

Recruitment Messaging Via Email and the Patient
Portal
Potentially eligible participants were sent recruitment messages
via email or the patient portal (ie, Epic MyChart) from February
to July 2019. Each partnering health care system tailored its
own strategy to recruit participants from the large pool of
potentially eligible patients who were identified using the
computable phenotype. One site used patient portal recruitment
almost exclusively, focusing on patients who had a health system
visit in the last week. The other two sites sent email recruitment
letters through their primary care and weight management
practices, with messages signed by the clinic medical directors.
Multimedia Appendix 1 shows a sample recruitment message,
which included a brief study description and link to a web-based
e-consent form.

e-Consent and Enrollment Process
We designed a web-based e-consent process in REDCap
(Research Electronic Data Capture) beginning with a study
description, including participant expectations and duration (see
Figure 1). Upon confirming interest, participants proceeded to
the e-consent form, which included a supplemental audio clip
of the consent form being read aloud, followed by a short quiz

J Med Internet Res 2022 | vol. 24 | iss. 6 |e34191 | p.447https://www.jmir.org/2022/6/e34191
(page number not for citation purposes)

Coughlin et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/34191
http://www.w3.org/Style/XSL
http://www.renderx.com/


to ensure comprehension. Consenting participants provided
identifying information (ie, full name, date of birth, and email),
enabling staff to link each participant to the EHR for future
analyses (not reported herein). Once consented, participants
received a link to complete online baseline surveys (Figure 1).

Participants were considered enrolled in the cohort after
completing baseline surveys, at which time they received
instructions on how to download and use the Daily24 mobile
app.

Figure 1. Screenshots of web-based electronic recruitment and onboarding: electronic consent (top left), baseline surveys (top right), and POWER 28
and POWER week information (bottom).

Daily24 Mobile App, Registration, and Download
The Daily24 mobile app was custom designed by our research
team to collect information from participants about the timing
of eating and sleep, including wake time, sleep time, timing of
each eating occasion, and estimate of amount eaten (ie, small,
medium, or large meal; small or large snack; or drink, except
water, without food) during a 24-hour window (Figure 2). The

design of the app is described elsewhere [31]. We benefited
from the input of patient and end-user stakeholders in the design
of the mobile app, as well as recruitment and retention methods,
and we pilot-tested the app [31,39].

Following enrollment in the cohort, participants received a text
message on their mobile phones with a unique link to the
Daily24 registration form. This unique link contained a token
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(ie, 11-character universally unique identifier) that enabled the
study team to connect participants’ data between the mobile
app and their online enrollment information and surveys, while
preserving privacy. Registration included an overview of how
to use the app, study timeline, and incentives (see next section),

followed by selection of a unique “Daily24 name” from a list
of randomly generated combined nouns (eg, “FloatHarbor”)
that, once selected, was the participant’s Daily24 username.
Participants then received a link to download the Daily24 app
via iOS (Apple Store) or Android (Google Play).

Figure 2. Screenshots of the Daily24 app: empty sleep ring (top left), complete sleep ring (top middle), empty food ring (top right), meal size selection
(bottom left), complete food ring (bottom middle), and complete day (bottom right).

Engagement Strategies to Promote Use of the Daily24
Mobile App
Although we encouraged participants to enter as much data as
possible over the 6-month study, we developed and applied
strategies aimed at maximizing app use during their first 4 weeks
of participation (ie, 28 days after downloading the app, called
“POWER 28”) and 1 week per month for the remaining 5
months of the study, called “POWER weeks” (Figure 1). These
highly targeted usage days for the study were equivalent to 63
days (POWER 28 + POWER weeks × 5 weeks). Engagement
strategies included a leaderboard, badges, raffles, and text
reminders. The leaderboard displayed the number of consecutive
days tracked on one tab (ie, streak) and total number of all days

tracked on the other tab. Earned badges encouraged various
types of app use, including one-time badges, streak badges, and
POWER week badges (Figure 3). We raffled off US $25 gift
cards weekly throughout the study, with those earning more
badges having greater odds of winning the raffle. We used
emails, SMS text messages, and in-app notifications to
encourage usage and to remind participants where they were in
their POWER 28 and when a POWER week was coming up.
The logic for these messages was triggered both by time (ie,
close to a POWER week) as well as by lack of a response (ie,
an event missing data). If a participant was on track with logging
events, we simply encouraged their continued involvement and
did not send additional reminders.
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Figure 3. Screenshots of the badges earned to encourage usage in the Daily24 app.

Data Collection
Daily24 app usage data were collected using Amazon Web
Services. Self-reported online surveys were administered using
REDCap at baseline and at the end of 4 months using standard
measures assessing demographics, mHealth use, height, and
weight, as well as eating, physical activity, and sleep habits.
Technology use and health app use were assessed using the Pew
Social Media Update 2016 [40] and a survey measuring
characteristics of health app use [16], respectively. Nutritional
and eating assessments included the National Health and
Nutrition Examination Survey 2009-2010 Dietary Screener
Questionnaire [41], which provided estimates of fruit, vegetable,
and sugar-sweetened beverage intake over the last 30 days.
Physical activity was assessed using the self-administered, short
version of the International Physical Activity Questionnaire
[42]; physical activity levels were categorized as low, medium,
or high over the last 7 days. Sleep measurements included the
single sleep quality item from the Pittsburgh Sleep Quality Index
[43] and study-created questions about frequency of daytime
naps.

To facilitate and encourage baseline survey completion,
participants received automated reminders at 15 minutes, 24
hours, and 48 hours after consent and had up until 90 days after
receiving the initial survey link to complete the survey.
Personalized survey-engagement strategies included a
combination of staff emails, text messages, and US $100 raffle
gift cards. Participants had up until 60 days to complete the
4-month measures, but this paper only reports baseline survey
descriptive results. Data collection was completed in January
2020.

App Usage Categories
App users were defined as using the Daily24 app for at least
one day, which was captured by having at least one meal and
sleep entry, on at least one day, and pushing “done for the day”
on the screen. Nonusers either did not register or download the
app or did not push “done for the day” on any day. App use was
further categorized into three non–mutually exclusive ways:

1. Immediate use, defined as using the app for 7 days or more
during the POWER 28.

2. Consistent use, defined as using the app for 28 days or more
during the entire 6-month study, which was based on using
the app equal to or more than the median overall days of
use for the entire 6-month study.

3. Sustained use, defined as using the app for at least 2 days
during the last POWER week (month 6) of the study.

Statistical Analyses
This was a secondary analysis of data from a parent cohort

study. We used descriptive statistics (Student t tests or χ2 tests)
for baseline characteristics for all participants and by app use
versus nonuse categories. App use was also described in median
days of use for the total study, median days used in targeted
and nontargeted usage days, and frequency of 2 or more and 7
or more days of use during each month of the study. We selected
these two categories based on the following logic:

1. Two or more days: this was selected to represent a low
threshold of app use that was not identical to the minimal
definition of being an app user.

2. Seven or more days: this was selected because we focused
on POWER weeks during months 2 to 6 and wanted to
capture those who achieved at least one week of usage.

We evaluated the association between baseline characteristics,
with app usage as the dependent variable, using multivariable
logistic regression models. Multivariable logistic regression
was also used to model the association between baseline
characteristics with immediate, consistent, and sustained app
use. We used two models with progressive adjustment. Model
1 adjusted for key demographics, including age, sex, race,
education, household income, and children younger than 18
years old. Model 2 additionally adjusted for key behavioral
factors that could influence engagement, including physical
activity, fruit and vegetable servings, sleep quality, and BMI.
Covariates were nonmissing, prespecified, and based on a priori
hypotheses.
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Results

Enrollment and App Use
Figure 4 shows the enrollment flow of eligible participants.
Electronic recruitment messages were sent to 70,661 potentially
eligible participants, with 1253 participants (1.77%) completing

the e-consent process and 1021 (1.44%) enrolling by completing
baseline surveys. A total of 4 participants withdrew, leaving
1017 participants included in the analytic sample. Participant
characteristics are reported in Table 1. The majority of the 1017
participants were female (n=790, 77.68%), White (n=788,
77.48%), and college graduates (n=749, 73.65%), and the mean
age was 51.1 (SD 15.0) years.

Figure 4. Recruitment and retention flow. REDCap: Research Electronic Data Capture.
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Table 1. Description of study participants and potential confounders at baseline.

P valuebApp usersa (n=547)Non–app users (n=470)
All participants
(N=1017)Characteristics and confounders

<.00149.3 (15.0)53.2 (14.6)51.1 (15.0)Age (years), mean (SD)

Gender, n (%)

.07109 (19.9)115 (24.5)224 (22.0)Male

435 (79.5)355 (75.5)790 (77.7)Female

3 (0.5)0 (0)3 (0.3)Prefer not to answer

Race, n (%)

.14437 (79.9)351 (74.7)788 (77.5)White

67 (12.2)82 (17.4)149 (14.7)Black

16 (2.9)13 (2.8)29 (2.9)Asian

7 (1.3)10 (2.1)17 (1.7)Pacific Islander, American Indian, or others

20 (3.7)14 (3.0)34 (3.3)Two or more races

Site, n (%)

.00428 (5.1)23 (4.9)51 (5.0)Site A

177 (32.4)105 (22.3)282 (27.7)Site B

104 (19.0)96 (20.4)200 (19.7)Site C

Educational level, n (%)

<.00123 (4.2)40 (8.5)63 (6.2)High school or less

96 (17.6)109 (23.2)205 (20.2)Some college

428 (78.2)321 (68.3)749 (73.6)College graduate

Annual household income (US $), n (%)

.0250 (9.1)70 (14.9)120 (11.8)<35,000

56 (10.2)53 (11.3)109 (10.7)35,000 to <50,000

82 (15.0)66 (14.0)148 (14.6)50,000 to <75,000

316 (57.8)234 (49.8)550 (54.1)≥75,000

43 (7.9)47 (10.0)90 (8.8)Don’t know/choose not to answer

.04119 (21.8)129 (27.4)248 (24.4)Any child <18 years old, n (%)

.31167.4 (8.5)170.6 (73.3)168.9 (50.2)Height (cm), mean (SD)

.2385.0 (22.5)86.8 (25.1)85.8 (23.8)Weight (kg), mean (SD)

.2930.3 (7.6)30.8 (8.2)30.5 (7.9)BMIc, mean (SD)

BMI categories, n (%)

.757 (1.3)7 (1.5)14 (1.4)Underweight (<18.5)

139 (25.4)111 (23.6)250 (24.6)Normal (18.5 to <25)

159 (29.1)129 (27.4)288 (28.3)Overweight (25 to <30)

242 (44.2)223 (47.4)465 (45.7)Obese (≥30)

.183.0 (1.4)2.8 (1.6)2.9 (1.5)Fruit or vegetable cup equivalent, mean (SD)

.0040.7 (1.2)1.0 (1.5)0.8 (1.3)Added sugars tsp equivalent from sugar-sweetened
beverages, mean (SD)

Physical activity, n (%)

.539 (4.1)11 (6.3)20 (5.1)Low

127 (57.5)94 (53.7)221 (55.8)Medium

85 (38.5)70 (40.0)155 (39.1)High
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P valuebApp usersa (n=547)Non–app users (n=470)
All participants
(N=1017)Characteristics and confounders

Sleep quality, n (%)

.02112 (20.5)76 (16.2)188 (18.5)Very good

274 (50.1)222 (47.2)496 (48.8)Fairly good

138 (25.2)136 (28.9)274 (26.9)Fairly bad

23 (4.2)36 (7.7)59 (5.8)Very bad

Nap frequency, n (%)

.03314 (57.4)267 (56.8)581 (57.1)<1 per week

96 (17.6)69 (14.7)165 (16.2)1 per week

97 (17.7)79 (16.8)176 (17.3)2-3 per week

29 (5.3)28 (6.0)57 (5.6)4-6 per week

11 (2.0)27 (5.7)38 (3.7)Daily

Number of health apps used in past month, n (%)

<.00185 (15.5)127 (27.0)212 (20.8)0

406 (74.2)299 (63.6)705 (69.3)1-5

56 (10.2)44 (9.4)100 (9.8)>5

App use reasons, n (%)

<.001396 (72.4)269 (57.2)665 (65.4)Track how much exercise I get

<.001319 (58.3)212 (45.1)531 (52.2)Track what I eat/improve what I eat

.08270 (49.4)206 (43.8)476 (46.8)Weight loss

.22117 (21.4)86 (18.3)203 (20.0)Track a health measure

<.001214 (39.1)132 (28.1)346 (34.0)Track how much sleep I get

aApp user is defined as downloading the app and recording at least one entry on at least one day.
bThe P value for a group of variables is reported in the row of the first variable.
cBMI is calculated as weight in kilograms divided by height in meters squared.

Out of 1017 participants, 547 (53.79%) were app users (ie,
downloaded the app and recorded at least one entry on at least
one day). When examining app users by use category, 412
(75.3%), 274 (50.1%), and 139 (25.4%) were categorized as
immediate, consistent, and sustained users, respectively. Of the
sustained users, 116 (83.5%) used the app at least one day every
month of the study, and 133 (95.7%) used the app at least one
day for 5 out of the 6 months. In comparison to non–app users
(471/1017, 46.31%), app users were younger (mean 49.3 vs
53.3 years; P<.001), more likely to be college graduates (78.2%
vs 68.3%; P<.001), had greater annual income (>US $50,000:
398/547, 72.8% vs 300/470, 63.8%; P=.02), and were less likely
to have children younger than 18 years old (21.8% vs 27.4%;
P=.04). There were no differences between app users and
nonusers regarding weight, height, mean BMI, and BMI
category. App users were less likely to drink sugar-sweetened
beverages (mean sugar tsp equivalent: 0.7 vs 1.0; P=.004),

reported better sleep quality (fairly good or very good: 386/547,
70.6% vs 298/470, 63.4%; P=.02), and were less likely to take
daily naps (2.0% vs 5.7%; P=.03). They were also more likely
to use health apps overall (462/547, 84.5% vs 343/470, 73.0%;
P<.001), and to use them for the purpose of tracking exercise
(396/547, 72.4% vs 269/470, 57.2%), eating (319/547, 58.3%
vs 212/470, 45.1%), and sleep (214/547, 39.1% vs 132/470,
28.1%; P<.001 for all).

The median amount of app use was 28 (IQR 7-75) days over
the 6-month study, 20 (IQR 7-35) days during the targeted 63
days of the study, and 6 (IQR 0-41) days during the 117
nontargeted days of the study. Table 2 describes app use by
study month. During study month 1, the vast majority of app
users (92.3%) used the app for 2 or more days and 76.2% used
it for 7 or more days. Usage decreased over time in the cohort
study. By month 6, 27.1% of app users used the app for 2 or
more days and 20.1% used it 7 or more days.
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Table 2. Monthly Daily24 app use during the 6-month cohort study by users who completed at least one day of app use.

Participants who used the app (n=547), n (%)Montha

Used ≥7 daysUsed ≥2 days

417 (76.2)505 (92.3)Month 1

214 (39.1)269 (49.2)Month 2

166 (30.3)213 (38.9)Month 3

138 (25.2)183 (33.5)Month 4

133 (24.8)157 (29.3)Month 5b (n=536)

106 (20.1)143 (27.1)Month 6b (n=527)

aA study month is defined as 4 weeks (28 days). To enable all study months to begin on a Monday, the time between the end of POWER 28 and start
of month 2 ranged from 15 to 21 days. 
bDue to late registration, some participants were not able to reach months 5 and 6 of the study.

Predictors of Usage of the Daily24 App
Table 3 shows the multivariable regression model for app use
versus nonuse. Younger age, White (vs non-White) race, greater
education, higher household income, not having children less
than 18 years of age, and having used 1 to 5 apps in the past
were statistically significantly associated with app use (vs
non–app use). Black participants were one-third less likely to
use the app than White participants, whereas those with greater
than a college education and a higher income (≥US $75,000 vs
<US $35,000) were statistically significantly more likely to use

the app. Those with children under the age of 18 years were
45% less likely to use the app, and those who had used 1 to 5
apps in the past month were 70% more likely to use the app
compared to those who had not used apps in the past month.

Table 4 shows multivariable regression models for immediate,
consistent, and sustained use. Older age and lower BMI were
statistically significantly associated with increased immediate,
consistent, and sustained app use. Having children less than 18
years old was statistically significantly associated with decreased
immediate use, and better sleep quality was associated with
increased immediate and consistent app use.
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Table 3. Multivariable regression models for Daily24 app use versus nonuse.

Model 2bModel 1aRisk factors

P valueOR (95% CI)P valueORc (95% CI)

Demographic risk factors

<.0010.78 (0.71-0.86)<.0010.77 (0.70-0.85)Age, per 10-year increase

Gender

Ref (1)Refd (1)Male

.231.22 (0.88-1.69).091.32 (0.96-1.81)Female

Race

Ref (1)Ref (1)White

.040.67 (0.46-0.98).030.66 (0.45-0.96)Black

.430.82 (0.50-1.34).380.80 (0.49-1.31)Other

Educational level

Ref (1)Ref (1)<College

.051.36 (1.00-1.86).031.39 (1.03-1.89)≥College

Household income (US $)

Ref (1)Ref (1)<35,000

.241.40 (0.80-2.44).101.58 (0.91-2.72)35,000 to <50,000

.031.82 (1.07-3.07).012.01 (1.20-3.38)50,000 to <75,000

.0032.00 (1.26-3.17)<.0012.30 (1.47-3.61)≥75,000

Any child <18 years old

Ref (1)Ref (1)No

<.0010.55 (0.40-0.75)<.0010.53 (0.39-0.73)Yes

Behavioral risk factors

Physical activity

Ref (1)——eLow or medium

.750.93 (0.61-1.43)——High

.411.04 (0.95-1.14)——Fruit and vegetable cups, per 1-cup increase

Sleep quality

Ref (1)——Very good or fairly good

.090.79 (0.59-1.04)——Very bad or fairly bad

Number of health apps used in past month

Ref (1)——0

.0021.70 (1.22-2.37)——1-5

.201.40 (0.84-2.35)——>5

.991.00 (0.98-1.02)——BMIf, per 1-unit increase

aModel 1 was adjusted for age, sex, race, education, household income, and having children younger than 18 years old.
bModel 2 included model 1 parameters and was adjusted for physical activity, fruit and vegetable cups, sleep quality, and BMI.
cOR: odds ratio.
dRef: reference.
eNot calculated since these parameters were not included in model 1.
fBMI is calculated as weight in kilograms divided by height in meters squared.
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Table 4. Multivariable regression modelsa for immediate, consistent, and sustained Daily24 app use (n=547).

Sustained use: using app for ≥2 days
during POWER week 5 (n=139)

Consistent use: using app for ≥28
days for 6 months (n=274)

Immediate use: using app for ≥7
days during POWER 28 (n=412)

Risk factors

P valueOR (95% CI)P valueOR (95% CI)P valueORb (95% CI)

Demographic risk factors

<.0011.54 (1.31-1.82)<.0011.40 (1.22-1.61).0031.28 (1.09-1.50)Age, per 10-year increase

Gender

Ref (1)Ref (1)Refc (1)Male

.260.74 (0.44-1.25).040.60 (0.37-0.98).230.69 (0.38-1.26)Female

Race

Ref (1)Ref (1)Ref (1)White

.820.92 (0.46-1.84).600.86 (0.48-1.52).260.70 (0.38-1.30)Black

.941.03 (0.45-2.38).270.67 (0.33-1.36).530.79 (0.38-1.66)Other

Educational level

Ref (1)Ref (1)Ref (1)<College

.201.46 (0.82-2.60).960.99 (0.61-1.59).991.00 (0.59-1.71)≥College

Household income (US $)

Ref (1)Ref (1)Ref (1)<35,000

.770.86 (0.31-2.37).911.05 (0.46-2.42).890.94 (0.38-2.29)35,000 to <50,000

.760.87 (0.35-2.16).681.18 (0.54-2.56).660.83 (0.36-1.92)50,000 to <75,000

.250.62 (0.27-1.41).440.76 (0.38-1.53).991.00 (0.47-2.14)≥75,000

Any child <18 years old

Ref (1)Ref (1)Ref (1)No

.240.70 (0.38-1.28).100.68 (0.43-1.07).020.56 (0.34-0.91)Yes

Behavioral risk factors

Physical activity

Ref (1)Ref (1)Ref (1)Low or medium

.431.30 (0.68-2.51).981.01 (0.55-1.83).250.68 (0.35-1.32)High

.820.98 (0.84-1.15).641.03 (0.90-1.19).100.88 (0.75-1.03)Fruit and vegetable cups, per 1-cup
increase

Sleep quality

Ref (1)Ref (1)Ref (1)Very good or fairly good

.230.74 (0.45-1.21).030.63 (0.42-0.95).020.59 (0.38-0.93)Very bad of fairly bad

Number of health apps used in past month

Ref (1)Ref (1)Ref (1)0

.201.46 (0.81-2.62).671.12 (0.66-1.92).640.86 (0.45-1.63)1-5

.340.60 (0.21-1.70).911.04 (0.49-2.24).951.03 (0.42-2.51)>5

.010.95 (0.92-0.99).0010.95 (0.93-0.98).010.96 (0.94-0.99)BMId, per 1-unit increase

aThe model was adjusted for age, sex, race, education, household income, having children younger than 18 years old, physical activity, fruit and vegetable
cups, sleep quality, and BMI.
bOR: odds ratio.
cRef: reference.
dBMI is calculated as weight in kilograms divided by height in meters squared.
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Survey Completion and Retention in the EHR-Based
Cohort Study
Out of 1017 enrolled participants, 328 (32.25%) completed the
4-month follow-up surveys within 72 hours of receiving the
link. Of the remaining 689 participants (67.75%), study staff
were able to reach out to 610 participants (88.5%) through
personalized emails, text messages, and US $100 raffle
invitations delivered up to one week prior to study completion.
Of the 610 contacted participants, 113 (18.5%) completed their
surveys after one contact, 56 (9.2%) after two contacts, and 35
(5.7%) after three contacts, increasing the overall number of
4-month survey completers to 532 (52.31%).

Discussion

Principal Findings
EHRs and patient portals are readily available through most
health care systems, and use of mHealth apps is fairly ubiquitous
[16,44]. This study reports on EHR-based recruitment of adults
from three health systems to use the Daily24 mobile app to
record daily timing of meals, snacks, and sleep for 6 months.
We emailed research invitations to over 70,000 potentially
eligible participants identified through the EHR using efficient
identification (ie, computable phenotype) and messaging
methods (ie, emails sent directly through the EHR patient portal
or to personal email addresses). A total of 1.4% of participants
completed e-consent forms and baseline questionnaires in a
period of 6 months, a yield that is slightly lower than reports
for other EHR-based recruitment methods [32-34]. In a 2019
single-institution study that included 13 separate EHR-based
recruitment strategies using the patient portal recruitment
service, the average response rate for patient portal messages
was 2.9% [32]. Our lower yield might be explained by the
study’s expectation to download and actively use an app for 6
months or have no guaranteed compensation be provided for
participation [45] (ie, raffles of gift cards). Patients may also
be more likely to respond to mHealth research with a behavioral
intervention [46] or to disease-related versus wellness-related
research [32,45]. In the above study by Miller and colleagues
[32], recruitment response rates were higher (3.4%) among
condition-specific studies (ie, those with a more inclusive
comprehensive phenotype) versus general health studies (1.4%).
The latter response rate was identical to this study’s recruitment
yield, which was also not specific to a health condition.
Furthermore, while our app included gaming elements (eg,
badges and a leaderboard) [47,48] to increase data entry, we
intentionally did not include behavioral techniques (eg, goal
setting and personalized behavioral prompts) aimed at behavior
change, given the study’s primary goal to naturalistically
examine the relationship between timing of eating and sleep
and weight and medical conditions (findings forthcoming).

Once enrolled, 54% of participants who downloaded the app
entered timing of eating or sleep data on at least one day. While
the frequency criteria to classify someone as an app user in this
study was fairly low (ie, at least one completed day), other
studies have used a similarly low frequency to define usage
[49]; however, comparisons between studies can be challenging
due to disparate study designs and modes of interacting with

apps (ie, passive vs active data collection) [50]. For example,
in the Asthma Mobile Health Study (AMHS), 85.21%
(6470/7593) of enrolled participants (ie, downloaded an asthma
health app, e-consented, and verified email) were considered
baseline users (ie, at least one in-app survey entry). However,
enrollment occurred after the app was already downloaded, and
individuals who downloaded the app (N=40,683 in the United
States over 6 months) were recruited through a large media blitz
versus academic recruitment [49]. Eligibility was also based on
having a medical condition (ie, disease related), and the app
included behavioral components (eg, goal setting).

Although criteria for defining usage categories differ across
studies, our immediate (75%; ≥7 days in the first month) and
consistent (50%; ≥28 days over 6 months) rates were higher
than the “robust” cohort rates (30%; 5 or more surveys over 6
months) reported in the AMHS; in the case of sustained users
(25%; ≥2 days during month 6), our rates were fairly comparable
to those in the AMHS [49]. We attribute being able to initially
engage three-quarters of our app users, and to retain a quarter
of our users, to the food and sleep wheels in Daily24 being fast
and easy to use, whereas other apps may include more survey
items or require more detailed dietary intake entry [31,51].
Future iterations of the app should employ evidence-based
strategies and features for increasing engagement (eg, push
notifications with tailored health messages) [52-54].

This study’s usage data provides important information about
predictors of health app use to guide the design of future
observational studies using apps. Our finding that those who
were younger, more formally educated, and wealthier were more
likely to be app users is consistent with past research [16,49].
This study also found that White participants were more likely
to be app users, a finding that is consistent with some research
[55]. However, that finding is not consistent with a
cross-sectional survey study of 1604 mobile phone users in the
United States [16], which found that being Latino or Hispanic
(P<.05) or African American (P=.07, trend) were related to a
greater likelihood to download a health app. Inconsistencies in
findings may be related to different assessment methods (ie,
actual app usage vs self-reported use), recruitment methods (ie,
national survey vs regional EHR recruitment), and racial and
ethnic distribution in recruitment regions [16,56]. Not having
children younger than 18 years of age was also associated with
app use. While this is perhaps a correlate of being younger, it
is also an intuitive finding that those with children may have
less time for mHealth app use, supporting the well-documented
importance of ease and efficiency of data entry in mHealth apps
[16]. While younger age was associated with app use overall,
being older was associated with early, consistent, and sustained
use. The AMHS study similarly found that among robust users,
increasing age was significantly associated with a greater
likelihood to use the asthma health app daily [49]. An adherence
and retention study of a web-based alcohol intervention also
found that being older and not having children predicted a
greater likelihood of logging in [57]. We also found that having
a lower BMI was associated with early, consistent, and sustained
use. Past research has found that having a BMI in the obese
range is associated with greater health app use [16], influencing
our hypothesis that those with higher BMIs would be more
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motivated to download and use a health app. While we did not
find a significant association between weight status and app use
overall, we did find that those with lower BMIs were more
likely to use health apps across time. Given this observational
study design, we identified an association between BMI and
health app use (ie, those with a lower BMI were more likely to
engage in sustained tracking and health monitoring), but we do
not know causality or temporality. Future research exploring a
causal relationship is needed to determine if apps targeting
timing of eating and sleep may have an effect on behaviors that
influence weight [25,56].

Limitations
There are several limitations of this study. First, this was an
observational cohort study and was not designed with a
comparison group to assess differences in app use among
participants instructed to log for 6 months without additional
guidance on targeted tracking days, compared to our approach
of emphasizing tracking on POWER 28 and POWER week
days. In designing the study, to optimize longitudinal tracking,
we decided to preidentify targeted days to decrease participant
burden and, more importantly, to increase the likelihood that
we would collect data on some days across each of the 6 months
rather than risk the typical pattern of heavier use up front
followed by drop-off [18,49]. This approach appeared to be
effective. Although we did observe drop-off across each study
month, with the biggest decline being from months 1 and 2,
about one-quarter of the participants were still using the app
during month 6, and those who were using the app during month
6 were using it in the identified POWER week. However,
without a two-arm study design, we cannot fully conclude that
this was the ideal approach. Second, although we designed
badges and a leaderboard to create gaming elements and increase
motivation [47,48], we are unable to ascertain if those who
earned badges were more motivated individuals in general or
were motivated by the badges. Badges were earned based on
various categories of usage (eg, first log-in, track 7 days in a
row, and 4 days of your POWER week) and were automatically
entered into our raffle (ie, participants did not have to enter their
badges into the raffle themselves); thus, it is challenging to
know whether badges and the resulting raffle were an effective
gamification approach. Third, we do not have detailed
information on the reasons that a little less than half of the
participants did not go on to download the app. With our app
being designed by researchers rather than more highly funded
industry, we suspect that the onboarding process may have had

some cumbersome features. The biggest obstacles may have
been problems with the two-factor authentication process, which
required participants to receive an SMS code on their device
and correctly enter it to verify their identity. Additionally, many
people forgot, misplaced, or mis-entered the password they
chose when registering for the app and were without an
automated password reset option. Although we had research
staff available for tech support, it was available only during
work hours and via phone or email. Fourth, our sample was
largely comprised of White participants, more formally educated
participants, and those of middle- to upper-socioeconomic status;
thus, the generalizability to other racial, ethnic, and
socioeconomic groups is limited. Future research involving
EHR-based recruitment independent of technology use might
consider partnering with communities from racialized and
lower-socioeconomic subgroups to understand how recruitment
efforts and health apps can be adapted to improve their impact
for marginalized communities. Finally, while our recruitment
methods were efficient in terms of participant identification,
messaging, and enrollment, we are unable to comment on the
cost-effectiveness of EHR enrollment. Each of these health
systems have made significant investments into building and
maintaining their EHRs and infrastructure to enable these
recruitment methods for research purposes. In addition, for this
study, we leveraged existing health information technology
infrastructure from the PaTH network [30], which enabled
efficiency from both a time and resource perspective. However,
for this methodology to be used more broadly in a variety of
settings, greater institutional and community partnerships and
resources are needed.

Conclusions
Health apps aimed at weight loss and related behaviors are
among the most highly used mHealth apps [22]. Time-restricted
feeding is a novel and promising approach for obesity and
related disease management; however, it is largely untested in
humans, to a great extent due to the challenges of helping
individuals modify their behavior to a shorter window of eating
[15,58,59]. This report is a first step in describing efficient EHR
recruitment of patients from three large health institutions and
the use of an mHealth app to enter information about timing of
eating and sleep patterns. Next steps include incorporating
behavioral techniques into the app, potentially with health
coaching, to assist individuals achieve greater alignment with
their circadian rhythms and to determine whether this is a
feasible and effective weight loss intervention.
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Abstract

Background: Remote monitoring of Huntington disease (HD) signs and symptoms using digital technologies may enhance
early clinical diagnosis and tracking of disease progression, guide treatment decisions, and monitor response to disease-modifying
agents. Several recent studies in neurodegenerative diseases have demonstrated the feasibility of digital symptom monitoring.

Objective: The aim of this study was to evaluate a novel smartwatch- and smartphone-based digital monitoring platform to
remotely monitor signs and symptoms of HD.

Methods: This analysis aimed to determine the feasibility and reliability of the Roche HD Digital Monitoring Platform over a
4-week period and cross-sectional validity over a 2-week interval. Key criteria assessed were feasibility, evaluated by adherence
and quality control failure rates; test-retest reliability; known-groups validity; and convergent validity of sensor-based measures
with existing clinical measures. Data from 3 studies were used: the predrug screening phase of an open-label extension study
evaluating tominersen (NCT03342053) and 2 untreated cohorts—the HD Natural History Study (NCT03664804) and the Digital-HD
study. Across these studies, controls (n=20) and individuals with premanifest (n=20) or manifest (n=179) HD completed 6 motor
and 2 cognitive tests at home and in the clinic.

Results: Participants in the open-label extension study, the HD Natural History Study, and the Digital-HD study completed
89.95% (1164/1294), 72.01% (2025/2812), and 68.98% (1454/2108) of the active tests, respectively. All sensor-based features
showed good to excellent test-retest reliability (intraclass correlation coefficient 0.89-0.98) and generally low quality control
failure rates. Good overall convergent validity of sensor-derived features to Unified HD Rating Scale outcomes and good overall
known-groups validity among controls, premanifest, and manifest participants were observed. Among participants with manifest
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HD, the digital cognitive tests demonstrated the strongest correlations with analogous in-clinic tests (Pearson correlation coefficient
0.79-0.90).

Conclusions: These results show the potential of the HD Digital Monitoring Platform to provide reliable, valid, continuous
remote monitoring of HD symptoms, facilitating the evaluation of novel treatments and enhanced clinical monitoring and care
for individuals with HD.

(J Med Internet Res 2022;24(6):e32997)   doi:10.2196/32997

KEYWORDS

Huntington disease; digital monitoring; digital biomarkers; remote monitoring; smartphone; smartwatch; cognition; motor; clinical
trials; mobile phone

Introduction

Background
Huntington disease (HD) is a genetic, neurodegenerative, and
ultimately fatal disease characterized by a triad of cognitive,
behavioral, and motor symptoms leading to functional decline
and progressive loss of independence [1,2]. The clinical
assessment of HD primarily relies on periodic in-person clinical
assessments and may include administration of clinician-rated
outcomes (which are dependent on rater experience and
expertise) or patient-reported outcomes [3,4]. The infrequency
of these assessments can result in subtle changes in cognition,
behavior or motor abilities being unnoticed, and fluctuations in
signs and symptoms being undetected [3,5]. Moreover, in-clinic
assessments of disease symptoms that affect patients’ daily
experiences are removed from the daily context in which patients
experience these symptoms [3]. Taken together, there is a need
for improvement in the monitoring of HD signs, symptoms, and
functional impacts to enhance accurate characterization of the
clinical course and detection of treatment effects.

Recent studies have demonstrated the feasibility and initial
validation of wearable sensors as objective measures of HD
motor symptoms in the home setting [6-10]. Acquired sensor
data on motor function differentiated individuals with HD from
control participants, as well as individuals with HD grouped by
motor impairment as measured by the Unified HD Rating
Scale-Total Motor Score (UHDRS-TMS) [6]. Additionally,
sensor data revealed disease features not observed during
in-clinic assessments, such as an increased proportion of time
spent lying down among participants with HD who were
ambulatory compared with control participants [7,9]. A pilot
study of a smartphone app in 23 participants showed a
significant difference in chorea score and tap rate between
individuals with and without manifest HD [11]. Furthermore,
the digital measure of tap rate strongly correlated with the
UHDRS finger tapping score [11]. Finally, the feasibility and
validity of a smartphone app for remote assessment of HD
cognitive measures were evaluated in a study of 42 participants.
The study found that the digital cognitive tests had robust
test-retest reliability for participants with manifest HD (intraclass
correlation coefficient [ICC] 0.71-0.96) [12]. Correlations
between the digital cognitive tasks and selected Enroll-HD
cognitive tasks varied in strength (r=0.36-0.68) [12]. Despite
these promising exploratory findings in HD and favorable results
from digital platforms for Parkinson disease [13-21], to date,
there have been no formal validation efforts of an at-home

digital-based monitoring system that includes assessments for
both motor and nonmotor symptoms of HD.

Although most studies on digital measures of neurodegenerative
diseases have focused on motor symptom assessments, a more
comprehensive assessment of function that includes both motor
and nonmotor outcomes is needed to provide a more holistic
disease characterization. Furthermore, digital platforms that
include a combination of motor and nonmotor active tests,
passive monitoring of daily activities, and patient-reported
outcomes can generate data that can be interpreted as being
meaningful to patients. Indeed, previous studies have
demonstrated that gait and balance impairments increase fall
risk and greatly influence the quality of life of people with HD
[22]. Furthermore, the cognitive and neuropsychiatric
characteristics of HD contribute greatly to the loss of functional
independence and quality of life, and hence require evaluation
[23-26].

This Study
In this study, a smartwatch- and smartphone-based remote digital
monitoring platform was developed to assess motor, cognitive,
behavioral, and functional domains in HD using frequent active
and continuous passive monitoring [27,28]. This platform was
applied to individuals with premanifest HD (individuals
genetically confirmed to have HD but not having diagnostic
motor symptoms of HD), manifest HD (individuals with
diagnostic motor symptoms of HD), and control participants to
determine its feasibility, reliability, and cross-sectional validity
for monitoring motor and cognitive features, which are key
domains that change with clinical progression across the
continuum of adult HD [1]. Digital-based outcomes were
compared at baseline with analogous in-clinic tests during the
screening period from 3 independent studies (a recently
completed open-label extension [OLE; NCT03342053] of a
tominersen phase I/IIa study and 2 untreated natural history
cohorts: the HD Natural History Study [NHS; NCT03664804]
and the University College London Digital-HD study) to
cross-sectionally validate the Roche HD Digital Monitoring
Platform, with results reported herein.

Methods

Study Design and Setting
The analysis sample included pretreatment data from the OLE
of a tominersen phase I/IIa study and 2 untreated natural history
cohorts: HD NHS and the University College London
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Digital-HD study. The OLE study was designed to assess the
safety, tolerability, pharmacokinetics, and pharmacodynamics
of tominersen in patients with manifest HD as well as its effects
on digital and standard clinical measures. The OLE study
included a 4-week screening period before the start of the
treatment period. The HD NHS was designed to evaluate the
relationship between changes in cerebrospinal fluid mutant
huntingtin protein levels and clinical outcomes in untreated
patients with manifest HD. A 4-week screening period was
included in the HD NHS. Digital-HD was an observational
study that evaluated the tolerability and feasibility of conducting
smartphone- and smartwatch-based remote patient monitoring
in HD over 18 months.

In this study, we report an analysis of sensor-based outcomes
from the 3 studies to assess the cognitive and motor domains.
Data from the first 4 weeks after issuing the remote monitoring
devices to the participants were considered for the analysis; for
the OLE study and the HD NHS, this included only data
collected during the 4-week screening periods, up to the baseline
assessment. Adherence metrics were collected upon deployment
of the digital devices to participants. As part of the study setup
for the digital monitoring platform solution, adherence
monitoring and processes for follow-up were implemented in
case of drops in participant adherence. However, there were no
incentives, financial or otherwise, for high adherence, nor did
poor adherence lead to exclusion of the participant from the
study. The longitudinal effects of tominersen on digital outcomes
acquired from the OLE study are not the focus of this study and
hence not reported here.

Participants
All participants enrolled in each respective study were eligible
for this analysis. Written, informed consent was obtained from
all participants. To be eligible for the OLE study, patients must
have completed the treatment period of the phase I/IIa study.
Patients in the phase I/IIa study had early manifest HD,
Shoulson-Fahn stage I disease (UHDRS-Total Functional
Capacity [TFC] score 11-13). Participants in the HD NHS had
early manifest HD, Shoulson-Fahn stage I/II disease
(UHDRS-TFC score 7-13). Participants from the phase I/IIa

study (N=46) and the HD NHS (N=94) were aged 25 to 65
years. The Digital-HD study (N=79) enrolled adults (aged 18
to 75 years) with manifest HD (diagnostic confidence level=4,
stage I-III, UHDRS-TFC 4-13, cytosine adenine guanine [CAG]
expansion≥36), premanifest HD (diagnostic confidence level<4,
CAG expansion≥40), and healthy control participants (no known
family history or CAG expansion<36).

In-Clinic Assessments
All in-clinic assessments were performed at the screening visit.
Clinical signs and symptoms were assessed by trained raters
using the UHDRS [29]. The scale assesses 4 domains associated
with HD: motor function, cognitive function, behavioral
abnormalities, and functional capacity. To assess motor
performance, the UHDRS Maximal Chorea item, UHDRS
Finger Taps item, and UHDRS-TMS were used. In addition,
an in-clinic balance score was generated by summing the
UHDRS-TMS Retropulsion Pull test item and UHDRS-TMS
Tandem Walking test item scores.

To assess cognitive performance, the Stroop Word Reading
(SWR) [30] and the Symbol Digit Modalities Test (SDMT) [31]
were used. The SWR is a measure of attention and psychomotor
speed and relies on verbal motor output and ability to articulate
words. The SDMT was used to assess attention, visuoperceptual
processing, working memory, and psychomotor speed. The
Speeded Tapping test [32] was applied to measure bradykinesia
and motor timing. In this computerized test, participants were
instructed to tap on the mouse key as fast as possible for 30
seconds using their index finger. The mouse was fixed on the
mouse platform and placed on the table.

Digital Monitoring Hardware
Participants were provided with a wrist-worn smartwatch (Moto
G 360 2nd Gen Sport; Motorola), a smartphone (Galaxy J7;
Samsung), and a belt containing a pouch to carry the
smartphone. Participants received training on their use at the
screening visit, at which time the devices were deployed for
remote continuous monitoring (Figure 1). The devices were
locked and configured to only collect assessments in this study
and contained no additional functionality.
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Figure 1. Overview of the Roche HD monitoring app and workflow for the daily assessments. The smartphone (Galaxy J7; Samsung) and smartwatch
(Moto G 360 2nd Gen Sport; Motorola) were provided with a preinstalled custom app (Roche HD monitoring app version 1; Roche). Participants were
instructed to carry the smartphone in their trouser pocket, or a belt containing a pouch around the waist and wear the smartwatch. The app requested
the completion of active tests daily and subsequently recorded sensor data during daily living (passive monitoring). EQ-5D-5L: EuroQol 5-dimension
5-level; SDMT: Symbol Digit Modalities Test; SWR: Stroop Word Reading.

Active Digital Tests
A novel Android app (Roche HD monitoring app version 1)
was designed and installed on both the smartphone and
smartwatch to measure HD clinical features. Participants were
asked to complete specific tests using the devices (active tests)
and then to carry the devices with them as they conducted their
daily routine, during which sensor data were recorded
continuously for passive monitoring of gait, chorea, and activity
level. Results from patient-reported outcomes and passive
monitoring are not reported here. Table 1 describes the active
tests included in the app and a video depicting the tests can be
found in Multimedia Appendix 1. Participants were prompted
by the smartphone to complete active tests daily except SWR,
SDMT, and EuroQol 5-dimension 5-level, which were
completed weekly. Each test was preceded by an instruction
screen that named and explained the task (Multimedia Appendix
2).

The digital SDMT assessed the participant’s attention,
visuoperceptual processing, working memory, and psychomotor
speed by recording the participant’s performance in tapping a
number corresponding to a symbol shown on the smartphone
screen. A total of 3 sets of symbol-digital mappings were used,
and the symbol sequence was fixed for all tests. For a given
symbol, participants were required to match it with a 1- to
9-digit using the keypad. The number of correct answers was
defined as the number of matching events.

The digital SWR test assessed the participant’s attention,
psychomotor speed, and ability to articulate words by recording

the participant’s performance in reading color names out loud,
row by row, as fast as possible. Names of colors were displayed
in black on the screen in a randomly generated sequence (4
words per row and a total of 60 words). Spoken words were
automatically recognized by a custom-written word recognizer.
The custom-written word recognizer was validated on >30
annotated Stroop tests per language spanning the whole range
of severity as defined by the in-clinic SWR test. The number
of correctly read words was defined as the number of matching
words.

The Speeded Tapping test assessed fine motor impairment by
recording the participant’s performance in tapping one button
on the screen as fast and as regularly as possible.

The Draw-A-Shape test assessed visuomotor coordination and
fine motor impairment by recording the participant’s
performance in tracing a series of increasingly complex shapes
on the smartphone screen.

The Chorea test captured the degree of chorea by recording
upper body physical movements as the seated participant held
the smartphone as still as possible in their outstretched arm and
hand while wearing the smartwatch on the preferred wrist. As
a dual task, the participant counted backward aloud during the
test; these data are not included in these analyses as the
methodologies needed to analyze these data are still under
development.

The Balance test assessed the participant’s static balance
function by recording movements as the participant stood as
still as possible while wearing the smartphone and smartwatch.
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The U-Turn test was designed to assess gait and lower body
bradykinesia. The participant walked and turned at least five
times between 2 points that were at least four steps apart while
wearing the smartphone and smartwatch.

The Walk test captured elements of gait, body bradykinesia,
and tandem walking abnormalities. The participant walked as
fast as was safely possible for 200 meters or 2 minutes.

The inertial measurement unit (accelerometer, gyroscope, or
magnetometer) captured continuous measurements from the

smartphone and smartwatch during active tests. The digital
SWR and Chorea tests were captured using the microphone in
addition to inertial measurement unit recordings. For the digital
SDMT, Speeded Tapping, and Draw-A-Shape tests, touchscreen
events were recorded. For the digital SDMT, actual answers
with timestamps were recorded. Participants were instructed to
carry the phone in the provided pouch for the Balance, U-Turn,
and Walking tests and in the provided pouch or their trouser
pocket for passive monitoring.

Table 1. Descriptions of the active tests included in the Roche HD monitoring app version 1.

DescriptionDomain and test

Cognition

Digital version of the pen-and-paper SDMT; tap the number corresponding to a symbol shown on the screen as fast as
possible for 90 seconds

SDMTa

Modified digital version of the pen-and-paper SWR; read the color names out loud, row by row, as fast as possible for
45 seconds

SWRb

Upper body motor function

Repeatedly tap a virtual button as fast as possible for 30 seconds with the phone flat on a surfaceSpeeded Tappingc

Trace a series of reference shapes (diagonal lines, square, circle, figure of eight, or spiral) on the screen with the index
finger as quickly and accurately as possible with the phone flat on a surface

Draw-A-Shapec

Hold phone in the palm of the hand and keep arm outstretched for 30 seconds while keeping eyes closed and counting
backward aloud in sevens from a random number shown on the smartphone screen

Choreac

Stability and gait

Stand upright as still as possible for 30 seconds with arms hanging loosely by the sides and phone in waist pouchBalance

Walk between two points, at least four steps apart, and turn 180 degrees at least five times with the phone in waist
pouch during a 60-second period

U-Turn

Walk as fast as safely possible for 200 meters or 2 minutes, with phone in waist pouch. Ideally, the test was performed
in a straight path with no obstacles

Walking

aSDMT: Symbol Digit Modalities Test.
bSWR: Stroop Word Reading.
cTests are repeated for each hand.

Data Transfer and Processing
Participants received instructions on how to connect the
smartphone to the internet at home. For participants with no
wireless internet connection (Wi-Fi) at home, data were
uploaded during clinic visits. All data were encrypted and
uploaded to secure servers each time the smartphone was
connected to Wi-Fi.

Digital Test Outcomes
The raw data for each test were converted into a single
predefined readout, hereafter referred to as a feature. The values
reported here are the medians for each feature over 2-week
intervals. If, for a participant, less than n observations that
passed the quality criteria (Statistical Analysis) for a given test
in an interval were available, the data for that participant and
interval were considered as missing. The value of n was 1 for
the SDMT and SWR test and 3 for all other tests. The interval
length of 2 weeks was found to be the optimal trade-off between
period length and robustness against missing values. The
following active test features were prospectively selected based
on their face validity as tests of relevant cognitive and motor

function in HD and digital surrogates of existing in-clinic tests:
number of correct answers (SDMT), number of correctly read
words (SWR), and mean intertap interval (Speeded Tapping).
The rationale behind the intertap interval is to assess the time
that the finger is in the air (not on the glass), as we hypothesized
that uncontrolled movements would influence this time span.
For all other tests, features were prospectively chosen based on
previous literature and their relevance to HD: sway path (Chorea
and Balance) [33,34], spiral drawing speed variability
(Draw-A-Shape), median turn speed (U-Turn) and step
frequency variance (Walking) [35]. The sway path feature offers
a straightforward way to measure the amount of movement
occurring when a study participant is trying to hold the body or
hand as still as possible; this feature has been successfully used
in other disease areas in the same context [36]. The median turn
speed feature has shown good performance in Parkinson disease
and multiple sclerosis [14,37]. This feature is influenced by gait
and postural instability problems, which are both prevalent
symptoms in HD. Therefore, it was hypothesized that turn speed
would measure relevant HD signals. A meta-analysis showed
that variability in gait parameters was increased among patients
with HD compared with healthy controls, even in comparison
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with patients with other neurological disorders [38]. These
results and expert input led to the decision to select step
frequency variance as a feature to measure gait variability while
being algorithmically as robust as possible. Variability measures,
in general, seem to be sensitive in detecting disease-relevant
signals in the upper limb domain also, as has been shown for a
tapping test [39]. Although the Draw-A-Shape test offers a
plethora of different features to select from, a feature that
measures variability, drawing speed variability (as measured
by the coefficient of variation of drawing speed, for the shape
where we expected to see the biggest challenges in maintaining
drawing speed, ie, the spiral) was chosen.

Statistical Analysis
As a quality control (QC) measure, active tests were excluded
via quality criteria assessing the correct test execution
(Multimedia Appendix 3). Overall adherence is reported as the
proportion of tests completed during the 4-week study period.

Test-retest reliability of active test feature data from participants
was calculated using the ICC [40] between the median values
of the first 2 weeks and those of the second 2 weeks, and
occurred predrug exposure in the OLE study.

To investigate convergent validity (ie, the degree to which 2
measures of the same construct are related) of sensor-derived
features, Spearman correlation was calculated between clinical
scores acquired at baseline visit and sensor-derived features that
were median-aggregated over the first 2 weeks of data
collection. Pearson correlation was used when both variables
were normally distributed and a linear relationship between
them was expected to exist. All analyses were conducted with
Python (version 3.6; Python Software Foundation) scripts using
the pandas and SciPy libraries.

Known-groups validity was assessed by comparing the feature
values between the 3 cohorts from the Digital-HD study
(premanifest HD, manifest HD, and controls) and the 2 manifest
HD cohorts from the OLE study and HD NHS. Comparison
was done by first fitting for each value a mixed linear effect
model with a fixed effect for age and a random intercept for
study. The residuals of this model were then compared using
Kruskal-Wallis test and pairwise Mann-Whitney U tests between
these 5 groups.

Ethics Approval
All studies were approved by the respective local ethics
committees and conducted in accordance with the Declaration
of Helsinki and the International Conference on Harmonisation
Guidelines for Good Clinical Practice.

The OLE study protocol was approved by the following ethics
committees: National Research Ethics Service Committee

London-West London and GTAC, London, United Kingdom;
Ethik-Kommission der Medizinischen Fakultät der Universität
Ulm, Germany; and University of British Columbia Clinical
Ethics Review Board, Canada. The HD NHS protocol was
approved by the following ethics committees: The University
of British Columbia Clinical Research Ethics Office, Vancouver,
British Columbia, Canada; Advarra, Aurora, Ontario, Canada;
Universität Ulm – Ethik - Kommission, Germany; Ethik -
Kommission der Med. Fakultät der Ruhr Universität Bochum,
Germany; London - Camden & Kings Cross Research Ethics
Committee, London, United Kingdom; Advarra, Columbia,
Maryland, United States; University of California Davis
Institutional Review Board (IRB) Administration, Sacramento,
California, United States; Institutional Review Board, Columbia
University Medical Center, New York, New York, United
States; Johns Hopkins Medicine Office of Human Subjects
Research-IRB East Baltimore Campus, Baltimore, Maryland,
United States; HealthOne IRB, Denver, Colorado, United States;
Georgetown University Institutional Review Board, Washington
DC, United States; and NHS Health Research
Authority/Research Ethics Service, London, United Kingdom.
The Digital-HD study protocol was approved by London-Central
Research Ethics Committee, London, United Kingdom.

Code Availability
To collect at-home and in-clinic digital data (active tests of
cognitive and motor performance, passive monitoring of daily
life, and electronic patient-reported outcomes), we relied on
custom Android apps built specifically for these studies
deployed on smartphones and smartwatches. All other data for
the studies (including demographics and clinical scores) were
collected manually without the use of software code.

Raw data signal processing (feature extraction) and data analysis
(to compute descriptive statistics for demographic variables,
implement test-retest reliability, and for group comparisons and
correlations) were carried out with Python. The code used to
complete the analysis can be made available upon request.

Results

Participants
In the OLE study and HD NHS, no participants were lost to
follow-up or withdrew during the 4-week period after receiving
the digital monitoring equipment, allowing all to be included
in the planned test-retest evaluation. In the Digital-HD study,
one participant withdrew from the study. Participants’ key
baseline demographic and clinical characteristics are provided
in Table 2.
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Table 2. Baseline characteristics of participants in the open-label extension (OLE) study, the Huntington disease Natural History Study (HD NHS),
and the Digital-HD study.

Digital-HD studyHD NHS (N=94)OLE study (N=46)Characteristics

Manifest HD
(N=39)

Premanifest HD
(N=20)

Healthy control
(N=20)

56.3 (11.0)44.9 (10.0)48.0 (13.8)48.2 (9.9)48.6 (10.2)Age (years), mean (SD)

Gender, n (%)

21 (54)10 (50)13 (65)58 (62)28 (61)Male

18 (46)10 (50)7 (35)36 (38)18 (39)Female

42.7 (3.3)c41.6 (2.0)N/Ab44.2 (3.1)44.3 (3.0)Number of CAGa repeats, mean (SD)

29 (74)20 (100)17 (85)81 (86)43 (93)Right hand dominance (laterality), n (%)

32.9 (16.6)4.9 (3.9)1.4 (2.4)22.1 (10.9)23.6 (12.5)TMSd, mean (SD)

10.6 (2.2)12.9 (0.3)13.0 (0.0)11.0 (1.5)11.2 (1.6)TFCe, mean (SD)

67.5 (19.4)102.3 (19.0)100.1 (19.5)72.2 (20.0)74.0 (21.9)SWRf, mean (SD)

29.0 (12.2)h56.4 (12.2)h62.1 (8.4)h32.3 (11.6)33.7 (12.1)SDMTg, mean (SD)

aCAG: cytosine adenine guanine.
bN/A: not applicable.
cNumber of CAG repeats for 3 participants with manifest HD in Digital-HD study not available.
dTMS: Total Motor Score.
eTFC: Total Functional Capacity.
fSWR: Stroop Word Reading.
gSDMT: Symbol Digit Modalities Test.
hReported data are an average of 68 participants, as data from 11 participants were discarded owing to tests conducted in 45 seconds rather than 90
seconds.

QC of Digital Active Test Execution
For the SDMT, Chorea, Speeded Tapping, and SWR tests, a
low proportion (ranging between 0% and 6.7% [Digital-HD,
healthy controls: 16/238 (6.7%) Chorea—nondominant
hand—tests were excluded]) of digital active tests across the 3
studies were excluded from the analysis due to QC criteria not
being met, indicating improper test execution (Multimedia
Appendix 4). For the other tests, the QC fail rates were higher.
The percentage of improperly executed Draw-A-Shape tests
was higher among participants with manifest HD across the 3
studies in comparison with participants with premanifest HD
and control participants in the Digital-HD study. Across the 3
studies, 8.60% (HD NHS: 94/1093) to 10% (OLE study: 33/331)
and 13.05% (HD NHS: 140/1073) to 20.1% (OLE study: 66/329)
of Draw-A-Shape tests performed by participants with manifest
HD with the dominant (D) and nondominant (ND) hands,
respectively, failed to pass the QC criteria. Moreover, an
analysis of the per-subject QC pass rate for the Draw-A-Shape
tests showed that this rate is negatively correlated with
UHDRS-TMS and Maximal Chorea upper limb scores
(Multimedia Appendix 5). Study participants were instructed
to carry out the Walking, U-Turn, and Balance tests with the
phone placed in the provided pouch around the waist. For the
Walking test, it was found that not adhering to this instruction
and carrying the device in the pocket instead resulted in skewed
step frequency variance values. As a result, these test instances

were discarded, which amounted to 17.5% (Digital-HD,
premanifest HD: 40/228) to 30.9% (OLE study: 84/272) of all
Walking tests. To be consistent, the same criterion was also
applied to the Balance and the U-Turn tests, resulting in similar
percentages of tests being discarded. It should be noted though
that despite the relatively high number of discarded tests, only
11% (19/172), 12.8% (23/179), and 13.8% (25/181) of all
participants were lost for subsequent analysis for the Walking,
U-Turn, and Balance tests, respectively.

Adherence
The active tests, excluding the Walking test, required on average
(median) 8 to 9 minutes (OLE: 8:49 minutes, HD NHS: 8:59
minutes, and Digital-HD: 8:18 minutes) for the days without
the SWR, the SDMT, and the EuroQol 5-dimension 5-level,
and 14 to 15 minutes (OLE: 14:52 minutes and HD NHS: 14:18
minutes) for days with these nondaily tests. For Digital-HD,
the nondaily tests were split over multiple days, leading to an
average test time of 9 to 11 minutes for these days. In the OLE
study, participants completed 1164 out of 1294 active tests
(89.95%). Participants in the HD NHS and Digital-HD study
performed a total of 2025 out of 2812 (72.01%) and 1454 out
of 2108 (68.98%) tests, respectively.

Test-Retest Reliability
Test-retest reliability was good to excellent for the active tests
across the 3 studies and varied from 0.89 (95% CI 0.83-0.93)
to 0.98 (95% CI 0.97-0.99; Table 3).
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Table 3. Test-retest reliability intraclass correlation coefficients (ICCs) for the tests and selected face valid features.

Test-retest ICC of digital testDigital test featureClinical scoreTest

Digital-HDHDc NHSdOLEb studyD/NDa

hand

0.98 (0.89-0.99)0.93 (0.65-0.97)0.94 (0.77-0.98)N/AfNumber of correct answers
(95% CI)

Number of correct answers
for in-clinic SDMT

SDMTe

0.96 (0.94-0.98)0.93 (0.90-0.96)0.92 (0.85-0.95)N/ANumber of correctly read
words (95% CI)

Number of correctly read
words for in-clinic SWR

SWRg

0.98 (0.97-0.99)0.97 (0.95-0.98)0.94 (0.86-0.98)DhMean intertap interval (ms;
95% CI)

Mean intertap interval for
in-clinic Speeded Tapping

Speeded Tapping

0.97 (0.96-0.98)0.97 (0.95-0.98)0.96 (0.88-0.98)NDiMean intertap interval (ms;
95% CI)

Mean intertap interval for
in-clinic Speeded Tapping

Speeded Tapping

0.91 (0.85-0.95)0.93 (0.87-0.96)0.93 (0.85-0.97)DSpiral drawing speed variabil-
ity (mm/s; 95% CI)

UHDRSj Finger TapsDraw-A-Shape

0.97 (0.94-0.98)0.92 (0.87-0.95)0.93 (0.84-0.97)NDSpiral drawing speed variabil-
ity (mm/s; 95% CI)

UHDRS Finger TapsDraw-A-Shape

0.98 (0.96-0.99)0.96 (0.94-0.97)0.96 (0.92-0.98)DSway path (m/s2; 95% CI)UHDRS Maximal Chorea
upper limb

Chorea

0.98 (0.97-0.99)0.94 (0.90-0.96)0.97 (0.94-0.99)NDSway path (m/s2; 95% CI)UHDRS Maximal Chorea
upper limb

Chorea

0.94 (0.89-0.97)0.89 (0.83-0.93)0.91 (0.73-0.97)N/ASway path (m/s2; 95% CI)Balance scoreBalance

0.94 (0.91-0.97)0.95 (0.92-0.97)0.95 (0.89-0.98)N/AMedian turn speed (rad/sec;
95% CI)

TMSkU-Turn

0.95 (0.82-0.97)0.93 (0.89-0.96)0.95 (0.88-0.98)N/AStep frequency variance (Hz2;
95% CI)

TMSWalking

aD/ND: dominant/nondominant.
bOLE: open-label extension.
cHD: Huntington disease.
dNHS: Natural History Study.
eSDMT: Symbol Digit Modalities Test.
fN/A: not applicable.
gSWR: Stroop Word Reading.
hD: dominant.
iND: nondominant.
jUHDRS: Unified HD Rating Scale.
kTMS: Total Motor Score.

Clinical Cross-sectional Validity

Convergent Validity of Sensor-Based Measures With
Standard Clinical Outcome Measures
Across the 3 studies for participants with manifest HD, the
digital SDMT and SWR tests were strongly associated with the
in-clinic SDMT (OLE: r=0.85, HD NHS: r=0.79, Digital-HD
[manifest HD cohort]: r=0.80; P<.001 for all) and SWR (OLE:
r=0.84, HD NHS: r=0.87, Digital-HD [manifest HD cohort]:
0.90; P<.001 for all tests), respectively (Figures 2A and 2B,
Table 4, and Multimedia Appendix 6).

For remote monitoring of upper body motor function, 3 active
tests were used: Chorea test, Speeded Tapping test, and
Draw-A-Shape test. In the OLE study, the digital Speeded
Tapping test was strongly associated with the in-clinic Speeded
Tapping test (D: r=0.70, ND: r=0.75; P<.001 for both; Figure

2C, Table 4, and Multimedia Appendix 6). The in-clinic Speeded
Tapping test was not conducted in the HD NHS and the
Digital-HD study. The spiral drawing speed variability showed
moderate association with the UHDRS Finger Taps item across
the 3 studies for participants with manifest HD when using the
ND hand (OLE: ρ=0.47, P=.001; HD NHS: ρ=0.47, P<.001;
Digital-HD [manifest HD cohort]: ρ=0.57, P<.001; Figure 3A,
Table 4, and Multimedia Appendix 6). When using the D hand,
the spiral drawing speed variability showed moderate association
with the UHDRS Finger Taps item in the HD NHS (ρ=0.41;
P<.001) and Digital-HD study (manifest HD cohort: ρ=0.55;
P=.002). Sway path during Chorea tests showed
moderate-to-strong associations across the studies, bilaterally
with the UHDRS Maximal Chorea upper limb item (OLE:
D/ND, ρ=0.50/0.58, HD NHS: D/ND, ρ=0.46/0.45, Digital-HD
[manifest HD cohort]: D/ND, ρ=0.47/0.65; P<.001 for all except
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P=.006 for Digital-HD: D; Figure 3B, Table 4, and Multimedia
Appendix 6).

For whole body and lower limb tests, significant
weak-to-moderate associations were found with respective
UHDRS items across the 3 studies for participants with manifest
HD with the exception of median turn speed during the U-Turn
test in the HD NHS and the Digital-HD study, and sway path
during the Balance test in the Digital-HD study (Figure 4, Table
4, and Multimedia Appendix 6): sway path during the Balance
test was associated with the in-clinic balance score (OLE:
ρ=0.51, HD NHS: ρ=0.28, Digital-HD [manifest HD cohort]:
ρ=0.24; P=.23), median turn speed when doing U-turns with

UHDRS-TMS (OLE: ρ=–0.51, HD NHS: ρ=–0.16; P=.18,
Digital-HD [manifest HD cohort]: ρ=–0.20; P=.32), and step
frequency variance while walking for 2 minutes with
UHDRS-TMS (OLE: ρ=0.71, HD NHS: ρ=0.26, and Digital-HD
[manifest HD cohort]: ρ=0.47).

Using data from participants with premanifest HD in the
Digital-HD study, the digital SDMT and SWR tests were
strongly associated with the in-clinic SDMT (r=0.64; P=.002)
and SWR (r=0.91; P<.001) tests, and sway path during the
Chorea test showed moderate association with the UHDRS
Chorea item when using the D hand (r=0.58; P=.01).

Figure 2. Clinical validity of digital cognitive tests and digital Speeded Tapping test. (A) Correlation of in-clinic Symbol Digit Modalities Test (SDMT)
with digital SDMT. (B) Correlation of in-clinic Stroop Word Reading (SWR) test with digital SWR test. (C) Correlation of in-clinic Speeded Tapping
test with digital Speeded Tapping test. HD: Huntington disease; NHS: Natural History Study; OLE: open-label extension.
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Table 4. Correlation coefficients between clinical scores and digital tests.

Correlation coefficient between clinical score and digital testDigital test featureClinical scoreTest

Digital-HD studyHDb NHScOLEa study

Manifest HDPremanifest
HD

Healthy

controls
D/Nd

hand

0.80 (0.65 to

0.89)g,h
0.64 (0.28 to

0.84)h,i
0.68 (0.35 to

0.86)g,h
0.79 (0.69 to

0.86)g,h
0.85 (0.73 to

0.91)g,h
N/AfNumber of correct

answers (95% CI)
Number of correct
answers for in-clinic
SDMT

SDMTe

0.90 (0.82 to

0.95)g,h
0.91 (0.79 to

0.97)g,h
0.87 (0.69 to

0.95) g,h
0.87 (0.80 to

0.91) g,h
0.84 (0.72 to

0.91)g,h
N/ANumber of correctly

read words (95% CI)
Number of correctly
read words for in-
clinic SWR

SWRj

—l—l—l—l0.70 (0.49 to

0.84)g,h
DkMean intertap inter-

val (ms; 95% CI)
Mean intertap inter-
val for in-clinic
Speeded Tapping

Speeded Tapping

—l—l—l—l0.75 (0.56 to

0.86)g,h
NDmMean intertap inter-

val (ms; 95% CI)
Mean intertap inter-
val for in-clinic
Speeded Tapping

Speeded Tapping

0.55 (0.23 to

0.76)i
0.02 (−0.44
to 0.47)

0.13 (−0.35
to 0.55)

0.41 (0.21 to

0.58)g
0.19 (−0.12
to 0.47)

DSpiral drawing speed
variability (mm/s;
95% CI)

UHDRSn Finger
Taps

Draw-A-Shape

0.57 (0.29 to

0.77)g
−0.17 (−0.58
to 0.31)

0.21 (−0.28
to 0.62)

0.47 (0.27 to

0.62)g
0.47 (0.20 to

0.68)i
NDSpiral drawing speed

variability (mm/s;
95% CI)

UHDRS Finger TapsDraw-A-Shape

0.47 (0.15 to

0.70)i
0.58 (0.17 to

0.82)i
−0.06 (−0.50
to 0.41)

0.46 (0.27 to

0.62)g
0.50 (0.23 to

0.70)g
DSway path (m/s2;

95% CI)

UHDRS Maximal
Chorea upper limb

Chorea

0.65 (0.40 to

0.81)g
0.27 (−0.22
to 0.66)

−0.26 (−0.64
to 0.22)

0.45 (0.25 to

0.61)g
0.58 (0.34 to

0.75)g
NDSway path (m/s2;

95% CI)

UHDRS Maximal
Chorea upper limb

Chorea

0.24 (−0.16
to 0.56)

—p−0.20 (−0.62
to 0.30)

0.28 (0.05 to

0.48)o
0.51 (0.05 to

0.79)o
Sway path (m/s2;
95% CI)

Balance scoreBalance

−0.20 (−0.55
to 0.20)

−0.22 (−0.64
to 0.32)

−0.19 (−0.61
to 0.32)

−0.16 (−0.38
to −0.07)

−0.51 (−0.77

to −0.09)o
Median turn speed
(rad/sec; 95% CI)

TMSqU-Turn

0.47 (0.06 to

0.72)o
0.05 (−0.44
to 0.52)

0.32 (−0.21
to 0.70)

0.26 (0.02 to

0.47)o
0.71 (0.42 to

0.87)g
Step frequency vari-

ance (Hz2; 95% CI)

TMSWalking

aOLE: open-label extension.
bHD: Huntington disease.
cNHS: Natural History Study.
dD/ND: dominant/nondominant.
eSDMT: Symbol Digit Modalities Test.
fN/A: not applicable.
gP<.001.
hIndicates Pearson correlation coefficient; Spearman correlation coefficients are used otherwise.
iP<.01.
jSWR: Stroop Word Reading.
kD: dominant.
lThe in-clinic Speeded Tapping test was not conducted in the HD NHS and Digital-HD study.
mND: nondominant.
nUHDRS: Unified HD Rating Scale.
oP<.05.
pData not available.
qTMS: Total Motor Score.
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Figure 3. Clinical validity of Draw-A-Shape and digital Chorea tests. (A) Association of Unified HD Rating Scale (UHDRS) Finger Taps with spiral
drawing speed variability during the Draw-A-Shape test. (B) Association of the UHDRS Maximal Chorea upper limb item with the log sway path

measured during the digital Chorea test. aHigher scores represent increased clinical worsening. HD: Huntington disease; NHS: Natural History Study;
OLE: open-label extension.
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Figure 4. Clinical validity of digital whole body and lower limb tests. (A) Comparison of the balance score with the logarithm of the sway path based
on smartphone signal while standing still. (B) Comparison of Unified HD Rating Scale-Total Motor Score (UHDRS-TMS) with the median turn speed
during the U-Turn test. (C) Comparison of the UHDRS-TMS with the step frequency variance during the Walking test. The dotted line in (B) and (C)

shows the regression line. aHigher scores represent increased clinical worsening. bBalance is the sum of UHDRS-TMS Retropulsion Pull test item and
UHDRS-TMS Tandem Walking test item scores. HD: Huntington disease; NHS: Natural History Study; OLE: open-label extension.

Known-Groups Validity of Sensor-Based Measures
All 3 studies were used to determine the cross-sectional
association of each of the 6 motor features and 2 cognitive
features to disease status (premanifest HD vs manifest HD vs
controls). The results demonstrated that, across features, there
was an increasing pattern of abnormality as a function of disease

stage (controls vs manifest HD and premanifest HD vs manifest
HD), indicating that the digital motor and cognitive features are
disease-status associated (Figure 5 and Multimedia Appendix
7). The results within disease stage from the Digital-HD study
(manifest HD cohort), OLE study, and HD NHS showed a
consistent level of abnormality across the features assessed in
the Balance, U-Turn, and Walking tests.
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Figure 5. Known-groups validity of digital active tests. All 3 studies were used to compare sensor-derived feature values between the control, premanifest
HD, and manifest HD groups to determine an association between digital feature value and disease status or stage. *P<.05; **P<.01; ***P<.001. HD:
Huntington disease; NHS: Natural History Study; OLE: open-label extension; SDMT: Symbol Digit Modalities Test; SWR: Stroop Word Reading.

Discussion

Principal Findings
Continuous remote digital assessment of motor and cognitive
features of HD appears feasible, reliable, and valid in
cross-section across 3 independent HD cohorts. The selected
features are robustly associated with disease stage, as well as
clinical severity, as measured by standard in-clinic assessments.
Overall adherence to the active tests was good to excellent
across the 3 studies, demonstrating that the length and number
of daily tests were acceptable to most participants.

Interpretation and Comparison With Prior Work
Both cognitive and motor features, except for the turn speed
during the U-Turn test in the HD NHS and Digital-HD study,
sway path during the Balance test in the Digital-HD study, and

spiral drawing speed variability during the Draw-A-Shape test
in the OLE study, were significantly correlated with
corresponding in-clinic assessments. Good overall convergent
validity suggests that the tests measure the same domains as the
in-clinic counterparts. Of all digital tests, the cognitive tests
demonstrated the strongest correlations with analogous in-clinic
tests. Importantly, both digital and standard cognitive outcomes
studied here are based upon the same underlying
pseudocontinuous scale, which may explain the high degree of
association observed. Indeed, a prior and much smaller study
of 4 smartphone-based cognitive assessments in participants
with HD showed varying degrees of association between the
digital cognitive measures and Enroll-HD cognitive tasks, which
included SWR and SDMT (Pearson correlation coefficients
0.36-0.68) [12]. Overall, 1 of the 4 digital cognitive assessments
showed no significant correlations with Enroll-HD cognitive
tasks [12], indicating that this digital assessment may not be
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measuring the same constructs that the Enroll-HD cognitive
tasks are measuring.

In this study, digital motor tests, though analogous to the
in-clinic motor assessment in the UHDRS, are quantitative
measures that may offer advantages for improved objectivity
and sensitivity, whereas the UHDRS scores are based on
Likert-type clinician-rated scales. Notably, sway path during
digital Chorea tests showed moderate-to-strong associations
across the studies, bilaterally with the UHDRS Maximal Chorea
upper limb item (Spearman correlation coefficients 0.45-0.65).
These results are consistent with a pilot study of a smartphone
app for HD that showed a positive correlation between a digital
assessment of chorea and the clinical UHDRS Maximal Chorea
score (r=0.53 for the left hand and r=0.54 for the right hand),
although the effect was not found to be statistically significant
in this small study of 8 participants with manifest HD [11].

Both cognitive features and 2 of the 6 motor features, Speeded
Tapping and Chorea, had a low proportion of improperly
executed tests (eg, ≤8%). The relatively high amount of
improperly executed, and therefore nonevaluable, tests for the
Draw-A-Shape task could be owing to how the test was
implemented. The attempt to draw a shape is considered as
completed as soon as the participant lifts a finger from the
screen. This implementation detail could explain why
participants with manifest HD had a higher proportion of
improperly executed tests. Further research may indicate if
changing the implementation to be more tolerant to lifting the
finger from the screen will result in a higher proportion of
correctly executed tests. The high proportion of failed tests
observed with the Balance, U-Turn, and Walking tests was due
to the exclusion of data that were collected from participants
who performed the tests with the smartphone in their trouser
pocket instead of the provided running belt; these data were
excluded to account for any possible influence of sensor
placement differences on the digital measures.

All sensor-based features had excellent test-retest reliability
(ICCs≥0.8). Generally low QC failure, high reliability, and good
adherence indicate that these measures possess the properties
required to be used as outcome measures in clinical trials. The
difference in adherence overall between studies is likely due to
the difference in study design, where participants in an
interventional trial, in this case the OLE study, are more likely
to be motivated compared with participants in observational
trials, as with the HD NHS and Digital-HD study. Furthermore,
although adherence to the active tests was acceptable across the
3 studies over the 4-week study period, the digital monitoring
platform should be evaluated over a longer period to further
assess feasibility.

Of note, the digital Speeded Tapping test showed a shift toward
shorter mean intertap intervals relative to the in-clinic analog,

a shift that most likely reflects a systematic difference between
the different devices and platforms used. In some cases, the
selected digital features (eg, speed variability of the
Draw-A-Shape test) could not map directly to the in-clinic
analog (eg, UHDRS Finger Taps item), which may in part
explain the lower degree of association between the measures.
However, novel assessment of fine motor skills has the potential
to detect small changes in motor function that may not otherwise
be detected by traditional in-clinic assessments, as supported
by the ability of the Draw-A-Shape test to differentiate
participants with premanifest HD from controls.

Strengths and Limitations
In summary, data from remote patient-driven digital monitoring
systems have the potential to advance insights into HD disease
features and progression that may enable improved clinical trial
design and disease management. As demonstrated in this study,
the Roche HD Digital Monitoring Platform appears to fulfill
the criteria of cross-sectional validation required for a novel
platform to be useful in this context. An important limitation
of this study is the cross-sectional nature of the data and the
lack of a comprehensive evaluation of the platform’s clinical
validity. Accordingly, the next goal for the platform is to
demonstrate sensitivity to clinical change over time and ability
to measure drug effect. Such additional longitudinal data are
critical to judge the true value of the digital approach versus
the standard approach, and these data are presently being
generated across the Roche tominersen clinical development
program in interventional and observational contexts. Another
limitation is the limited understanding of how these prespecified
features are linked to what matters for patients in daily life. As
explained above, the feature preselection was driven by literature
and expert input and as such is mainly signal identification
driven. Following recommendations previously outlined for the
development of meaningful digital measures [41,42], a
qualitative research study to investigate what matters most for
patients in their daily life in relation to the HD Digital
Monitoring Platform is ongoing. One core strength of digital
testing is that it entails the high-frequency collection of data.
This enables the development of a broader feature space that
has the potential to show even stronger signals, such as features
that can differentiate between healthy controls and those with
premanifest HD (as demonstrated in this study) and show greater
relevance to what matters to patients.

Conclusions
Taken together, the analyses presented support the use of
wearable devices and mobile apps to provide further insight
into HD disease features and clinical progression previously
not possible with standard clinical assessments, enabling
improved clinical trial design and, potentially, disease
management.
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Multimedia Appendix 2
Screenshots of active tests on the Roche HD Monitoring app.
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Multimedia Appendix 3
Quality control pass criteria for digital active tests.
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Multimedia Appendix 4
Quality control summary statistics.
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Multimedia Appendix 5
Correlation statistics for the QC pass rate for the Draw-A-Shape test with UHDRS-TMS and Maximal Chorea upper limb item.
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Multimedia Appendix 6
Correlation coefficients and P values between clinical score and digital test.
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Multimedia Appendix 7
P values for known-groups validity of digital active tests.
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Abstract

Background: Web-based crowdfunding has become a popular method to raise money for medical expenses, and there is growing
research interest in this topic. However, crowdfunding data are largely composed of unstructured text, thereby posing many
challenges for researchers hoping to answer questions about specific medical conditions. Previous studies have used methods
that either failed to address major challenges or were poorly scalable to large sample sizes. To enable further research on this
emerging funding mechanism in health care, better methods are needed.

Objective: We sought to validate an algorithm for identifying 11 disease categories in web-based medical crowdfunding
campaigns. We hypothesized that a disease identification algorithm combining a named entity recognition (NER) model and
word search approach could identify disease categories with high precision and accuracy. Such an algorithm would facilitate
further research using these data.

Methods: Web scraping was used to collect data on medical crowdfunding campaigns from GoFundMe (GoFundMe Inc). Using
pretrained NER and entity resolution models from Spark NLP for Healthcare in combination with targeted keyword searches,
we constructed an algorithm to identify conditions in the campaign descriptions, translate conditions to International Classification
of Diseases, 10th Revision, Clinical Modification (ICD-10-CM) codes, and predict the presence or absence of 11 disease categories
in the campaigns. The classification performance of the algorithm was evaluated against 400 manually labeled campaigns.

Results: We collected data on 89,645 crowdfunding campaigns through web scraping. The interrater reliability for detecting
the presence of broad disease categories in the campaign descriptions was high (Cohen κ: range 0.69-0.96). The NER and entity
resolution models identified 6594 unique (276,020 total) ICD-10-CM codes among all of the crowdfunding campaigns in our
sample. Through our word search, we identified 3261 additional campaigns for which a medical condition was not otherwise
detected with the NER model. When averaged across all disease categories and weighted by the number of campaigns that
mentioned each disease category, the algorithm demonstrated an overall precision of 0.83 (range 0.48-0.97), a recall of 0.77
(range 0.42-0.98), an F1 score of 0.78 (range 0.56-0.96), and an accuracy of 95% (range 90%-98%).

Conclusions: A disease identification algorithm combining pretrained natural language processing models and ICD-10-CM
code–based disease categorization was able to detect 11 disease categories in medical crowdfunding campaigns with high precision
and accuracy.

(J Med Internet Res 2022;24(6):e32867)   doi:10.2196/32867
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Introduction

Many patients share details about their health care experiences
on the internet. Various platforms, ranging from social media
to discussion forums, provide an outlet to convey aspects of the
patient experience that may not be captured by feedback surveys
or academic studies. For example, researchers have analyzed
web-based hospital reviews to understand which hospital quality
metrics are the most important to patients [1]. Other work has
analyzed Twitter posts to detect adverse drug reactions alongside
traditional adverse event reporting systems [2,3]. Considering
the public availability and high volume of patient-authored,
web-based content, these posts constitute an important data
source for gleaning insights about the real-world impact of
health care from the patient perspective.

One such data source that has gained recent attention is
web-based crowdfunding, which has become a popular method
that many in the United States use to raise money for medical
expenses. As of April 2019, more than US $3 billion was raised
for personal medical expenses on GoFundMe (GoFundMe
Inc)—the largest web-based crowdfunding platform. To
understand how different patient populations are impacted by
medical expenses, recent studies have used data from
GoFundMe to identify campaigns associated with specific,
narrowly defined medical conditions, focusing on, for example,
cancer [4,5], injuries [6], or neurologic diseases [7]. However,
because GoFundMe campaigns do not contain any structured
data on medical conditions, these details must be inferred from
the free text of each campaign description. To address this
challenge, a variety of methods have been explored to identify
campaigns associated with specific medical conditions, including
manual reviews [8]; rule-based approaches based on keywords
and regular expressions [9]; and, more recently, biomedical
word embeddings for establishing similarities to reference words
for broad disease categories [6].

Each of these approaches has important shortcomings.
Rule-based approaches might systematically overlook misspelled
diagnoses or the conversational phrasing of medical terms.
Manual reviews are time intensive and thus scale poorly to
larger sample sizes. Strategies based on biomedical word
embeddings are promising but are highly context dependent
and may perform unpredictably with crowdfunding campaigns
because of frequent misspellings and vague medical
terminology. Additionally, most medical crowdfunding studies
have focused on a single or small number of disease categories,
and disease categories are often treated as mutually exclusive
at the campaign level [8,10,11], even though many people seek
money to pay for the cost of multiple illnesses.

Considering these challenges, better methods are needed to
answer important questions about the scale and impact of
medical crowdfunding. To facilitate this work, we sought to
construct an algorithm to more accurately and comprehensively
identify medical diagnoses in medical crowdfunding campaigns.
We used a named entity recognition (NER) model, which can

be trained to predict phrases that represent medical conditions
and have been successfully applied to medical corpora for
disease identification [12]. Medical conditions identified by the
NER model were then converted to International Classification
of Diseases, 10th Revision, Clinical Modification (ICD-10-CM)
codes to group conditions into disease categories. In this paper,
we present data on the precision and reliability of a new
algorithm that was designed to detect the presence or absence
of 11 mutually inclusive disease categories in medical
crowdfunding campaigns.

Methods

Data Collection
We wrote a web scraping program to collect data from medical
crowdfunding campaigns that are hosted by GoFundMe. The
program accessed a random sample of the GoFundMe sitemap
[13], which contains links to GoFundMe crowdfunding
campaigns that are made available to search engines. Web
scraping was completed in August 2020. Data were collected
from campaigns that were self-categorized as Medical, Illness
& Healing and located in the United States.

Ethics Approval
This study was approved by the Duke University Institutional
Review Board (IRB number 2020-0435). All data collected
from GoFundMe were publicly available and aggregated for
research purposes in accordance with fair use. The source code
is available on GitHub [14].

Disease Identification and Resolution to the
ICD-10-CM
In order to identify medical diagnoses in the descriptions of
crowdfunding campaigns, we used an NER model developed
by Spark NLP for Healthcare [15]. The NER model identifies
segments of text that are predicted to represent medical
diagnoses. Each text segment that was identified as a medical
diagnosis was subsequently entered into an entity resolution
model, which was also developed by Spark NLP for Healthcare
[16]. The entity resolution model selects the ICD-10-CM codes
that most closely match the input text according to the distance
between embedding vectors. Together, this pipeline generates
a list of medical diagnoses and their corresponding ICD-10-CM
codes for each campaign description.

Categorizing ICD-10-CM Codes
Our goal was to sort ICD-10-CM codes into clinically coherent
disease categories. We used the 2021 Clinical Classifications
Software Refined (CCSR; Healthcare Cost and Utilization
Project) for ICD-10-CM diagnoses [17], which groups
ICD-10-CM codes at the following two levels of specificity: a
narrow CCSR clinical category (eg, Heart failure) and a broad
diagnosis chapter (eg, Diseases of the Circulatory System).
ICD-10-CM codes from certain CCSR clinical categories were
reassigned to a different diagnosis chapter to consolidate the
number of disease categories and prioritize a system-based
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classification of diseases (Multimedia Appendix 1). For
example, congenital abnormalities were reassigned to categories
related to the impacted organ systems. Afterward, we selected
11 diagnosis chapters for disease categories that we sought to
identify in crowdfunding campaigns. These categories were
chosen because they represented common medical conditions
in the United States and were suitable for principal diagnoses
that are made according to ICD-10-CM documentation. The
diagnosis chapters included for our analysis were renamed to
differentiate them from those in the official ICD-10-CM and
CCSR documentation (Multimedia Appendix 2). The final
assignment of ICD-10-CM codes to disease categories is
provided in Multimedia Appendix 3.

Identification of Disease Categories by Using a Word
Search
Our research team, which was comprised of a senior physician,
2 medical students, and research assistants with undergraduate
and master’s degrees, conducted several rounds of exploratory
reading of crowdfunding campaigns to understand how medical
details were conveyed. We observed that crowdfunding
campaigns sometimes did not explicitly state a medical diagnosis
but instead referenced a procedure or treatment that implied the
presence of a diagnosis. For example, mentioning chemotherapy
suggests the presence of a neoplasm. Considering that the NER
model used in our study was trained to identify medical
diagnoses and not procedures or treatments, campaigns that
failed to mention a diagnosis would be missed. Other pretrained

NER models exist for the detection of treatments and
procedures, but the use of these models was outside the scope
of this project. Instead, we compiled a list of treatments and
procedures that appeared during our team’s review and assigned
each term to a disease category. If a term was present in a
campaign description, we indicated that the term’s
corresponding disease category was present in the campaign.

Recoding ICD-10-CM Codes
Certain ICD-10-CM codes that were identified by the entity
resolution model did not have an exact match in the CCSR data
that were used to group codes into disease categories. To align
these codes from the entity resolution model with the CCSR
data, we removed the last character of the unmatched code,
thereby creating a trimmed code, and checked if any code in
the CCSR data began with the resulting trimmed code. This
process was repeated until a match was found. If multiple CCSR
codes were found to begin with the trimmed code, then the
unmatched code was assigned to the disease category that was
the most common among the matched CCSR codes. The final
set of recoded ICD-10-CM codes was then merged with disease
categories that were derived from CCSR, thereby aligning each
campaign’s identified medical conditions with their
corresponding disease categories. ICD-10-CM codes that
mapped to the Other category were then removed. Each
remaining disease category was summarized as “present” or
“absent” for all campaigns. A schematic of the algorithm is
shown in Figure 1.

Figure 1. A schematic diagram of the disease identification algorithm. This figure shows how this study’s algorithm determines which disease categories
are present in a hypothetical example that is representative of web-based medical crowdfunding text. Medical conditions are identified in the text by
using a named entity recognition model to identify diagnoses and keyword searches to identify treatments and procedures. Diagnoses identified by the
named entity recognition model are assigned to best-matching ICD-10-CM codes by using an entity resolution model and grouped according to the
disease category definitions outlined in the Methods section. Treatments and procedures were used to indicate the presence of corresponding disease
categories (defined in Table 1). GU: genitourinary; ICD-10-CM: International Classification of Diseases, 10th Revision, Clinical Modification.

Evaluation of Classification Performance
We created a manually labeled reference set to evaluate the
ability of our algorithm to detect medical diagnoses in
crowdfunding campaign text. A subset of campaigns (n=400)
was independently reviewed by 2 medical students, which we
considered as the ground truth. The reviewers identified medical
diagnoses in the campaign descriptions and identified the best
corresponding disease category for each term according to the
groups of ICD-10-CM codes defined in the Categorizing
ICD-10-CM Codes section. Each disease category was indicated
as “present” or “absent” in the campaign. Interrater reliability
was evaluated by using the Cohen κ. Discrepancies in labeling

were reconciled in a group meeting among the students, and
remaining disagreements were resolved by a senior physician.
The presence or absence of each disease category was similarly
determined by the algorithm, constituting a test set.
Classification performance metrics for each disease category
were then calculated in comparison with our expert consensus
reference set. The reference set is provided in Multimedia
Appendix 4. All analyses were done using Python version 3.8.8.

Results

After applying the modifications described in the Methods
section to CCSR, each ICD-10-CM code mapped to a single
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disease category. The NER and entity resolution models
identified 6594 unique (276,020 total) ICD-10-CM codes among
the 89,645 crowdfunding campaigns in our sample. Of the 6594
unique ICD-10-CM codes identified by the entity resolution
model, 2884 (43.7%) did not have an exact match in the
ICD-10-CM codes constituting our disease categories. Of these
2884 unmatched codes, 2544 (88.2%) were matched to a code
with an identical stem and additional alphanumeric characters,
indicating a more precise diagnosis. For example, the code
“C5091” was identified by the NER model, and it represents
cancer of the breast at an unspecified site. More precise codes,
such as “C50911,” which indicates cancer of the right female
breast, are included in the official CCSR documentation.
Therefore, the iterative trimming process would match these
codes and allow the unmatched code to inherit the proper disease
category assignment.

Our manual review of the NER and entity resolution model
outputs demonstrated the algorithm’s ability to appropriately
identify and categorize misspelled diagnoses. For example, the
phrase brain aneruism (correct spelling: aneurysm) was
appropriately identified as a cerebral aneurysm and mapped to
the cardiovascular diseases category. Another campaign
contained the phrase myeloid lukemia (correct spelling:
leukemia), but this was nonetheless appropriately categorized
as a neoplasm.

Search terms for additional indicators of a disease category are
shown in Table 1. Through our word search, we identified 3261
additional campaigns for which a medical condition was not
otherwise detected with the NER model. Search terms for
injuries and external causes allowed us to identify the most
additional campaigns (n=1586), followed by search terms for
cardiovascular diseases (n=598), neoplasms (n=486),
genitourinary diseases (n=428), gastrointestinal diseases
(n=135), and respiratory diseases (n=74). Furthermore, the word
search often identified additional disease categories outside of
those identified by the NER model. Among these campaigns,
search terms identifying a new instance of neoplasms were most
common (campaigns: n=19,079), followed by search terms for
injuries and external causes (campaigns: n=9238), genitourinary
diseases (campaigns: n=2086), cardiovascular diseases
(campaigns: n=1919), gastrointestinal diseases (campaigns:
n=648), and respiratory diseases (campaigns: n=440). The
contribution of each individual search term is shown in
Multimedia Appendix 5.

The relative contribution of the word search to identifying
disease categories that were not otherwise found by the NER
model was small (Figure 2). Instances of disease categories that
were detected exclusively via the word search ranged from 2.6%
(993/38,221) for neoplasms to 25.2% (1185/4698) for
genitourinary diseases. The word search more often identified

disease categories that were also identified by the NER model.
However, the exclusive contributions of the word search varied
by disease category. For example, 94.9% (18,572/19,565) of
the word search–identified campaigns mentioning neoplasms
were identified by the NER model. Further, only 52.3%
(269/514) of the word search–identified campaigns mentioning
respiratory disease were identified by the NER model.

To understand the extent of overlap between disease categories
that were identified by the word search and those that were
identified by the NER model, we calculated how often the
disease categories that were identified by each method
co-occurred (Figure 3). The rates of co-occurrence also varied
by disease category. For example, 53.5% (8371/15,634) of the
NER model–identified campaigns mentioning injuries and
external causes were also identified by the word search; the
overlap was slightly lower for campaigns mentioning neoplasms
(18,572/37,228, 49.9%) and genitourinary diseases (1329/3513,
37.8%). Co-occurrence rates were modest for the remaining
disease categories that were common among those identified
by the NER model and word search.

When preparing the reference set, the interrater reliability for
detecting the presence of broad disease categories in the
campaign descriptions was high (Cohen κ: range 0.69-0.96).
The Cohen κ values for each disease category are shown in
Multimedia Appendix 6. Discrepancies in coder annotation
often occurred due to imprecise or vague descriptions of medical
conditions. For example, one campaign described complications
of a feeding tube, but it was unclear if the text sufficiently
described a medical condition that was related to the
gastrointestinal system. Other campaigns described a “sternum
issue” or the patient getting “badly hurt” in an accident. After
resolving these discrepancies, a reference set of disease
categories in each campaign was established. The presence or
absence of each disease category was then determined by the
algorithm, and these outputs were compared to those in the
reference set.

Classification performance metrics are detailed in Table 2
(additional values are included in Multimedia Appendix 7). The
number of campaigns in our reference set that mentioned each
disease category ranged from 18 (gastrointestinal diseases) to
162 (neoplasms). Classification performance also varied by
disease category. When averaged across all disease categories
and weighted by the number of campaigns that mentioned each
disease category, the algorithm demonstrated an overall
precision of 0.83 (range 0.48-0.97), a recall of 0.77 (range
0.42-0.98), an F1 score of 0.78 (range 0.56-0.96), and an
accuracy of 95% (range 90%-98%). Representative examples
of false positives and false negatives are provided in Multimedia
Appendix 8.
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Table 1. The keywords used to identify additional disease categories in campaign descriptions.

Representative examples from campaign descriptionsKeywords searched in campaign descriptionsbDisease categorya

“[He] got into a serious accident in October. All four ex-
tremities were injured but the most severe were his legs.”

accident, injury/injuries/injured, crash, collision, and
burn/burns/burned

Injuries and external causes

“His cardiologist has informed him that a heart transplant
is [his] only hope for survival.”

heart transplant and heart surgeryCardiovascular diseases

“The chemotherapy did not stabilize the lymphoma so we
were unable to move forward with the transplant.”

chemo/chemotherapy, radiation/radiotherapy, and bone
marrow transplant

Neoplasms

“This disease resulted in my kidneys failing and having to
start dialysis.”

dialysis and kidney/renal transplantGenitourinary diseases

“...the cirrhosis is incurable without a complete liver
transplant.”

liver transplantGastrointestinal diseases

“Her desire to live life...will only be possible with the
double lung transplant.”

lung transplantRespiratory diseases

aEach disease category was indicated as present in a campaign if any of the corresponding terms were included in the campaign description.
bKeywords were selected during the exploratory reading of crowdfunding campaigns as indicators of a disease category that did not specify a diagnosis.

Figure 2. The relative contributions of the NER model and word search to detecting disease categories. All campaigns for which the disease categories
on the y-axis were detected by the disease identification algorithm are presented. The colored bars represent the percentage of those campaigns for
which the disease categories were detected by the NER model only (blue), the NER model and word search (orange), or the word search only (green).
NER: named entity recognition.
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Figure 3. The co-occurrence of disease categories identified by the NER model and word search. The heat map values represent the percentage of
campaigns containing the disease category in each row (identified by the NER model) that also contain the disease category in each column (identified
via word search). NER: named entity recognition.

Table 2. Classification performance of the disease identification algorithma.

Accuracy (95% CI)F1 scoreRecall (95% CI)Precision (95% CI)Campaigns in the reference set that
mention disease category, n

Disease category

0.94 (0.91-0.96)0.820.74 (0.65-0.84)0.92 (0.86-0.99)82Cardiovascular diseases

0.97 (0.96-0.99)0.690.63 (0.41-0.85)0.75 (0.54-0.96)19Endocrine diseases

0.96 (0.94-0.98)0.560.56 (0.33-0.79)0.56 (0.33-0.79)18Gastrointestinal diseases

0.98 (0.97-0.99)0.880.8 (0.67-0.93)0.97 (0.90-1.03)35Genitourinary diseases

0.94 (0.91-0.96)0.650.77 (0.62-0.92)0.56 (0.41-0.71)30Infections

0.94 (0.91-0.96)0.790.92 (0.85-1.00)0.69 (0.58-0.80)53Injuries and external causes

0.95 (0.93-0.97)0.570.7 (0.50-0.90)0.48 (0.30-0.66)20Mental health disorders

0.91 (0.88-0.94)0.570.51 (0.37-0.66)0.64 (0.48-0.80)45Musculoskeletal diseases

0.97 (0.95-0.99)0.960.98 0.96-1.00)0.95 (0.91-0.98)162Neoplasms

0.90 (0.86-0.93)0.570.42 (0.31-0.54)0.88 (0.76-0.99)66Nervous system diseases

0.98 (0.96-0.99)0.830.76 (0.60-0.91)0.92 (0.81-1.03)29Respiratory diseases

aThe average precision, recall, F1 score, and accuracy values are 0.83, 0.77, 0.78, and 0.95, respectively. Classification performance is based on a
comparison to 400 campaigns that were annotated by a team of expert coders. The averages are weighted by the number of campaigns in the reference
set that mention each disease category.

Discussion

Principal Results
We found that a disease identification algorithm using pretrained
NER and entity resolution models linked to disease categories

based on ICD-10-CM codes was able to detect 11 disease
categories in crowdfunding campaigns with high precision and
accuracy. Our analysis considered disease categories that
represented a broad range of medical conditions. To our
knowledge, this methodology is able to identify more disease
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categories in web-based medical crowdfunding campaigns than
those identified by methods used in previous studies.

Our approach overcomes several limitations of previous work
for identifying clinical populations in crowdfunding data.
Crowdfunding campaigns contain many misspelled medical
terms and informal synonyms (eg, heart attack vs myocardial
infarction). Rule-based methods, such as keyword searches,
require all acceptable terms for a given medical condition to be
defined beforehand. Therefore, failing to account for alternative
phrasings of medical conditions, which are expected in a large
corpus, could significantly undermine the sensitivity of this
approach. In contrast, NER models predict the probability of a
certain word or phrase representing a medical condition and
can account for variations in spelling and syntax. Another
shortcoming of previous work is treating disease categories as
mutually exclusive [6-9]. For example, one campaign may be
exclusively categorized into the neoplasms category even if the
campaign also mentions cardiovascular conditions. In our
exploratory reading, we found that campaigns often mentioned
multiple medical conditions across disease categories. To reflect
the co-occurrence of disease categories, our approach treats
disease categories as mutually inclusive. There is no external
performance benchmark against which to evaluate our results,
and to our knowledge, we are the first to report comprehensive
evaluation metrics for a method that allows for multi-class
disease category labeling and is scalable to medical
crowdfunding text.

Based on our team’s exploratory reading of crowdfunding
campaigns, we incorporated a word search alongside the NER
model to identify additional disease categories that were not
explicitly medical diagnoses. In general, the unique contribution
of word search to the disease identification algorithm was
modest. Although the word search identified additional
campaigns for which the NER model did not detect any medical
diagnoses, these campaigns represented a small proportion of
the total campaigns in our sample. Furthermore, campaigns for
which a disease category was found via the word search often
had the same disease category detected by the NER model.
Because we considered the presence or absence of disease
categories at the level of entire campaigns, the word search
results were often redundant to those from the NER model.

We examined how often a given disease category was detected
in a campaign by both the NER model and word search. The
co-occurrence rates corroborate the observation that multiple
disease categories are often mentioned in the same campaign
and underline the limitations of single-class disease category
categorization, which has been used in previous work. In
addition, while some disease categories (including genitourinary
diseases, neoplasms, and injuries and external causes) were
frequently found by both the NER model and word search in
the same campaign, lower co-occurrence rates were observed
among other disease categories. This may reflect the fact that
our word search included a relatively narrow set of procedures
or treatments when compared with those for the broad scope of
medical diagnoses on which the NER model was trained. For
example, it is not surprising that among the campaigns that were
identified to mention cardiovascular diseases by the NER model,

only 13.8% (1506/10,912) were found to contain mentions of
heart surgery or a transplant.

A word search is, by definition, a rule-based approach and is
therefore subject to the limitations discussed above. Although
including a word search did enable the detection of additional
campaigns and disease categories, it is fundamentally limited
by the scope of included search terms. Therefore, while the
search terms included in our algorithm were informed by an
exploratory reading, future work should explore the use of the
NER-based detection of procedures and treatments to capitalize
on the flexibility of such methods for detecting additional
clinical entities in patient-authored text.

Using pretrained NER and entity resolution models and disease
categories based on ICD-10-CM codes provides a convenient
and scalable method for structuring medical crowdfunding data.
To our knowledge, there are no pretrained NER models that
can detect a broad range of medical conditions in a corpus
authored by members of the general public. Most medical NER
models are trained on clinical documentation from electronic
health records [18], though the particular NER model used in
our study was trained on proprietary data [15]. Nevertheless,
we found that one such NER model can be successfully applied
to nonclinical texts, suggesting that similar approaches are likely
to be effective across a much broader range of free text, such
as social media posts.

Limitations
Our study has several limitations. First, several disease
categories were relatively infrequent in our reference set. This
may have limited the classification performance for those
disease categories (eg, gastrointestinal diseases). Second, the
resolution of medical diagnoses to ICD-10-CM codes was often
imperfect, resulting in clearly stated diagnoses sometimes being
translated to an incorrect code. Third, an additional challenge
with using ICD-10-CM codes was the lack of consistent
formatting among the CCSR codes and the entity resolution
model outputs. Codes without an exact match in corresponding
data make it difficult to preserve diagnosis-level accuracy, but
categorizing codes into broad disease categories largely avoids
this problem. Fourth, we excluded several disease categories
from our analysis, including conditions associated with
pregnancy, ocular and otologic diseases, hematologic and
immune disorders, and chromosomal abnormalities. Future
work should focus on identifying these disease categories. Fifth,
we were unable to distinguish between incidental mentions of
medical conditions and those directly related to a beneficiary’s
expenses. Sixth, we reported accuracy as a part of standard
model evaluation metrics, but this should be interpreted with
caution, given the class imbalance in the reference set.

Conclusions
To address the challenges of identifying medical conditions in
crowdfunding text, we leveraged pretrained NER and entity
resolution models to predict the presence or absence of broad
disease categories in medical crowdfunding campaign text. We
evaluated the algorithm against a rigorously established
reference set and provided transparent classification metrics.
This algorithm precisely and accurately detects disease
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categories representing a broad range of pathologies and addresses key limitations of previous work.
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Abstract

Background: The Dutch Institute for Clinical Auditing (DICA) Medicines Program was set up in September 2018 to evaluate
expensive medicine use in daily practice in terms of real-world effectiveness using only existing data sources.

Objective: The aim of this study is to describe the potential of the addition of declaration data to quality registries to provide
participating centers with benchmark information about the use of medicines and outcomes among patients.

Methods: A total of 3 national population-based registries were linked to clinical and financial data from the hospital pharmacy,
the Dutch diagnosis treatment combinations information system including in-hospital activities, and survival data from health
care insurers. The first results of the real-world data (RWD) linkage are presented using descriptive statistics to assess patient,
tumor, and treatment characteristics. Time-to-next-treatment (TTNT) and overall survival (OS) were estimated using the
Kaplan-Meier method.

Results: A total of 21 Dutch hospitals participated in the DICA Medicines Program, which included 7412 patients with colorectal
cancer, 1981 patients with metastasized colon cancer, 3860 patients with lung cancer, 1253 patients with metastasized breast
cancer, and 7564 patients with rheumatic disease. The data were used for hospital benchmarking to gain insights into medication
use in specific patient populations, treatment information, clinical outcomes, and costs. Detailed treatment information (duration
and treatment steps) led to insights into differences between hospitals in daily clinical practices. Furthermore, exploratory analyses
on clinical outcomes (TTNT and OS) were possible.

Conclusions: The DICA Medicines Program shows that it is possible to gather and link RWD about medicines to 4 disease-specific
population-based registries. Since these RWD became available with minimal registration burden and effort for hospitals, this
method can be explored in other population-based registries to evaluate real-world efficacy.

(J Med Internet Res 2022;24(6):e33446)   doi:10.2196/33446
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Introduction

Regulatory authorities approve the majority (76%) of new cancer
drugs based on evidence provided by randomized controlled
trials (RCTs) [1]. These RCTs have high internal validity and
are widely considered the gold standard for establishing the
efficacy of new drugs [2]. Many new cancer drugs have been
recently approved based on very specific patient groups,
surrogate outcomes, and lower patient numbers; these drugs are
increasingly approved in accelerated tracks [3,4]. The selected
patient groups and well-controlled setting of these RCTs has
led to criticisms of their external validity [5]. In addition, recent
research has shown that almost one-half of RCTs that applied
for marketing authorization for new cancer drugs in Europe had
a high risk of bias. This increased risk of bias was caused by
their design, conducted analyses, and conduct deficits [1].
Further, due to the increase in newly approved cancer and
rheumatic disease drugs, health care costs have increased. The
total expenditures by hospitals on expensive medicines in the
Netherlands reached €2.1 billion (US $2.2 billion) in 2019 [6].

Following market entry, new cancer drugs are prescribed to a
broader group of patients with different characteristics. This
leads to a gap in clinical outcomes evidence between RCTs and
the real world [7,8]. During routine clinical practice, real-world
data (RWD) are generated and registered in validated
population-based cancer registries. Clinical quality registries
are an important tool for quality assessment and improvement
in hospitals, consequently leading to demonstrable
improvements in patient outcomes [9]. Comparing the quality
of care across hospitals results in insights into differences in
outcomes, which can lead to improvements in care [9,10].
Furthermore, data from quality registries are used for outcomes
research and to study practice variation between centers using
quality indicators [11]. Besides clinical quality registries,
detailed administrative and declaration data are available
specifically on the use of (expensive) drug treatments. The
combination of these data in clinical quality registries, hospital
administrative data, and declaration data of drugs used in these
indications could be valuable to bridge the efficacy-effectiveness
gap.

Previous initiatives linked various databases on drugs to clinical
data. This linkage made it feasible to study drug use, health
resource use, costs, effectiveness, and the safety of medicines
[12]. However, a gap remains for recently approved expensive
cancer drugs.

To better understand the effectiveness of expensive cancer
medicines in a real-world population, the Dutch Institute for
Clinical Auditing (DICA) initiated the Medicines Program in
2018. The program aims to identify variation in use and clinical
outcomes of expensive medicines, provide postmarketing
authorization data, provide a tool for clinicians to benchmark
their practice on the use of expensive medicines, and stimulate
interactions between clinicians to share best practices. In this
program existing data sources were used. This study aims to
describe the potential for the addition of declaration data to
quality registries to provide participating centers with benchmark
information about the use of medicines and associated outcomes.

Methods

Ethics Approval
In compliance with Dutch regulations, the DICA quality
registries were approved by the medical ethical committee of
the Leiden University Medical Center and was not subject to
the Medical Research Involving Human Subjects Act.

Data Sources
Different existing data sources were used in the DICA Medicines
Program; these data sources were linked. The first data sources
were national population-based registries that are managed by
the DICA. The DICA is a nonprofit organization that facilitates
23 population-based registries on different disciplines and
diseases. These registries include information on clinical
characteristics but contain limited data on the use of medicines.
The DICA Medicines Program uses the Dutch Colorectal Audit
(DCRA) [10], the Dutch Lung Cancer Audit [13], and the
National Breast Cancer Organization Breast Cancer Audit
(NBCA) [14]. These quality registries include information on
patient, tumor, and treatment characteristics, and are used to
compare hospitals on structure, processes, and clinical outcomes
[15,16]. A previous study has shown that the data entered in
the DICA registries are accurate and complete [17].

The second data source was financial and administrative data,
including hospital pharmacies’ declarations of expensive
medicines for health insurers. These expensive medicines are
listed as expensive (>€1000 per patient per year, equivalent to
>US $1058.39) by the Dutch Healthcare Authority [18]. This
data source includes precise and valid information about the
diagnosis, date of prescription, dose, and quantity of a prescribed
drug. Administrative data from hospitals include declarations
for the reimbursement of expensive medicines. Only expensive
medicines that were relevant and related to the diagnosis were
linked to the clinical data.

The third data source includes the Dutch diagnosis treatment
combinations (DBC) information system, which contains
information on in-hospital activities, such as computerized
tomography (CT) scans, infusions, hospital admissions, day
treatments, and radiology treatments. The DBC information
system is used for the registration and reimbursement of hospital
and medical specialist care. This system was introduced in the
Netherlands to increase the transparency of care. Furthermore,
DBC information systems were initiated to create a supply-led
system, increase efficiency, and facilitate competition between
health care providers [19]. Because the DCRA and NBCA
quality registries only include patients undergoing surgical
operations, patients with metastasized cancers who do not
undergo surgical operations are missing. To include patients
with metastasized colorectal and metastasized breast cancer,
the DBC data were used and linked to the fourth data source.

The fourth data source was survival data from the national
claims database (VEKTIS) from health insurers [20]. VEKTIS
is the national insurance database, which contains administrative
data from Dutch national health care insurers, covering
approximately 17 million individuals. By adding this data
source, we could assess overall survival (OS) from diagnosis
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and the start of systemic therapy. Data were retrospectively
collected from patients treated from 2017 to 2020. Although
the DICA Medicines Program was established in 2018, data
from 2017 were available from the hospitals and were therefore
linked.

Data Linkage and Privacy
The first step in data linkage was identifying patients diagnosed
with colorectal cancer, lung cancer, breast cancer, and rheumatic
disease using the DBC information system. The DBC
information system is used for the registration and
reimbursement of health care in the Netherlands. The second
step was to identify whether these patients used relevant

expensive drugs, and the third step was to determine whether
these patients are registered in the national quality registry.
Information on the date of death from the VEKTIS database
was added for deceased patients (Figure 1). Data were linked
based on hospital patients’ ID. A third party pseudonymized
patient IDs. The results were visualized in dynamic web-based
dashboards in which (systemic) treatments were linked to
clinical parameters. Filters on patient and tumor characteristics,
clinical outcomes, and therapy varied for the different diagnoses,
depending on relevance. Furthermore, participating hospitals
were compared, and practice variation was visualized and
discussed to share knowledge on medical treatment differences.

Figure 1. Visualization of the patients included in our study and the different data sources used.

Statistical Analysis
The analyses in this manuscript are exploratory. Descriptive
statistics were used to assess patient, tumor, and treatment
characteristics. Time-to-next-treatment (TTNT) and OS were
estimated with the Kaplan-Meier method. Survival times were
calculated from the start of a systemic therapy until subsequent
treatment (TTNT) or until death from any cause (OS). Patients
who were alive or lost to follow-up were right censored at the
time of their last registered expensive medicine use. All the
statistical data were analyzed using R (version 4.0.2; R

Foundation for Statistical Computing) within the RStudio
environment (version 3.5.2; RStudio PB; packages tidyverse
[21], TableOne [22], Survminer [23]).

Results

Database
A total of 21 Dutch hospitals participated in the DICA
Medicines Program and were included in this study. Of these
hospitals, 9 were top clinical hospitals, 11 were peripheral
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hospitals, and 1 was an academic hospital. The geographic
location of these hospitals is shown in Figure 2, which indicates
they are spread across the country. The DICA Medicines
database included a total of 7412 patients with colorectal cancer,

1981 patients with metastasized colon cancer, 3860 patients
with lung cancer, 1253 patients with metastasized breast cancer,
and 7564 patients with rheumatic disease.

Figure 2. A map of the Netherlands including the geographic location of the participating hospitals in the Dutch Institute for Clinical Auditing Medicines
Program (red dots).

Benchmarking
The DICA Medicines Program provides the ability to compare
results between hospitals to improve the quality of care
provided. Hospitals were provided with web-based dynamic
dashboards (Multimedia Appendix 1), continuously comparing
their data to the benchmark. The benchmark consisted of all
other participating hospitals. An example of benchmarking is
the use of systemic therapies at the end of life in patients with
metastatic colorectal cancer. This varied between hospitals from
4.2% (5/119) to 27.8% (5/18), with a median of 13.4%. The
dashboards also provide information on the type of systemic
therapy used at the end of life. A signaling function is included
in the dashboard if hospitals deviate from the benchmark
(Multimedia Appendix 2). Deviation from the benchmark was
defined as a ranked average calculated as follows: (Percentage

of cases within hospital X – Percentage of cases within the

benchmark)2 + Total number of patients in the benchmark.

Use of Medicines and Patient Characteristics
The linkage of different data sources led to new insights into
hospitals’use of medicines and patient populations. The patient
and tumor characteristics are listed for each medicine in the
dashboard as a table that hospitals can compile with available
variables. One of the participating hospitals discovered a
deviation from the benchmark in the percentage of mesothelioma
using the dashboard (Multimedia Appendix 3). This was 9.2%
(14/153) for the specific hospital, compared to only 18%
(105/3480) in the benchmark.
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Treatment Information
Linking clinical data to systemic treatment information also led
to detailed information for each medicine, such as treatment
duration in months and the number of cycles per patient. An
example is the number of courses of capecitabine and oxaliplatin
for the adjuvant treatment of colorectal cancer (Figure 3).
Furthermore, administrative data were used to visualize
treatment steps in Sankey diagrams in the dashboard, which

can be adjusted for specific filters on patient, tumor, and
treatment characteristics. Figure 4 shows the Sankey diagram
for patients with metastasized colon cancer who were treated
between 2017 and 2020. The dashboards also contain detailed
information on diagnostic imaging (CT and magnetic resonance
imaging scans), the number of consults (or teleconsults), clinical
admissions, and emergency room visits pre- and post treatment
for each medicine (Multimedia Appendix 4).

Figure 3. Number of courses of capecitabine + oxaliplatine for the adjuvant treatment of colorectal cancer patients per hospital.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e33446 | p.496https://www.jmir.org/2022/6/e33446
(page number not for citation purposes)

Ismail et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 4. Treatment patterns in patients with stage III colon cancer treated between 2017 and 2020 (N=1668). The Sankey diagram shows the flow of
patients from the first treatment step to the second treatment step and from the second treatment step to the third treatment step. The width of the lines
corresponds with the number of patients. Systemic therapies with less than 5 patients are not displayed in this graph. Cap-B: Capecitabine plus
bevacizumab; Capox: Capecitabine plus oxaliplatin; Capox-B: Capecitabine plus oxaliplatin plus bevacizumab; Folfiri-B: Fluorouracil plus irinotecan
plus bevacizumab; Folfox: Fluorouracil plus oxaliplatin.

Clinical Outcomes
The DICA Medicines Program also provides hospitals with data
on clinical outcomes, such as TTNT and OS. Figure 5 shows
the TTNT of patients with metastasized lung cancer treated with
first-line pembrolizumab or pembrolizumab and pemetrexed

combination therapy. The median TTNT was 22.5 (95% CI
17.0, upper range not available) months and 14.9 (95% CI
12.4-21.6) months for pembrolizumab monotherapy and the
combination of pembrolizumab and pemetrexed, respectively.
The OS of these treatments is presented in Figure 5. Each
hospital’s outcomes are compared to the benchmark. It is also
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possible to compare clinical outcomes between treatments in
exploratory head-to-head comparisons for hospitals specifically

or the benchmark in specific patient populations.

Figure 5. (A) Time-to-next-treatment of lung cancer patients treated with first-line pembrolizumab or pembrolizumab + pemetrexed between 2017
and 2020 and (B) overall survival of lung cancer patients treated with first-line pembrolizumab or pembrolizumab + pemetrexed between 2017 and
2020.

Costs
Use of the financial and administrative database from hospital
pharmacies provided us with access to detailed information on
the costs of systemic therapies (total costs per treatment and

costs per patient) in certain subgroups. Hospitals can upload
their paid prices to the dashboard, which is then connected to
the medicine and patient information (Multimedia Appendix
5). Prices paid by other hospitals are not shown due to
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confidential agreements between pharmaceutical companies
and hospitals.

Discussion

Principal Findings
This paper reports on the initial results on the potential
applications of data from the DICA Medicines Program; in this
program, RWD are generated by linking 4 data sources,
including data from quality registries, financial pharmacy data,
in-hospital activities systems data, and reimbursement data from
21 Dutch hospitals. In this paper, we reported on the potential
of this program in terms of benchmarking, treatment
information, clinical outcomes, and costs. To be able to use the
data as benchmark information, the data were visualized in
web-based dashboards available to clinicians, insurers, and
researchers; this led to insights on medication use, clinical
outcomes, and costs without any additional registration burden
for hospitals. Benchmarking hospital performance is relatively
uncommon in the field of medical oncology in contrast to
surgical oncology, where many quality registries exist that
monitor the quality of care in every hospital [10]. Benchmarking
information can support hospital pharmacists, oncologists, and
other medical professions involved in the systemic treatment
of patients to reach a certain level of care. RWD on the use and
efficacy of systemic therapies are needed in daily clinical
practice. As the real-world setting differs from the RCT setting,
these data are needed after marketing authorization. This project
provides real-world evidence, for which there is growing
interest. One should be cautious when making definitive
conclusions based on observational data. Minor observed
differences could be the result of unknown confounding factors
[24]. Other initiatives on the linkage of administrative data are
similar and link patient-centered health data such as
patient-reported outcome measures and clinical laboratory
measurements but involve small patient groups [25] or limited
patient and tumor characteristics [12].

Strengths
First, data are validated at the time of delivery from the hospitals
with the clinicians. A lot of effort is put into the validation of
the algorithms that are used in the dashboards, for example, in
building Sankey diagrams for treatment sequences in specific
patient populations. The second strength of the DICA Medicines
Program is the use of existing data sources, thereby minimizing
the extra registration burden for medical specialists. This
strategy could also be used by other parties to minimize
registration burden and maximize the value of available RWD
sources. Variables that could easily be derived from the
declaration data were the number of expenses, start dates of
medications, and the total dosages. Third, the program consists
of many participating hospitals within a widespread geographic
location, resulting in the inclusion of many patients, who are
representative of the Dutch population. Another strength is the
linkage of survival data to the other data sources. The database
from the national health insurers is a valid source as health care
insurance coverage stops when a patient dies. The final strength
is that the data are up-to-date and representative of the current
situation. This is especially valuable in situations such as the

COVID-19 pandemic, where the systemic treatment of some
patients with cancer was adjusted. Since the data are updated
quarterly, it was possible to monitor the impact of COVID-19
in certain subgroups of patients in the dashboard. The DICA
Medicines Program led to various insights into medication use.
Questions related to the use of (expensive) medicines can be
answered using the dashboards, in which users can select patient
populations or treatments of interest.

Limitations and Future Perspectives
In the clinical registries used for this study, some indications
had incomplete data. The DCRA only includes patients
undergoing surgical operations, which leads to incomplete
clinical data on patients with metastasized cancers and colorectal
cancers. This was also the case for patients with metastasized
breast cancer. In this subpopulation of patients with breast
cancer, essential tumor information, such as receptor status, is
lacking. In addition, we are unable to extract information about
weight, response status, date of progression, or toxicities from
the declaration data. These are mostly data registered in
unstructured text in electronical medical records. However, our
intention is to complement the clinical data of these patient
groups with other techniques that do not lead to further
registration burden, such as text mining. Second, due to privacy
regulations in the Netherlands [26], it is not permitted to
follow-up on patients when they are referred to other hospitals
for treatment. An individual patient may seek a second opinion
from another hospital. This may have led to incomplete
treatment information and individual patients being included
twice in the database. Especially for university hospitals, where
many patients are referred, it is necessary to have the complete
treatment information. Previous analyses on the entire
population of patients with lung cancer showed this was the
case in <5% of all patients in the Netherlands. In this study,
there may be an overestimate in the number of patients but not
the number of prescriptions as these are validated declarations
made by the hospitals. Third, more information on patient and
tumor characteristics is needed to allow for head-to-head
comparisons of medicines. Registries should therefore include
information on response status and detailed treatment-related
toxicity within each line of treatment. At this moment,
emergency room visits and hospital admissions are linked to
the use of medications and presented in the dashboards.
However, these are only surrogate outcomes and do not give
insight into the exact response or toxicity. Adding more
outcomes of systemic therapies will also be an opportunity for
surgical quality registries to become multidisciplinary, where
both surgeons and medical oncologists register specific patients’
characteristics and outcomes. We are currently exploring text
mining opportunities to add information on toxicities and
response statuses to the quality registries.

Presently, hospitals use dashboards to benchmark their results
against those of other hospitals and gain insights into the use
of medications and patient populations, as we showed in this
study. The dashboards can also be used for multiple other
purposes and by different stakeholders in the future. First,
dashboards and RWD can serve as communication tools between
physicians and their patients. Based on specific patient and
tumor characteristics, clinical outcomes can help patients better
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understand their disease course and improve shared
decision-making. Second, registration authorities can also
benefit from data as presented in this study. Data on newly
approved medicines used in clinical practice are included in
financial pharmacy data and can be linked to population-based
registries. Especially for postapproval measurements, this
information is valuable in monitoring the safety and
effectiveness of medicines [27]. This can, in certain cases,
eventually lead to the replacement of postapproval clinical
studies, which will save time and financial resources. The
European Medicines Agency and US Food and Drug Agency
are increasingly interested in RWD for the evaluation of
medicines [28,29]. Furthermore, health care insurers are
interested in these data for reimbursement and effective use of
expensive medications in the real-world setting [30].

In the future, accurate data from DBC’s and financial
information could automatically prefill quality registry items.
The DICA quality registry items are now entered manually,
which is time-consuming and prone to registration errors.
Reusing these data sources will lower the registration burden,
reduce missing data, and validate data. These data can be used

to complete registries and reduce hospital differences.
Furthermore, RWD can also be used in health technology
assessment decisions. This will be explored in the near future
within European Union programs [31]. However, other data
sources, such as pathology databases, must be linked to enrich
the data. This additional data on histopathology and mutation
status are essential as certain medications targeting specific
mutations can influence outcomes. To improve shared
decision-making, additional data sources, including
patient-reported outcome measurements, must be linked to
existing data sources.

Conclusions
The DICA Medicines Program has shown that it is possible to
gather and link RWD sources pertaining to medicines. In
addition, these data became available with minimal registration
burden and effort for hospitals. This method of providing RWD
can be used in other population-based registries. The DICA
Medicines Program provided participating centers with
benchmark information and tools to evaluate the effectiveness
of expensive medicines in real-world settings.
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Multimedia Appendix 1
The medication page of the dashboard shows the active ingredients in a selected patient population and the percentage of patients
treated with that active ingredient versus the benchmark. This page also shows the trend over the years. This overview can be
adjusted with the filters to show the use of medicines in a specific population or year. Furthermore, it is also possible to receive
an overview of the medicines with the number of courses instead of usage. The patients list contains the data of all patients that
are selected for the shown results.
[PNG File , 96 KB - jmir_v24i6e33446_app1.png ]

Multimedia Appendix 2
The signals page of the dashboard shows the insights of the dashboard in which a hospital deviates from the benchmark. There
are also some specific signals to stimulate improving patient care.
[PNG File , 105 KB - jmir_v24i6e33446_app2.png ]

Multimedia Appendix 3
There is a deep-dive function for every medicine in the dashboard that shows detailed information about the use of these medicines.
The deep-dive also shows baseline patient and tumor characteristics of patients treated with this specific medicine, compared to
the benchmark.
[PNG File , 131 KB - jmir_v24i6e33446_app3.png ]
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Multimedia Appendix 4
Details on the diagnostics are included per medicine in the dashboard for the hospital versus the results in the benchmark. These
are related to the moment of medicine use (pre- or post treatment).
[PNG File , 143 KB - jmir_v24i6e33446_app4.png ]

Multimedia Appendix 5
The costs page of the dashboard shows the total costs and the costs per patient for the hospital and the benchmark. This page can
be adjusted for specific patient populations by using the filters.
[PNG File , 116 KB - jmir_v24i6e33446_app5.png ]
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Abstract

Background: Latinos remain disproportionately underrepresented in clinical trials, comprising only 2%-3% of research
participants. In order to address health disparities, it is critically important to increase enrollment of Latino smokers in smoking
cessation trials. There is limited research examining effective recruitment strategies for this population.

Objective: The purpose of this study was to compare the effectiveness of direct versus mass and high- versus low-effort
recruitment strategies on recruitment and retention of Latino smokers to a randomized smoking cessation trial. We also examine
how the type of recruitment might have influenced the characteristics of enrolled participants.

Methods: Latino smokers were enrolled into Decídetexto from 4 states—New Jersey, Kansas, Missouri, and New York.
Participants were recruited from August 2018 until March 2021. Mass recruitment strategies included English and Spanish
advertisements to the Latino community via flyers, Facebook ads, newspapers, television, radio, church bulletins, and our
Decídetexto website. Direct, high-effort strategies included referrals from clinics or community-based organizations with whom
we partnered, in-person community outreach, and patient registry calls. Direct, low-effort strategies included texting or emailing
pre-existing lists of patients who smoked. A team of trained bilingual (English and Spanish) recruiters from 9 different
Spanish-speaking countries of origin conducted recruitment, assessed eligibility, and enrolled participants into the trial.

Results: Of 1112 individuals who were screened, 895 (80.5%) met eligibility criteria, and 457 (457/895, 51.1%) enrolled in the
trial. Within the pool of screened individuals, those recruited by low-effort recruitment strategies (both mass and direct) were
significantly more likely to be eligible (odds ratio [OR] 1.67, 95% CI 1.01-2.76 and OR 1.70, 95% CI 0.98-2.96, respectively)
and enrolled in the trial (OR 2.60, 95% CI 1.81-3.73 and OR 3.02, 95% CI 2.03-4.51, respectively) compared with those enrolled
by direct, high-effort strategies. Among participants enrolled, the retention rates at 3 months and 6 months among participants
recruited via low-effort strategies (both mass and direct) were similar to participants recruited via direct, high-effort methods.
Compared with enrolled participants recruited via direct (high- and low-effort) strategies, participants recruited via mass strategies
were less likely to have health insurance (44.0% vs 71.2% and 71.7%, respectively; P<.001), lived fewer years in the United
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States (22.4 years vs 32.4 years and 30.3 years, respectively; P<.001), more likely to be 1st generation (92.7% vs 76.5% and
77.5%, respectively; P=.007), more likely to primarily speak Spanish (89.3% vs 65.8% and 66.3%, respectively), and more likely
to be at high risk for alcohol abuse (5.8 mean score vs 3.8 mean score and 3.9 mean score, respectively; P<.001).

Conclusions: Although most participants were recruited via direct, high-effort strategies, direct low-effort recruitment strategies
yielded a screening pool more likely to be eligible for the trial. Mass recruitment strategies were associated with fewer acculturated
enrollees with lower access to health services—groups who might benefit a great deal from the intervention.

Trial Registration: ClinicalTrials.gov identifier: NCT03586596; https://clinicaltrials.gov/ct2/show/NCT03586596

International Registered Report Identifier (IRRID): RR2-10.1016/j.cct.2020.106188

(J Med Internet Res 2022;24(6):e34863)   doi:10.2196/34863
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smoking cessation; Latino health, Latino recruitment; health disparities; participant recruitment

Introduction

Latinos constitute the largest minority group in the United
States, representing 18.5%, or 55 million, of the current US
population [1], and this group is projected to grow to 30% by
2060 [2]. An estimated 6 million Latinos (9.8%) in the United
States are current cigarette smokers [3,4]. Although the National
Institutes of Health (NIH) Revitalization Act of 1993 [5,6] called
for the inclusion of minorities in clinical research, Latinos
remain disproportionately underrepresented in clinical trials,
comprising only 2%-3% of research participants [7-9].

Increasing enrollment of Latino smokers in smoking cessation
trials is critical for addressing health disparities; however, there
is limited research examining effective strategies for recruiting
this population [10,11]. Common obstacles to recruitment may
include language barriers and health literacy [12,13], and some
Latinos may have concerns or mistrust of government-funded
research related to privacy or deportation concerns [7,13-15].
Increased burden from social conditions such as poverty [16],
low education levels [16,17], and immigration issues [18] also
contribute to low participation in clinical trials. These reported
barriers may lead to the perception that recruitment of Latinos
into clinical trials is difficult. However, despite these barriers,
when invited to participate in research, enrollment rates of
Latinos are comparable to those of non-Latino Whites [7,14].
Indeed, Latinos are interested in enrolling in research when
recruitment strategies are culturally and linguistically tailored
to them.

Literature on the recruitment of Latinos into clinical trials has
described the use of different recruitment strategies [19-23].
Some studies have recruited Latinos through proactive
recruitment in which study staff directly contact individual
potential participants [20,24] and reactive recruitment in which
studies disseminate information via mass media and potential
participants must contact the study themselves [19,21,25]. Often,
recruitment studies emphasize including Latino researchers,
fostering community connections to build trust, and using
culturally and linguistically tailored recruitment materials
delivered through culturally appropriate outlets such as Latino
newspapers [19,22,23].

Traditional categorizations of recruitment approaches (eg, into
proactive versus reactive) do not capture the complexity of
current recruitment strategies. Although proactive recruitment

strategies involving personal outreach to individuals have
historically necessitated relatively high effort compared with
reactive outreach efforts such as mass advertising, the advent
of electronic communications such as text messages and emails
now allows direct, personalized outreach with relatively low
effort. To date, there has been a lack of research distinguishing
the effects of direct versus mass outreach and level of effort on
recruitment success. Furthermore, there are limited data
available on the retention of Latinos who were recruited via
different strategies in clinical trials. One study compared
ethnic-specific retention rates in various clinical trials and found
that Latino adults have a retention rate of ~54% in clinical trials,
and this did not significantly differ compared with other ethnic
groups [26]. Only one study has analyzed the effects of
recruitment type on retention; however, the recruitment
strategies used in that study were limited to newspapers, posters
on buses and subways, study flyers at community organizations,
and in-person recruitment and community organizations [24].

It is also possible that different recruitment strategies will yield
participants with different characteristics. For example,
compared with direct recruitment, mass media recruitment (eg,
radio, flyers) may yield more inherently motivated participants
since little outreach or encouragement is provided; those who
reactively join the study following mass media exposure may
have higher commitment to behavior change [27]. This study,
therefore, calculated the associations of mass versus direct
recruitment strategies, involving high and low study staff effort,
with characteristics of Latino smokers who were screened,
enrolled, and retained in a randomized smoking cessation
trial—Decídetexto [28].

Methods

Study Design
This study is a secondary data analysis of Decidetexto, a mobile
health (mHealth) smoking cessation randomized clinical trial.
It compares the efficiency ratios for eligibility, enrollment, and
retention (at 3 months and 6 months) of Latino smokers recruited
via direct versus mass and high- versus low-effort recruitment
strategies.

Ethical Approval
The details of the study intervention and protocol are described
elsewhere [28]. Study procedures were approved and monitored
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by Hackensack University Medical Center (#Pro2017-0528),
the University of Rochester Medical Center (IRB
#STUDY00005080), and the University of Kansas Medical
Center Institutional Review Boards (IRB # KUMC IRB
#STUDY00004475).

Recruitment
Latino smokers were enrolled into Decídetexto from multiple
communities (both urban and rural) in 4 states—New Jersey,
Kansas, Missouri, and New York. Participants were recruited
from August 2018 until March 2021. Direct recruitment
strategies involved one-on-one communication with identified
Latino smokers and were dichotomized as either “direct,
high-effort” or “direct, low-effort” strategies. Recruitment and
eligibility were conducted by a team of trained bilingual (English
and Spanish) recruiters from different countries of origin (eg,
Cuba, Dominican Republic, Ecuador, El Salvador, Mexico,
Nicaragua, Peru, Puerto Rico, Venezuela).

In this study, “recruitment method” refers broadly to either
mass, direct high-effort, or direct low-effort recruitment
methods. “Recruitment strategies” refer to the specific
recruitment strategy implemented. Mass recruitment strategies
did not rely on interpersonal communication but instead included
bilingual (English and Spanish) advertisements of the study to
the larger Latino community via flyers, Facebook ads,
newspapers, television, radio, church bulletins, and the
Decídetexto website. Direct, high-effort strategies required more
staff resources to connect with potential participants and
included personal calls based on referrals from clinics or
community-based organizations (CBOs), in-person community
outreach, and personal calls made to patients on patient
registries. Furthermore, as reported in previous research [23],
research staff adhered to important cultural values in their
interactions with potential participants by communicating with
personalismo (initiating warm conversations that conveyed care
and understanding of the patient’s circumstances), simpatía (not
criticizing the patient), and confianza (establishing trust). Direct,
low-effort strategies demanded less time and effort from the
research team. Direct, low-effort strategies included sending
emails and texts to patients on patient registries and referrals
from family and friends. Direct, low-effort and mass strategies
were similar in that interested participants had to take the step
of contacting the study for screening and follow-up. In this
sense, they are both “reactive” recruitment strategies. However,
in this study, they are differentiated by whether the recruitment
strategy used mass communication to the Latino community or
was directly sent to an identified Latino smoker.

Measures
Research staff administered all study assessments either in
person or via telephone. Prior to completing the eligibility
questionnaire, participants were asked the open-ended question
“How did you learn about the study?” The baseline assessment
collected data on demographics (eg, gender, education, age,
income, health insurance status, marital status), smoking
characteristics (eg, cigarettes smoked per day; the number of
past quit attempts), and biopsychosocial variables: eg, depressive
symptoms via the Patient Health Questionnaire-2 (PHQ-2) scale
[29], alcohol use via the Alcohol Use Disorders Identification

Test-2 (AUDIT-2) [30], anxiety via the Generalized Anxiety
Disorder-2 (GAD-2) [31], self-efficacy [32], and acculturation
measures including years lived in the United States, primary
language, generation, and region of origin.

Analyses
Logistic regression analyses were used to calculate odds ratios
(ORs; efficiency ratios) and 95% CIs for associations (1)
between recruitment method and obtaining eligible individuals
among screened individuals, (2) between recruitment method
and enrolling the screened participants, and (3) between
recruitment method and retaining the enrolled participants at
the 3-month and 6-month follow-up visits. Rates of eligibility,
enrollment, and retention across the 3 recruitment methods and
recruitment strategies were compared using chi-square tests.
For each recruitment method, characteristics of enrolled
participants were summarized with percentages for categorical
variables and with means and SDs for continuous variables.
Differences in categorical variables were exploratorily compared
using Pearson chi-square tests while differences in continuous
variables were compared using 1-way ANOVA tests. Reasons
for ineligibility were compared between participants who were
recruited via direct, high-effort; direct, low-effort; and mass
recruitment methods using Pearson chi-square tests or Fisher
exact tests. Data were analyzed using SPSS version 25.

Results

Overview
Of 1112 individuals who completed screening, 895 (80.5%)
met eligibility criteria, and 457 (457/895, 51.1%) enrolled in
the trial. The majority of participants were enrolled via direct,
high-effort strategies (300/457, 65.6%). Table 1 lists the
numbers screened, eligible, enrolled, and retained at 3 months
and 6 months by recruitment method and includes efficiency
ratios for eligibility, enrollment, and retention at 3 months and
6 months.

Table 2 shows the efficiency of specific recruitment strategies.
Overall, eligibility efficiency ratios were lowest for Facebook
ads (66.7%), followed by in-person community outreach
(74.7%), our Decidetexto website (75.0%), and patient registry
calls (79.1%). Enrollment efficiency ratios were lowest for
Facebook ads (33.3%), followed by television (41.9%),
in-person community outreach (31.9%), and patient registry
calls (35.4%). The 3-month retention efficiency ratios were
lowest for the Decidetexto website (66.7%), television (69.2%),
and patient registry text (70.6%). The 6-month retention
efficiency ratios were lowest for television (76.9%) and patient
registry text (76.5%).

Compared with the direct, high-effort recruitment method,
individuals screened in both the mass and direct, low-effort
recruitment methods were significantly more likely to be eligible
(OR 1.67, 95% CI 1.01-2.76 and OR 1.70, 95% CI 0.98-2.96,
respectively) and enrolled (OR 2.60, 95% CI 1.81-3.73 and OR
3.02, 95% CI 2.03-4.51, respectively; Table 3). Of participants
enrolled, those recruited via mass and direct, low-effort methods
were just as likely to be retained at 3 months and 6 months
compared with participants recruited via the direct, high-effort
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method. Furthermore, given that 45.5% (208/457) of all enrolled
participants were recruited via patient registry calls and that
69.3% (208/300) of all participants who were recruited via
direct, high-effort strategies were recruited via patient registry

calls, a logistic regression model was run to identify any
differences in efficiency ratios between patient registry calls
and other direct, high-effort strategies. No differences were
found between the 2 (data not shown).

Table 1. Efficiency ratios for personalized and nonpersonalized recruitment methods.

6-month reten-
tion efficiency

ratiof, %

3-month reten-
tion efficiency

ratioe, %

Enrollment ef-
ficiency ra-

tiod, %

Eligibility
efficiency ra-

tioc, %

Number re-
tained at 6
months

Number re-
tained at 3
months

Number

enrolled

Number

eligibleb

Number

screeneda

Recruitment
method

86.982.158.388.2736984127144Mass

83.682.262.486.3616073101117Direct, low effort

87.087.035.478.6261261300666847Direct, high effort

aThe total is not 1112 because of missing data on the recruitment strategy.
bThe total is not 895 because of missing data on the recruitment strategy.
cRatio of number eligible to number screened.
dRatio of number enrolled to number screened.
eRatio of number retained at 3 months to number enrolled.
fRatio of number retained at 6 months to number enrolled.

Table 2. Recruitment efficiency of specific recruitment strategies.

6-month re-
tention effi-
ciency ra-
tio, %

3-month re-
tention effi-
ciency ra-
tio, %

Enrollment
efficiency
ratio, %

Eligibility
efficiency
ratio, %

Number re-
tained at 6
months

Number re-
tained at 3
months

Number
enrolled

Number
eligible

Number
screened

Proportion
for the re-
cruitment
strategies, n
(%)

Recruitment method

Mass (n=144)

75.0100100100344444 (2.8)Church bulletin

87.587.572.7100141416222222 (15.3)Newspaper

83.377.856.387.5151418283232 (22.2)Radio

93.186.260.483.3272529404848 (33.3)Flyer

10066.775.075.0323344 (2.8)Decídetexto
website

76.969.241.977.410913243131 (21.5)Television

10010033.366.7111233 (2.1)Facebook ads

Direct, low effort (n=117)

85.71001009067791010 (8.5)Clinic or CBOa

email

76.570.648.680.0131217283535 (29.9)Patient registry
text

85.783.768.188.9424149647272 (61.6)Friend or family
referral

Direct, high effort (n=847)

82.385.743.283.9293035688181 (9.6)Clinic or CBO
referral

89.782.331.974.7524858136182182 (21.5)In-person com-
munity outreach

86.988.435.479.1180183207462584584 (68.9)Patient registry
call

aCBO: community-based organization.
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Table 3. Results of the logistic regression analysis using recruitment method to predict eligibility, enrollment, and retention.

Retained at 6 monthsb

(n=395)
Retained at 3 monthsb

(n=390)
Enrolleda (n=459)Eligiblea (n=895)Recruitment method

P valueOdds ratio (95%
CI)

P valueOdds ratio (95%
CI)

P valueOdds ratio (95%
CI)

P valueOdds ratio (95%
CI)

.981.01 (0.49-2.1).261.4 (0.76-2.80)<.0012.60 (1.81-3.73).041.67 (1.01-2.76)Mass recruitment

.441.32 (0.65-2.66).291.4 (0.73-2.9)<.0013.02 (2.03-4.51).061.70 (0.98-2.96)Direct, low effort

N/A1.0N/A1.0N/A1.0N/Ac1.0Direct, high effort

aDenominator for recruitment method is number screened.
bDenominator for recruitment method is number enrolled.
cN/A: not applicable.

Differences in Participant Characteristics
The characteristics of enrolled participants (Table 4) were
compared across recruitment methods. Participants recruited
via mass recruitment strategies were significantly less likely to
have health insurance (44.0% vs 71.2% and 71.7%, respectively;
P<.001), lived significantly fewer years in the United States
(22.4 years vs 32.4 years and 30.3 years, respectively; P<.001),
significantly more likely to be 1st generation (92.7% vs 76.5%
and 77.5%, respectively; P=.007), significantly more likely to
primarily speak Spanish (89.3% vs 65.8% and 66.3%,
respectively), and significantly more likely to be at high risk
for alcohol abuse (5.8 mean score vs 3.8 mean score and 3.9
mean score, respectively; P<.001) compared with those recruited
via direct, low-effort and direct, high-effort strategies.
Participants recruited via mass recruitment strategies were
significantly more likely to come from Mexico (45.2% vs 20.5%
and 8.3%, respectively; P<.001), while participants from Central
America were more likely to be recruited via direct, low-effort
strategies and direct, high-effort strategies (13.1% vs 32.9%
and 35.0%, respectively; P<.001) compared with mass
recruitment strategies. Participants born in the United States
were significantly more likely to be recruited via both direct
low-effort strategies and direct high-effort strategies (9.5% vs
28.8% and 25.8%, respectively; P<.001) compared with mass

recruitment strategies. Moreover, Latino smokers recruited via
direct, high-effort strategies were more likely to have depressive
symptoms (1.7 mean score vs 1.1 mean score and 1.4 mean
score, respectively; P=.02) and anxiety (1.8 mean score vs 1.1
mean score and 1.6 mean score, respectively; P=.004).

With respect to the 3-month retention rate, participants were
significantly more likely to primarily speak English (68.7% vs
80.6%; P=.06) and to be a second or higher generation American
(75.8% vs 89.6%; P=.02) compared with participants who did
not complete their 3-month follow-up assessment. With respect
to 6-month retention, particpants were significantly older (49.7
years vs 46.5 years; P=.02) and reported less self-efficacy (1.9
mean score vs 2.2 mean score; P=.008) compared with
participants who did not complete their 6-month follow-up
assessment (Table 4).

Of participants who were ineligible (n=217), the most frequent
reasons for ineligibility were planning to move in the next 6
months, not willing to come to all study visits, smoking on
average less than 3 cigarettes per day, and not knowing how to
send or read text messages (Table 5). Ineligible participants
identified via direct, high-effort strategies were significantly
more likely to plan to move in the next 6 months (69.4% vs
13.9% and 16.7%, respectively; P=.04) compared with mass
and direct, low-effort strategies.
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Table 4. Baseline characteristics of enrolled participants who were recruited using proactive and reactive strategies and who were retained at 3 months
and 6 months.

Retained at 6 months (n=395)Retained at 3 months (n=391)Recruitment methodCharacteristic

P

valueNo, n (%)Yes, n (%)

P

valueNo, n (%)Yes, n (%)

P

value

Direct, high
effort
(n=847), n
(%)

Direct, low
effort
(n=117), n
(%)

Mass
(n=144), n
(%)

.2838 (61.3)212 (53.7).6039 (58.2)211 (54.1).15157 (52.3)39 (53.4)54 (64.3)Female

.1618 (29.0)153 (38.7).1019 (28.4)152 (39.0).28117 (39.0)29 (39.7)25 (29.8)Greater than a high
school education

.3138 (61.3)266 (67.9).2140 (59.7)264 (68.2)<.001215 (71.7)52 (71.2)37 (44.0)Has health insurance

.1738 (62.3)206 (52.4).6937 (56.1)207 (53.4).22157 (52.3)35 (47.9)52 (61.9)Married

.9933 (53.2)209 (52.9).1930 (44.8)212 (54.4).04151 (50.3)36 (49.3)55 (65.5)Employed full time

Annual income (US $)

.4522 (36.1)165 (43.8).5329 (46.8)159 (42.0).34125 (41.7)29 (39.7)33 (39.3)0-29,000

21 (34.4)120 (31.8)16 (25.8)125 (33.2)86 (28.7)22 (30.1)33 (39.3)30,000-59,000

18 (29.5)92 (24.4)17 (27.4)93 (24.7)77 (25.7)20 (27.4)13 (15.5)≥60,000

.0245.6 (10.9)49.7 (11.1).3547.5 (11.2)48.9 (11.1).1148.9 (10.7)50.1 (12.5)46.6 (11.1)Age (years)a

.3712.4 (8.5)11.5 (7.9).6812.0 (8.0)11.5 (7.9).1711.7 (7.8)12.8 (9.3)10.3 (7.6)Number of cigarettes

per daya

.172.4 (3.4)3.9 (8.3).302.7 (4.8)3.8 (8.2).163.5 (7.8)2.7 (5.6)5.0 (9.4)Number of prior quit

attemptsa

.384.5 (2.8)4.2 (2.6).444.5 (2.7)4.2 (2.6)<.0013.9 (2.5)3.8 (2.4)5.8 (2.6)Alcohol scoreb

.291.3 (1.6)1.6 (1.7).651.4 (1.8)1.5 (1.7).021.7 (1.8)1.4 (1.5)1.1 (1.6)Depressive symptomsb

.601.6 (1.6)1.7 (1.7).601.6 (1.7)1.7 (1.7).0041.8 (1.7)1.6 (1.7)1.1 (1.4)Anxietyb

.0082.2 (0.9)1.9 (0.7).722.0 (1.7)1.9 (0.7).131.9 (0.71)2.0 (0.87)2.1 (0.82)Self-efficacya

.9629.1 (14.7)29.2 (16.9).4327.8 (13.7)29.4 (17.0)<.00130.3 (16.7)32.4 (16.9)22.4 (14.3)Years in the United

Statesa

.3747 (75.8)275 (69.6).0654 (80.6)268 (68.7)<.001199 (66.3)48 (65.8)77 (89.3)Language, Spanish

.8747 (77.0)305 (78.0).0260 (89.6)292 (75.8).007224 (77.5)52 (76.5)76 (92.7)1st generation

Region of birth

.0411 (17.7)67 (17.0).0714 (20.9)64 (16.5)<.00125 (8.3)15 (20.5)38 (45.2)Mexico

14 (22.6)126 (31.9)20 (29.9)120 (30.9)105 (35.0)24 (32.9)11 (13.1)Caribbean

15 (24.2)98 (24.8)22 (32.8)91 (23.5)84 (28.0)11 (15.1)18 (21.4)South America

7 (11.3)12 (3.0)4 (6.0)15 (3.9)8 (2.7)2 (2.7)9 (10.7)Central America

15 (24.2)90 (22.8)7 (10.4)98 (25.3)76 (25.8)21 (28.8)8 (9.5)United States

aMean (SD).
bScore (sum score).
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Table 5. Major reasons for ineligibility by recruitment method (only ineligibility criteria that included a total of ≥10 individuals are reported).

P valueDirect, high efforta

(n=180), n (%)
Direct, low efforta

(n=16), n (%)
Massa (n=20), n (%)Reasons

.2241 (25.6)c1 (6.7)b6 (30.0)Not willing to come to all study visits

.5136 (21.4)d1 (6.7)b4 (20.0)Does not know how to send or read text messages

.2036 (20.2)e3 (18.8)4 (20.0)Smokes cigarettes less than 3 days/week

.0425 (14.7)f6 (37.5)5 (25.0)Planning to move in the next 6 months

.2324 (13.9)g4 (25.0)5 (25.0)Uses other tobacco products more than 1 day/week

.419 (5.3)h1 (6.7)2 (10.0)Not interested in quitting in 30 days

.297 (4.0)i1 (6.7)2 (10.0)Has not smoked cigarettes for at least 6 months

aThe denominator is the difference across ineligibility criteria because of missing data.
bn=15.
cn=160.
dn=168.
en=178.
fn=170.
gn=172.
hn=82.6.
in=174.

Discussion

Principal Findings
This paper compared mass; direct, low-effort; and direct,
high-effort recruitment methods on Latino eligibility,
enrollment, and retention at 3 months and 6 months for a
smoking cessation clinical trial, Decídetexto. Results showed
that, although direct, high-effort methods yielded the highest
total number of enrollees, eligibility and enrollment were
significantly lower when compared with the mass and direct,
low-effort methods. However, when considering retention at 3
months and 6 months, there is no evidence that method of
recruitment impacted retention once participants were enrolled
in the study. Thus, although the eligibility and enrollment rates
were low for direct, high-effort strategies, participants are just
as likely to be retained after they are enrolled when compared
with mass and direct low-effort strategies.

It is important to note that, although mass and direct, low-effort
strategies are efficient methods and do not demand much staff
time, they are unlikely to reach the recruitment goal for a
randomized clinical trial without contribution from direct,
high-effort strategies. Future studies should include
cost-effectiveness to determine whether highly funded mass
and direct, low-effort strategies can recruit equal numbers in a
cost-effective manner. This is especially important to consider
as mass recruitment strategies seemed to yield fewer
acculturated enrollees with lower access to health
services—groups that might benefit a great deal from the
intervention.

Our research corroborates a study that tested the efficiency of
strategies to recruit Latino male smokers. That study found that
reactive recruitment was more efficient than proactive

recruitment but yielded significantly fewer participants and was
costlier per participant enrolled [11]. As noted by Harris et al
[27], reactive recruitment may be more effective at identifying
eligible individuals because it reaches a wider audience and
individuals who take the trouble to respond are likely to be more
ready and motivated to quit. Furthermore, individuals who learn
about research via mass media may have more time to collect
information about the study and consider the pros and cons of
enrolling before calling the study phone number to complete
eligibility. This, in turn, might prevent less motivated individuals
from contacting the study for screening. It should be noted that
this study’s advertisements did not include all of our eligibility
criteria. Potential participants were able to self-screen for some
criteria using the Latino identity and current smoker criteria
that were noted in the advertisments. There were a number of
additional criteria they had to meet (Table 5). Future research
should consider enhancing advertisements (eg, flyers, posters)
to yield higher response rates using theoretical constructs such
as self-efficacy, social norms, and rewards. Moreover, additional
research should consider assessing which method of recruitment
yielded a higher rate of participants who quit smoking.

Of the individual mass recruitment strategies, Facebook ads
yielded the lowest efficiency ratios for eligibility and enrollment.
This contradicts previous research that found Facebook was a
useful recruitment tool for smokers [33,34]. Of direct low-effort
strategies, patient registry texts yielded the lowest efficiency
ratios for eligibility and enrollment and yielded among the
lowest ratios for retention at 3 months and 6 months. This is
consistent with previous research reporting an ~34% enrollment
rate for patients recruited via text messages [35]. It is interesting
to note that referring friends and family members were either
(1) Latino smokers on a patient registry who received a call
from us but no longer smoked or were ineligible or (2) study
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participants who had completed the study. Of direct, high-effort
strategies, in-person community outreach yielded the lowest
efficiency ratios for eligibility and enrollment. This is important
to note, as this is the recruitment strategy that demanded the
most staff resources. Although patient registry calls yielded the
highest number of participants, it was among the lowest
efficiency ratio for eligibility and enrollment. This is in contrast
to previous research that has reported the feasibility and
cost-effectiveness of recruiting participants via calls from patient
registries via a research associate program [20,33].

With respect to the characteristics of participants recruited via
the different recruitment methods, mass recruitment yielded
less acculturated participants (eg, more likely to speak Spanish,
to be 1st generation, fewer years lived in the United States) who
were more likely to be at risk for alcohol abuse than participants
recruited via direct, low-risk and direct, high-risk methods. It
is possible that low-acculturation Latino smokers face unique
barriers that limit the effectiveness of direct recruitment
strategies.

We also found that Latinos from different Latin American
regions appear to respond differently to different recruitment
methods. Mexicans were more likely to be recruited via mass
recruitment strategies compared with all other Latin American
regions, while Latinos from the Caribbean were more likely to
be recruited using direct strategies. Thus, recruitment approaches
that researchers choose to employ should be determined by their
population of interest and the desired participant characteristics.
Furthermore, Latino smokers experiencing depression or anxiety
were less likely to respond to mass recruitment. This may be
because they are less motivated to quit smoking or they have
less energy to reach out to inquire about the study [36]. The
psychosocial finding corroborates findings from a study that
compared reactive versus proactive recruitment strategies in
recruiting African American smokers [27], in which it was found
that participants recruited proactively were more likely to report
indicators of depression. Taken together, these findings suggest
that both mass and direct recruitment strategies should be
implemented for studies interested in recruiting Latino
participants across the socioeconomic, acculturation, and country
of origin spectra. Additional research is also needed to examine
differences in clinical outcomes based on recruitment method.

Limitations
The Decídetexto clinical trial was not designed to test the
efficiency of recruitment strategies; therefore, this study has
several limitations. Given the broad reach of our advertisements,
it is possible that participants were exposed to multiple
advertisement strategies. It is possible that individuals
responding to a mass strategy may have been exposed to a direct

strategy. Therefore, some cross-contamination effect is likely
to have occurred. However, no participants in this study
mentioned that they learned about the study through more than
one strategy. Moreover, we were unable to conduct a cost
analysis in this study given that (1) most of our mass recruitment
strategies were free of cost or paid in an unusual way (eg, paid
a graphic artist in Mexico) and (2) we had volunteers aid in
personalized recruitment for this study. We did not collect data
on barriers to participant retention. Despite these limitations,
this study has high representation of a heterogeneous group of
Latino smokers representing different Latin American regions
of origin, making it generalizable to Latinos nationwide. The
study team consisted of Latino researchers and interns from
different Latin American countries of origin, several of whom
were native Spanish speakers. Our recruitment efforts involved
working collaboratively with a community advisory board,
collaborating closely with local CBOs, and culturally and
linguistically tailoring all materials to Latino smokers.
Furthermore, the bulk of our recruitment occurred prior to the
onset of the COVID-19 pandemic. No recruitment activities
occurred from March 2020 through July 2020. From August
2020 to March 2021 we recruited 21 additional participants,
62% of whom were recruited via mass recruitment strategies.
It is possible that the effect of recruitment strategies will be
different during and after the COVID-19 pandemic. Moreover,
although this study is specific to a tobacco treatment trial, the
findings are relevant to health research and clinical trials
broadly.

Conclusion
This study compared the eligibility, enrollment, and retention
efficiency ratios of recruiting Latino smokers via mass; direct,
low-effort; and direct, high-effort strategies utilized in
Decídetexto, a mobile smoking cessation randomized clinical
trial. A heterogeneous sample of Latino smokers was enrolled
in the trial. Results show that, although direct, high-effort
recruitment strategies yielded the highest total number of
enrollees, eligibility and enrollment were significantly lower
when compared with mass and direct, low-effort recruitment
strategies. Yet, when considering retention at 3 months and 6
months, there is no evidence that method of recruitment
impacted retention once participants were enrolled in the study.
Participants recruited via mass recruitment strategies were less
acculturated, of lower socioeconomic status, and more likely
to be Mexican than those recruited via other strategies. These
findings suggest that these 3 recruitment methods should be
implemented for studies interested in recruiting Latino
participants across the socioeconomic, acculturation, and country
of origin spectra. These findings provide further insight into
effective recruitment strategies for Latino smokers.
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Abstract

Background: The COVID-19 pandemic is a threat to global health and requires collaborative health research efforts across
organizations and countries to address it. Although routinely collected digital health data are a valuable source of information
for researchers, benefiting from these data requires accessing and sharing the data. Health care organizations focusing on individual
risk minimization threaten to undermine COVID-19 research efforts, and it has been argued that there is an ethical obligation to
use the European Union’s General Data Protection Regulation (GDPR) scientific research exemption during the COVID-19
pandemic to support collaborative health research.

Objective: This study aims to explore the practices and attitudes of stakeholders in the German federal state of Bavaria regarding
the secondary use of health data for research purposes during the COVID-19 pandemic, with a specific focus on the GDPR
scientific research exemption.

Methods: Individual semistructured qualitative interviews were conducted between December 2020 and January 2021 with a
purposive sample of 17 stakeholders from 3 different groups in Bavaria: researchers involved in COVID-19 research (n=5, 29%),
data protection officers (n=6, 35%), and research ethics committee representatives (n=6, 35%). The transcripts were analyzed
using conventional content analysis.

Results: Participants identified systemic challenges in conducting collaborative secondary-use health data research in Bavaria;
secondary health data research generally only happens when patient consent has been obtained, or the data have been fully
anonymized. The GDPR research exemption has not played a significant role during the pandemic and is currently seldom and
restrictively used. Participants identified 3 key groups of barriers that led to difficulties: the wider ecosystem at many Bavarian
health care organizations, legal uncertainty that leads to risk-adverse approaches, and ethical positions that patient consent ought
to be obtained whenever possible to respect patient autonomy. To improve health data research in Bavaria and across Germany,
participants wanted greater legal certainty regarding the use of pseudonymized data for research purposes without the patient’s
consent.

Conclusions: The current balance between enabling the positive goals of health data research and avoiding associated data
protection risks is heavily skewed toward avoiding risks; so much so that it makes reaching the goals of health data research
extremely difficult. This is important, as it is widely recognized that there is an ethical imperative to use health data to improve
care. The current approach also creates a problematic conflict with the ambitions of Germany, and the federal state of Bavaria,
to be a leader in artificial intelligence. A recent development in the field of German public administration known as norm screening
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(Normenscreening) could potentially provide a systematic approach to minimize legal barriers. This approach would likely be
beneficial to other countries.

(J Med Internet Res 2022;24(6):e38754)   doi:10.2196/38754

KEYWORDS

COVID-19; data sharing; General Data Protection Regulation; GDPR; research exemption; public health; research; digital health;
electronic health records

Introduction

Background
The COVID-19 pandemic is a threat to global health and
requires collaborative health research efforts across
organizations and countries to address it. However, lack of
integrated, comprehensive, and accessible patient-level data has
been identified as a key barrier to COVID-19 research across
the globe [1].

A valuable source of information for researchers is the large
amount of digital health data collected by health care
organizations through electronic health records. Indeed, health
care systems worldwide are increasingly using this routinely
collected digital health data for biomedical research, enabling
large-scale and multidimensional aggregation and analysis of
heterogeneous data sources [2]. The increase of such digital
data has also created significant opportunities for artificial
intelligence (AI) in health care [3]. With the ability to learn
from large sets of clinical data, health care AI applications have
the potential to support a wide range of activities [4-11], and
public and private sector investment in the field continues to
grow [12-14]. If data-intensive medicine is able to realize the
continuous improvement of health care quality and thereby
reduce patient harm, increase health, empower patient
decision-making, and improve equity, it would fulfill the core
ethical principles of health care [15,16].

However, benefiting from digital health data requires the ability
to access and share the data. Single-center databases are also
somewhat limited and sharing data across institutions and
countries has various potential advantages, including allowing
cross-validation of models across institutions to determine which
findings are institution specific and which are generalizable and
for knowledge discovery to be accelerated [17]. Efforts to create
and link databases for secondary-use research, however, can be
undermined by concerns about data protection; concerns that
are only likely to intensify available data for research become
higher resolution and more diverse (eg, medical images and
physiological waveforms) [18].

Patients have legitimate interests in controlling access to and
use of their health data, and their consent is often required for
the use of their personal data if it was not collected for specific
research purposes [18]. However, requiring consent for
pseudonymized data to be used in secondary-use research cannot
only lead to significant administrative and financial hurdles that
delay or even impede important research but can also create
major selection biases that undermine data representativeness
[19]. Although fully anonymized data typically fall outside data
protection laws around the world and can thus be freely used

and shared, full anonymization is increasingly difficult to
achieve given the use of models that can correctly reidentify
people in anonymized data sets [20]. Furthermore, irreversible
anonymization involves removing essential information required
for most large collaborative research projects [21].

The European Union's (EU) General Data Protection Regulation
(GDPR) is a key legal framework for the use and exchange of
European digital health data for research purposes [18]. The
GDPR entered into force in May 2016 but was only applied
from May 25, 2018. Although early drafts of the GDPR raised
concerns that the regulation may severely restrict data research
[22], the final text adopted a more research-friendly approach,
and it was thought that the GDPR would have little negative
impact on data research overall [23]. However, concerns remain
that the GDPR has made many organizations very risk-averse
in terms of data sharing, even if the regulation permits such
sharing; for example, via scientific research exemption [1].
When health care organizations are overly concerned with
individual risk minimization, it threatens to undermine
COVID-19 research efforts. It has been argued that there is an
ethical obligation to use the GDPR scientific research
exemption, particularly during a crisis such as the COVID-19
pandemic, to support collaborative health research [1].

However, the integration of clinical care and clinical research
as part of a learning health care system can often conflict with
the current regulatory system and raise a number of important
ethical, legal, and social implications [24]. The need for more
work on determining when patient notification and consent are
required has been particularly highlighted, and investigating
the views of patients and other stakeholders has been identified
as essential to this work [25,26]. Previous international empirical
research with patients regarding the secondary use of their data
has found widespread support for such activities and willingness
to share their data; however, it has also highlighted variations
in patient’s wishes regarding notification and consent [27-38].
Previous research with other stakeholders is rather limited.
However, a systematic review found that although researchers
and health care professionals were generally supportive of data
sharing, they raised concerns about access to data, data storage
infrastructure, and consent [39]. Research with other
stakeholders has highlighted the challenge of balancing the
benefits and risks of secondary research [40-42].

Although Germany is known for its strict approach to data
protection, it is currently attempting to make health data more
useful and meaningful, such as through the Medical Informatics
Initiative [43]. During the COVID-19 pandemic, there have also
been large research corporations, such as the National University
Medicine Research Network. On April 15, 2020, a nationwide
standardized template document for patient consent was
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approved, enabling researchers across Germany to obtain broad
consent for the use of pseudonymized health data in accordance
with the GDPR. Germany has also taken a number of regulatory
efforts to support digital health care. In 2019, it enacted a new
Digital Healthcare Act in 2019, which allows digital health
applications to be prescribed and reimbursed under statutory
health insurance [44,45]. In 2020, the Patient Data Protection
Act was passed, and a step-by-step plan to implement electronic
health records and complementary applications such as
electronic prescriptions was announced [46]. Despite these
efforts, however, the successful implementation of such digital
health applications has experienced significant delays and is
yet to be achieved [47,48]. Nevertheless, Germany, and the
federal state of Bavaria in particular, has also set the goal of
becoming a leading hot spot and innovation location for AI [49].
Although recent research involving German patients indicates
that abolishing consent for secondary research use of clinical
data will likely be acceptable to a large majority of patients
[28,29], we are not aware of empirical research with other
stakeholders such as researchers, data protection officers, and
research ethics committee members, regarding their views and
use of the GDPR scientific research exemption for
secondary-use health data research either during or before the
pandemic.

Objectives
The first German COVID-19 case appeared in Bavaria in
January 2020, and Bavaria was one of the most affected states
in Germany during the pandemic. In August 2020, the Bavarian
State Ministry of Science and the Arts funded the Technical
University of Munich’s Faculty of Medicine for COVID-19
research projects. As a part of this program, this project aimed
to explore the practices and attitudes of Bavarian stakeholders
regarding the secondary use of health data for research purposes
in a time of particular need for fast, data-rich research, namely
during the COVID-19 pandemic. It was particularly interested
in exploring stakeholders’views and use of the GDPR scientific
research exemption for secondary-use health data research,
either during or before the pandemic. Such research, even when
performed at the local and regional levels to assess attitudes
within a specific legal, cultural, and national context, can
illuminate and inform the wider challenge of balancing the goals
of furthering health research and improving public health with
the goal of responsible data use, a challenge that is relevant
across the globe.

Methods

The methods of the study are presented in accordance with the
COREQ (Consolidated Criteria for Reporting Qualitative
Research) [50].

Research Team and Reflexivity

Personal Characteristics
Interviews were conducted by JL, a male PhD student in
sociology. JL, SM, AF, and AB have long-standing experience
with qualitative research [24,51-65].

Relationship With Participants
No relationship was established between the interviewer and
participants before the study, and the participants received
limited information about the interviewer. There was no
hierarchical relationship between the interviewers and study
participants.

Study Design

Theoretical Framework
The theoretical framework used in this study was conventional
content analysis [66].

Participant Selection
Stakeholders were primarily selected through purposive
sampling [67] to ensure that the participants involved in
COVID-19 data sharing for scientific research were from
different backgrounds. Additional participants were identified
using snowball sampling [68]. Participants were contacted by
email and provided with information about the study design
and aims and rights as participants. Suitable dates for an
interview were found for those willing to participate. Verbal
consent was obtained from all participants directly before the
interview and audio recorded. A total of 17 Bavarian
stakeholders agreed to participate in the study and were recruited
from 3 groups: researchers involved in COVID-19 research
(n=5, 29%), data protection representatives (n=6, 35%), and
research ethics committee representatives (n=6, 35%). A total
of 6 people who were contacted did not respond to emails.

Setting
The interviews were conducted between December 2020 and
January 2021. All interviews were conducted via a telephone
or video call in German. Only the participant and researcher
were present during the interview. Overall, 71% (12/17) of the
stakeholders were male, and 29% (5/17) were female.

Data Collection
A researcher-developed semistructured interview guide was
developed for each group to guide the discussions (Multimedia
Appendix 1). On the basis of the first 2 interviews that did not
show any problems, it was decided that no further piloting or
adaptation of the interview guides was necessary. No repeat
interviews were conducted. Interviews were audio recorded,
and no field notes were taken. The interviews lasted an average
of 32 minutes (range 20-41 minutes). The interviews were
transcribed in full, checked for accuracy, and subsequently
pseudonymized. After 17 interviews, a question about data
saturation arose, and it was concluded that saturation was
reached in the content and attitudes expressed by the participants
[69]. The transcripts of the interviews were returned to all
participants with an invitation to review the transcription and
send any corrections or clarifications; a total of 6 responses
were received with minor corrections to syntax.

Analysis and Findings
Using the interview transcriptions in their original language,
JL and SM performed conventional content analysis with the
assistance of the qualitative software MAXQDA (version 11;
VERBI Software). The analysis commenced after the interviews
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were completed. Initial themes identified that were common
across participants, as well as those unique to individuals, were
labeled using a process of open coding. The findings are
presented as higher and lower level categories. The other
investigators (SR, AF, DH, and AB) reviewed the initial analysis
to clarify and refine codes, and conversations among the
investigators continued until coding differences were resolved
and consensus was achieved. Selected quotes have been
translated into English by the researchers using back translation.

Ethics Approval
This study received a waiver from the Technical University of
Munich's Research Ethics Committee.

Results

Current Practices
Participants identified systemic challenges in conducting
collaborative secondary-use health data research in Bavaria,
particularly research that involves sharing health data outside
the institution it was collected. These were reported to be
preexisting challenges that were independent of the COVID-19
pandemic but were often brought into sharp focus during the
pandemic.

Participants described strict handling of patient data in Bavaria,
which led to collaborative secondary health data research being
conducted primarily only when patient consent (individual or
broad) had been obtained, or the data had been fully
anonymized. Although patient data could be used within the
hospital where it was collected for research or educational
purposes without consent, it was reported that sharing
pseudonymized data for research purposes outside the hospital
where it was collected was generally not possible under Bavarian
law without consent. Participants reported that this could make
the use of Bavarian patient data in multicenter studies highly
bureaucratic and time consuming. Although many participants
thought it was important that the GDPR research exemption
existed, they reported that it is currently used seldom and very
restrictively:

I welcome the fact that this exception exists.
Ultimately, it says that the common good takes
precedence over individual rights under certain
circumstances. That also has to be weighed up. It is
also right that ethics committees are called upon to
weigh up such things. [P18, ethics committee]

And that is the attitude of our ethics committee. We
are very restrictive [with the research exemption].
One can ask the patient. [P02, ethics committee]

So we have never actually applied this article. And
it’s also questionable. So I think that the supervisory
authorities will apply very strict standards when it
comes to research privilege. So as I said, we have
never applied it. It’s really only ever consent that
comes into question. [P12, data protection]

Participants reported that the strict handling of patient data in
Bavaria continued during the COVID-19 pandemic, although
COVID-19 project applications were assessed more urgently

than other research applications. COVID-19 projects were
primarily conducted based on patient consent or anonymization,
and participants felt that the GDPR research exemption did not
play a significant role during the pandemic. Nevertheless, some
research ethics committee representatives reported instances
during the pandemic where their committees had allowed the
use of pseudonymized data for research purposes without patient
consent, as they wanted to allow valuable research to be
conducted; however, they saw themselves at risk of breaking
the law:

It [the GDPR research exemption] played practically
no role for us. It did not have to be forced, because
as an ethics committee we made it possible from the
outset to work with the data. The patients who were
COVID positive and able to give consent were, as far
as I know, very willing to agree to this, and those who
were not able to give consent because they were too
ill, we as an ethics committee stuck our necks out so
that their data and samples could also be used. [P10,
ethics committee]

For many participants, balancing the protection of patient
privacy with health research for the common good was at the
core of many of these challenges, which was particularly
pronounced during the COVID-19 pandemic. Research ethics
committee representatives saw it as their responsibility to
consider how to best balance these issues:

Of course, there are always situations where two
fundamental rights conflict with each other. This is
precisely what we have now with this COVID situation
[...] Then it is also clearly a matter for society to
discuss where we stand. In case of doubt, which of
these fundamental rights is more important to us, and
in what form, and how can we take the other into
account accordingly? And that’s one of the points we
have here. I think that’s the case with many ethics
committees, that they say, well, the right to data
protection, and the right to research, that’s also a
right. If there is an extreme contradiction, then we as
an ethics committee are authorized, or there is a
social consensus that the ethics committees are
authorized, to simply look at how strongly the
personal right is restricted and how strongly do we
restrict the research project. If we had a research
project that did not yield any knowledge, then it would
not matter. Then the right to privacy always applies.
But if we have an emergency situation, then you can
probably also say, these retrospective analyses, you
might not necessarily need patient consent. [P2, ethics
committee]

Nevertheless, a number of participants thought that the current
strict handling of patient data in Bavaria and Germany generally
undermined important health research:

If you ask me personally, I actually find the handling
of patient data in Germany too strict. We would need
to create legal regulations as other countries have
done. Health data protection laws or research data
protection laws, for example [...] That would be
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feasible. But if you follow the discussion about this
patient data protection law for [statutory health
insurance] patients within the framework of the
telematics infrastructure, we Germans, or many
Germans, have a fundamental distrust of state
institutions and are therefore not prepared to make
data available that would really be very helpful for
medical research. As a legislator, you probably have
to accept that. And in this respect, yes, that is my
personal opinion. I think it’s a pity, because we fall
behind many other countries in the context of medical
research, but yes, that’s a decision of the legislator.
[P5, data protection]

Barriers to Collaborative Health Data Research in
Bavaria
Participants identified three key groups of barriers that led to
difficulties in conducting collaborative health data research in
Bavaria: (1) the wider ecosystem at many Bavarian health care
organizations, (2) legal uncertainty and risk minimization, and
(3) participants’ ethical views.

Wider Ecosystem
A number of participants identified issues in the wider
ecosystem at many Bavarian health care organizations as
underlying barriers to collaborative secondary-use health data
research.

Medical Informatics
Although participants noted increasing pressure from the
German-wide Medical Informatics Initiative to use health data,
it was reported that many Bavarian health care organizations
were still not using the valuable data they possess. Medical
informatics systems were often reported to be inadequate and
that there were insufficient people with the right knowledge
and skills to implement such systems:

However, this is more likely to come about as a result
of pressure from the higher goals of the medical
informatics initiative. Simply saying, people, you have
to get your data usable at all. And that means there
is already an interest among clinics as well. Because
they know what a treasure trove of information they
have that they don’t even use. Even to the detriment
of patients, they don’t use it or can’t use it. Because
the information that is available is not used. That is
a disadvantage. And I believe that the clinics are
already working on this, but there are not enough
people to implement it. There is a lack of computer
scientists who can implement this, they are being
swept off the market because everyone needs one.
And data protection experts. So that’s all being built
up right now. So I think that’s why it’s a difficult time
right now, because I think they’re all being built up
on a voluntary basis. There are structures being
created. I think medical informatics is a big driver to
systematically create structures nationwide, that’s
why I say that so often. And then the hospital boards
say, yes, finally something uniform. The others are

doing the same. Maybe that’s something that helps a
little bit. [P20, ethics committee]

GDPR Implementation
Some participants felt that the basic implementation of the
GDPR is still lacking in many Bavarian health care
organizations; smaller institutions, in particular, were reported
to have insufficient financial and personal resources to
adequately implement it. Some participants were also not in
favor of using the research exemption until sufficient
implementation of the GDPR was achieved:

Well, funnily enough, so after we have been standing
here since 2018, three years later, we are still lacking
the basic implementation of the GDPR, I think it is
the last remaining bastion that is being taken care of
here. [Interviewer: So it's sort of, we need to get this
place up and running first?] Right. Yes, but actually
it's like that. So already data protection per se. So to
somehow take all these requirements into account,
that's already difficult in itself. And then there's the
question of how to implement it, especially
technically. And then somehow this research
exemption, that would be the crowning glory, so to
speak. To be honest, that may be different at other
universities that have more money available and are
also larger, but not at our university. I think we are
basically too small for that and we are not...It's also
still a matter of manpower. So you also have to have
time and capacity for it somehow. First of all, the
basic technical possibilities for complying with the
GDPR are lacking at every turn. So I am no longer
in favour of this kind of research exemption. [P27,
ethics committee]

Strict interpretation of the GDPR also made life very challenging
at the beginning of the pandemic, with a participant calling for
more flexibility and proportion during the pandemic:

The GDPR made life difficult for us in the first few
weeks. Because we were partly inhibited in our
interaction with the health authorities. That is, so
documents that in the Stone Age could only be sent
back and forth by fax. Then, when it came to
discharging patients to home isolation, etc., we had
to do it by fax. That was very tedious. And there, of
course, one would like to see a little sense of
proportion in the pandemic. And, as the saying goes,
the church should be left in the village and not just
read the letter of the law. Because sometimes things
have to move very quickly in pandemic times. And we
really have to adapt requirements to the situational
context. [P03, researcher]

Legal Uncertainty and Risk Minimization
Participants perceived legal uncertainty regarding a number of
issues were leading people to be risk adverse in relation to
collaborative secondary-use health data research in Bavaria.
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Bavarian Hospital Act
Participants identified the Bavarian Hospital Act’s Article 27
on Data Protection as a significant barrier. Although participants
reported that the act permitted patient data to be used within
the hospital for education and research purposes, they repeatedly
noted the challenges raised by the requirement in Article 27
that patient data must remain in the custody of the hospital.
Participants felt that the provisions of the Bavarian Hospital
Act prevented the GDPR research exemption from being used
and that patient consent is required if pseudonymized data are
shared with third parties for research purposes:

However, this is not based on the research exemption
that you allude to in the GDPR. And in my opinion,
it is also not possible in Bavaria, because the
Bavarian Hospital Act contains special regulations
that prevent this. [P05, data protection]

That is one point and the other, which I must of course
make clear, according to Article 27, Paragraph 4, of
the Bavarian Hospital Act, I may indeed conduct
research in the hospital with the data as a treating
physician, I may commission others, but the data, if
I do not have consent, may only leave the house
anonymized, which brings us back to the vexed topic
of what is anonymised? [P04, data protection]

Nevertheless, participants reported that the GDPR research
exemption had been incorporated into the Bavarian Data
Protection Act but that Article 27 of the Bavarian Hospital Act
had not changed:

And in the Bavarian Data Protection Act, such things
are partly taken up. [...] In as much, the Bavarian
legislator, and it explicitly says above the processing
for research purposes, has more or less taken
reference to this, has created a regulation, for
processing data for research purposes, but has not
attached or has not changed Article 27 of the
Bavarian Hospital Act. [P05, data protection officer]

Participants described how this situation created a great deal of
legal uncertainty in Bavaria and led to a general unwillingness
to share pseudonymized patient data for secondary-use data
research without consent.

Vagueness of Law
Regarding the GDPR research exemption, participants reported
that as there was significant perceived vagueness in the law in
Germany, people avoided using the research exemption to
reduce their legal risk:

So they would still need a national law that really
allows this. And the laws that currently allow this are
very general. So they say that if the research objective
cannot be achieved in any other way, then you can
also use personal data. [...] The deeper this
encroachment is, the less help general clauses and
laws are. That’s the case throughout German law.
And it’s the same here. So you can’t create a large
research project with a deep intrusion into the rights
of people and say that I have a general clause that
says, if there’s no other way, then that’s how we’ll

do it. So as I said, in the Bavarian hospital law it is
explicit. It says, yes, you are allowed to do research
with the data. And there is also an exception in the
data protection law, which gives a suitable guarantee,
so to speak. This does not mean that the data may not
leave the custody of the hospital. And such, such a
clause or such a regulation does not exist nationally,
and therefore we have a bit of a problem. So the
opening clause GDPR, yes, but national law, very
shaky. [P08, data protection]

Yes, we have with this [research exemption].
However, I understood the lawyers to say that this
exemption is so vague that in case of doubt, if the
patient sues, the physician is poorly advised if they
do not have the consent. Because we simply have
more sensitive data here. So we don’t invoke this
research exemption in research or in the ethics
committee. In any case, so far, I think there is a
consensus among all ethics committees that this
[research exemption] is not sufficient. [P02, ethics
committee]

Of course, we would prefer that or that there would
be a concrete definition of how to deal with the
research exemption of the GDPR. As far as I know,
also from colleagues, we have actually avoided all
of this so far and taken the standard route. We see to
it that we get consent. [P04, data protection]

Variations in the Interpretation of the Law
Participants also reported that wide variations in the
interpretation of the law could create significant uncertainty
and cause researchers to take a very conservative approach to
minimize risk. At the local level, participants reported that a lot
depended on the makeup of the research ethics committee,
whether it was more medically or legally oriented, with a legally
oriented ethics committee seen to be more complicated:

The other problem is that ethics committees are
structured differently. Whether they are more
medically oriented or more legally oriented. So that
has to be said honestly. And the more legalistic it
becomes, the more complicated it usually is. Because
it depends on whether you are looking for a solution
or whether you say, I’ll make it easy for myself, I’ll
forbid it for now or I’ll put up some kind of hurdle
and then I’ll have peace, I’ll close it now. As such it’s
very difficult to balance in between them. Because
both sides are right, but it’s always a trade-off. [P20,
ethics committee]

Local ethics committees and data protection officers did not
have the same opinion, sometimes resulting in additional hurdles
for the researchers:

But even there, there was and is a lot to clarify with
data protection officers. Because sometimes there are
two hurdles. One is the ethics committees, which are
then called upon, and the other is the data protection
officers, who do not necessarily always have identical
ideas. [P20, ethics committee]
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Collaborative research at the national and international levels
was reported to be generally difficult, with a lack of consensus
among data protection commissioners and variations in local
laws:

However, in the overarching sense of the exemption
regulation, they have to deal with the individual data
protection commissioners of the federal states. This
makes supra-regional studies extremely difficult
because there are so many different opinions of the
data protection commissioners and no general opinion
can be reached. [P20, ethics committee]

Even that doesn’t necessarily help you, because of
course data protection is also covered by many
area-specific regulations such as the state hospital
laws. Yes. This means that what Bavaria now applies
does not necessarily apply equally in the case of
Rhineland-Palatinate. [P04, data protection]

And yet we have 16 or 17 supervisory authorities with
different ways of applying the law. Because it is
somehow difficult when the data protection
commissioner in Baden-Württemberg says something
different about the same facts as the data protection
commissioner in Berlin. And the further north, the
stricter. That has to be said quite clearly. [P05, data
protection]

One area cited by the participants as resulting in significantly
different interpretations was the distinction between
pseudonymized data and fully anonymized data:

Is it absolutely anonymised or is it relatively
anonymised? Is the recipient of the data anonymous,
because he doesn’t know that 150 is Mrs Meier? Or
does someone who has passed it on still have a list
somewhere that says 150 is Mrs Meier? There are
also different interpretations. To be fair, it has to be
said that with the strict interpretation it will never be
possible to create anonymised data. But here too, as
we have learned, there is no agreement among the
data protection commissioners, neither in Germany
nor throughout Europe. [P20, ethics committee]

When sharing data, I have to inform the person
responsible, in our case the board of directors, about
the legal risk he is taking, because there is no secure
interpretation of when pseudonymised data, which
cannot be identified by another person, i.e. which are
in fact anonymous in the old way of speaking, fall
under the GDPR or not. And there are both
interpretations in the literature. And research projects
that you absolutely want to have, let’s say, then
perhaps you tend to say that this is not your own legal
basis for dealing with de facto anonymous data. And
if at some point the ice becomes too thin, then perhaps
in other cases one will say that it is personal data,
we cannot do it without consent. [...] I point out every
time that there is a certain risk here when you share
this data. However, I consider the actual risk of a
supervisory authority in Covid times taking action
against a research institution that actually exchanges

anonymous data to be really small. [P08, data
protection]

Ethical Views
The reluctance to conduct health data research without patient
consent also reflected participants’ ethical views. Some
participants felt that patient consent ought to be obtained
whenever possible to respect patient autonomy, and
consequently, that the use of the research exemption should be
very limited and as an option of last resort:

So you’re right. I’m a bit reluctant to take this as a
license for all kinds of things. Fortunately, it has to
be said that many researchers don’t even know this
recital. Even within the Ethics Committee, probably
not every member knows it in detail either. But yes,
I have already said a few times that I would support
and welcome something like this. If this is really useful
and actually advances science, and I see myself as a
scientist in the same way. Then I think, yes, we should
use it. But if it serves the laziness somewhere and he
says, no, I can do it much more elegantly and it’s all
so time-consuming and always inform the poor patient
and in the end he doesn’t agree. Then to take refuge
in that, I think, is not correct. [P18, ethics committee]

Some participants perceived a risk that the research exemption
could lead to a carte blanche to use patient data and questioned
why COVID-19 research should be treated differently from
other types of research:

As far as the [research exemption] is concerned, this
is viewed somewhat more cautiously, because
otherwise it can degenerate into a carte blanche. We
do research on humans. I mean, why is Corona now
higher-ranking than cancer research or something?
[P20, ethics committee]

Facilitators for Collaborative Health Data Research
in Bavaria
To improve health data research in Bavaria, participants wanted
greater legal certainty regarding the use of pseudonymized data
for research purposes without patient consent. In the short term,
some participants felt that a clear statement from relevant local
authorities clarifying the application of the law would be helpful:

I would suggest the following. Briefly, at least in the
short term, a stipulation by the relevant state
supervisory authorities that project data and really,
I would call it project pseudonymised data, which are
not traceable for the recipient of this data under any
reasonable conditions and using any normally
applicable means or methods, are treated the same
as fully anonymised data as far as the transfer of data
is concerned and this transfer of data does not require
consent. It is equivalent to fully anonymised data as
far as data transfer is concerned and this data
transfer does not require consent. In the long term, I
would like to see an amendment to Article 27 of the
Bavarian Hospital Act to the effect that I can say that
data may leave the hospital anonymised and
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correspondingly properly pseudonymised without
requiring consent. [P04, data protection]

Well, there could be a clear statement by the Bavarian
legislator, so to speak, about what data is affected
and how, from the point of view of...well, if you could
give people more legal certainty and perhaps also a
public statement of this information... By making this
statement officially, a lot would be gained. If we had
something to refer to, whereby, as I said, the Bavarian
hospital laws already have this research possibility,
but it is always limited in the sharing. [P20, ethics
committee]

However, most participants ultimately thought that Article 27
of the Bavarian Hospital Act needed to be amended to allow
appropriately pseudonymized data to leave the hospital without
the explicit consent of the patient:

In my opinion, this can only be done if the legislator
amends Article 27, Paragraph 4 of the Bavarian
Hospital Act. And not only for Covid data, but I think
for research into...So Covid is of course important
and currently very high. But there are many other
diseases [...] and if there were a legal basis for using
this data for research purposes across the board, that
would certainly, as I briefly mentioned before, for me
personally, yes, that wouldn’t be bad. [P05, data
protection]

In the long term, I would like to see an amendment
to Article 27 of the Bavarian Hospital Act to the effect
that data may leave the hospital anonymised and
correspondingly properly pseudonymised without
requiring consent. [P04, data protection]

However, participants also pointed out that this situation cannot
be improved by Bavaria alone and saw the need for a federal
law for the handling of research data:

To be honest, I don’t see Bavaria as the decisive
factor for advancing research in an area like this.
You have to talk to more specialised centres, and the
German university hospitals are already a good
cluster. Although at the level of a university hospital,
I would say that a Bavarian regulation would perhaps
be easier to implement in parliament, but all the
projects of the National University Medicine Initiative
alone would not be helped here, because they are all
coordinated via Charité. [P08, data protection]

I would like to see something like a research law or
at least a binding specification of the requirements
and a binding harmonisation of the requirements at
federal level. We should say that we are enacting a
research law and that data should be handled in such
and such a way. Taking into account the GDPR, data
protection regulations, hospital regulations and other
regulations. [P04, data protection]

Discussion

Principal Findings
This is one of the first qualitative studies examining European
stakeholders’ views and use of the GDPR scientific research
exemption for secondary-use health data research, either during
or before the COVID-19 pandemic. It also aims to add empirical
insight to the global debate about the conflicting goals of
furthering public health and health research on the one hand
and protecting individual privacy and ensuring responsible data
use on the other. This study has resulted in two key findings:
(1) stakeholders in the German federal state of Bavaria were
generally unwilling to use scientific research exemption owing
to legal and ethical concerns and (2) stakeholders felt that the
current strict handling of patient data is undermining important
health research. This study suggests that the balance between
enabling the positive goals of health data research and avoiding
associated data protection risks can often be heavily skewed
toward avoiding risks; thus making it extremely difficult to
reach the goals of health data research. This is important as it
is widely recognized that there is an ethical imperative to use
health data to improve care. The current approach also creates
a problematic conflict with Germany’s, and the federal state of
Bavaria’s, ambitions to be a leader in AI. However, this is also
a challenge for many other countries.

Despite recent research indicating that abolishing consent for
secondary research use of clinical data will likely be acceptable
to a large majority of German patients [28], Germany and many
other countries, including in the EU, are still pursuing a consent
or anonymize approach. Various authors have argued for several
years that this approach undermines data-intensive medicine
and that there is a need to specify the appropriate conditions for
using a research exemption from consent [21]. Article 9(2)(j)
of the GDPR sets out a scientific research exemption for
processing sensitive personal data, which could occur without
consent if subject to appropriate safeguards and if such rights
would render impossible or seriously impair the achievement
of the research purpose—see Article 89(1). Such a research
exemption has a number of advantages in the context of the
secondary use of health data for research purposes. The data
from a large number of patients not requiring consent can be
covered by the same provision. The existence of the research
purpose is also relatively independent of further developments.
In contrast, for example, if the data processing is based on
Article 9(2)(i) GDPR, which explicitly allows the processing
of sensitive personal data if it is “necessary for reasons of public
interest in the area of public health,” the processing can only
take place as long as it is necessary to protect against the risk.
If the situation stops being so dangerous, it would have the
consequence that the data could not be used any further, not
even to avert more abstract or possible future dangers [70].

However, as this study highlights many countries across the
world continue to pursue a restrictive approach regarding the
secondary use of patient data and seldom allow the use of data
without consent or anonymization. As the participants of this
study noted, various regulatory regimes must be considered,
both at the national and European levels, with regard to the legal
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use of data in EU countries. Owing to the primacy of the
application of EU law, the lawfulness of data processing is
governed by the GDPR. This is supplemented by further general
data protection laws at the national level (for Germany, the
Federal Data Protection Act), as well as the state level (for
Bavaria, the Bavarian Data Protection Act). However, Article
9(2)(i) of the GDPR—in conjunction with Article 89(1)—does
not constitute separate authorization for data processing for
research purposes [71]. Rather, the member states must make
use of this opening clause through their own law. For Germany,
this means that because of the federal system and the different
competences of the federal government and federal states, the
competence is initially based on the national competence
regulations. Corresponding regulations can be found in section
27 of the Federal Data Protection Act; Article 25 of the Bavarian
Data Protection Act, Act 25, section 27; and in Article 27 of
the Bavarian Hospital Act. However, the decisive competence
in this area usually lies with the federal states (exceptions may
occur in individual cases, but in principle, hospital acts apply
to all hospitals in a federal state, regardless of whether they are
run publicly or privately or church-run). Furthermore, the
regulations of the more specific Bavarian Hospital Act take
precedence over those of the general Bavarian Data Protection
Act (principle lex specialis derogat legi generali). Article 27(4)
of the Bavarian Hospital Act states the following:

1. “Hospital physicians may use patient data insofar as this is
necessary within the framework of the hospital medical
treatment relationship, for initial, further and continuing
training in the hospital, for research purposes in the hospital
or in the research interests of the hospital.”

2. “They may instruct other persons in the hospital to do so,
insofar as this is necessary for the fulfillment of these tasks;
for the purposes of research in accordance with sentence
1, they may permit other persons to use patient data if this
is necessary for the implementation of the research project
and the patient data remain in the custody of the hospital.”

3. “Such persons shall be bound to secrecy.”
4. “The hospital administration may use patient data to the

extent necessary for the administrative processing of patient
treatment.”

The regulations are narrower than the general data protection
requirements in Article 25 of the Bavarian Data Protection Act.
In particular, the Hospital Act requires that the data remain in
the custody of the hospital. This restriction is not provided for
by the Data Protection Act. However, it is up to the member
states to decide in which form and under which further
conditions they make use of the opening clause. If the
requirements of Article 27(4) of the Bavarian Hospital Act
cannot be met, one of the other justification options for data
processing from Article 9(2) GDPR must be used. Therefore,
the current legal requirements in Bavaria hinder the use of
patient data for research purposes. Other German federal states
have similar regulations to Bavaria; however, some states (eg,
Bremen or North Rhine-Westphalia) have opted for more
detailed regulations. There is a need to examine such local
regulations in more detail, not only in Germany but also in other
countries and how these are affecting the secondary use of
patient data.

Recent developments in the field of German public
administration known as norm screening (Normenscreening)
could potentially provide a systematic approach to minimize
such legal barriers. To encourage digital transformation and
reduce existing barriers, some German federal states (eg,
Schleswig-Holstein and Saarland) reviewed their entire public
state laws to identify all norms that could act as barriers to
further digitalization. As a result, the federal state of Saarland
identified and categorized more than 1000 rules, and those
preventing, or at least complicating digitalization, were removed
or at least changed into more moderate forms. Such a screening
process could be used to identify all types of legislative
obstacles, sort them, and enable fundamental changes. Therefore,
it is suggested that a screening process could be used to
harmonize and minimize barriers in regulations regarding the
use of patient data for research purposes. The focus would be
on regulations that are narrower than those required by EU or
constitutional law. This screening process would likely be
beneficial to all EU members, as member states are required to
make use of the GDPR scientific research exemption through
their own national law and will therefore likely face similar
challenges as those described in Germany. This approach could
also, in principle, be applied outside Europe.

In an era of increasing global collaborative health research
efforts, however, significant variations in laws regarding this
issue are not only a problem within countries but also across
countries [18]. Concerns have long been raised that the GDPR
allows too much room for interpretation of the regulation by
member states on key aspects of data protection, including
sufficient methods of pseudonymization, when data are
considered fully nonidentifiable, what further limitations should
be set on processing sensitive data for research purposes, and
sufficient safeguards and conditions for processing data under
research exemption [72]. Although this may help recognize
local values and norms, it risks undermining the goal of the
GDPR to address the heterogeneity of data protection within
the EU. The process of norm screening on a national level could
potentially help identify already existing similarities between
member states as well as detect best practices, which could
support the progress on EU-level.

Germany, and Bavaria in particular, prides itself for research
impact and innovation potential. However, their current
approach to patient data is often heavily skewed toward avoiding
risks; thus making it extremely difficult to reach the goals of
health data research. This approach also conflicts with their
stated ambitions to be leaders in AI. Benefiting from
data-intensive medicine, particularly activities driven by AI
technologies, requires first and foremost, having access to data.
Being very restrictive with secondary patient data use at the
same time as pouring significant amounts of public funds into
data-intensive medical and medical AI is inconsistent and
arguably unethical, as it constitutes a waste of public resources
and, at worse, may end up causing patient harm owing to
unrepresentative and biased data sets and models [73].
Politicians and policy makers need to take the issue of data
access and sharing more seriously.
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Strengths and Limitations
This is a qualitative study that did not collect statistically
representative data. However, we included a range of experts
who have direct experience with sharing COVID-19–related
health data for research purposes in Bavaria, which makes it
likely that this study has captured key aspects of a multisided
issue. A bias might exist toward the reporting of socially
desirable attitudes [74]; however, given that our results are
rather critical of current practice, we believe that such a bias is

limited. The study was only carried out in Bavaria, and there
may be some regional and country-specific differences that
might limit the generalizability. Nevertheless, many of the key
issues are associated with aspects that are common in other
countries (eg, balancing the goals of public benefit of the
research with consent and privacy), and these findings are likely
to be of wider international interest. The strengths of this study
include the fact that it is, to our knowledge, one of the first to
investigate stakeholders’ views and use of the GDPR scientific
research exemption either during or before the pandemic.
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Abstract

Background: With the influx of medical virtual reality (VR) technologies, cybersickness has transitioned from a nuisance
experienced during leisure activities to a potential safety and efficacy concern for patients and clinicians. To improve health
equity, it is important to understand any potential differences in cybersickness propensity among demographic groups, including
racial groups.

Objective: This study aims to explore whether cybersickness propensity differs across racial groups.

Methods: We collected self-reported cybersickness ratings from 6 racially diverse independent samples within 1 laboratory
group (N=931). In these studies, the participants were asked to perform tasks in VR such as traversing environments, pointing
at and selecting objects, and interacting with virtual humans.

Results: Significant racial differences in cybersickness were found in 50% (3/6) of studies. A mini meta-analysis revealed that,
on average, Black participants reported approximately one-third of SD less cybersickness than White participants (Cohen d=−0.31;
P<.001), regardless of the nature of the VR experience. There was no overall difference in reported cybersickness between the
Asian and White participants (Cohen d=−0.11; P=.51).

Conclusions: Racial differences in cybersickness indicate that researchers, practitioners, and regulators should consider patient
demographics when evaluating VR health intervention outcomes. These findings lay the groundwork for future studies that may
explore racial differences in cybersickness directly.

(J Med Internet Res 2022;24(6):e36843)   doi:10.2196/36843

KEYWORDS

cybersickness; racial differences; virtual reality; head-mounted displays; simulator sickness

Introduction

Background
Cybersickness is a common negative physiological effect of
exposure to virtual reality (VR), with symptoms similar to
motion sickness, including disorientation, nausea, headache,
and eye strain [1]. Recent technological advances have led to
the widespread use of low-cost VR technologies. In turn, VR

technologies that were developed and primarily used for gaming
and entertainment have been applied broadly across areas such
as education, industry, and medicine. Medicine, in particular,
is a rapidly expanding application space for VR technologies,
including new developments in a range of areas such as medical
education and training [2], physical therapy and rehabilitation
[3], surgical planning [4], pain management [5-7],
psychotherapy [8,9], and treatment for ophthalmic disorders
[10]. As medical VR technologies have become more
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commonplace, cybersickness has transitioned from a nuisance
to a potential safety and efficacy concern. Cybersickness
concerns have prompted researchers [11-14], professional groups
[15], standards organizations [16], and the US Food and Drug
Administration [17] to address prevention, assessment, and
mitigation strategies.

When researchers and clinicians are making benefit-risk
determinations for emerging VR technologies, they should
consider cybersickness propensity. Although cybersickness is
a well-known response to VR exposure, the full range of causes
and risk factors are not well understood. This knowledge gap
may be a barrier in assessing the safety and effectiveness of VR
technologies for all users. Thus far, the scientific literature has
identified several factors that are linked to differences in
cybersickness risk. It is well known that elements of VR content,
VR hardware, and the interface between them influence
cybersickness outcomes [18,19]. Certain demographic and
within-person factors have also been connected with propensity
to experience cybersickness, such as age [18,20-23], sex and
gender [18,22,24-26], BMI [27], and health and health history
[28-30]. A large meta-analysis of existing literature (k=137)
recently found that various individual differences predict
cybersickness propensity, including gender, real-world
experience, technological experience, possessing a neurological
disorder, and possessing a relevant phobia [31]. However, this
meta-analysis did not consider race as a potential moderator.

Racial Differences in Cybersickness and Motion
Sickness
Studies investigating potential cybersickness differences by
user race could provide valuable new insights into potential
inequities in VR accessibility, which is critical for ensuring that
this emerging technology is accessible to all in the future.
Currently, such studies are lacking in the cybersickness
literature. However, early research has suggested that there are
racial differences in motion sickness propensity. For example,
a series of studies conducted in the United States found that
Asian participants reported more motion sickness symptoms
than White and Black participants [32-34]. This racial difference
was maintained regardless of whether the Asian participants
were born in the United States or were recent immigrants [35].
This led the authors to posit an evolutionary and genetic basis
for these differences. However, this conclusion is at odds with
the modern understanding that race is a social construct rather
than a biological or genetic one. As such, the identified
differences in motion sickness reporting by race may
alternatively reflect cultural and social differences that result,
in part, from systemic differential treatment. Various other
sociocultural factors may contribute to racial differences in
reporting of discomfort such as language, acculturation, learning
and cultural conditioning, and attention to uncomfortable stimuli
(refer to Lasch [36]). More recent research conducted in
Germany found that Asian participants reported less motion
sickness than White participants [37]. However, this study found
that Asian participants had a shorter tolerance for rotation
despite reporting less motion sickness, which may indicate
differences in motion sickness reporting that are separate from
physical experience. Overall, the existing research on racial
differences in motion sickness is limited. Moreover,

cybersickness, although related to motion sickness and simulator
sickness, is a distinct phenomenon, with disorientation being
more common and oculomotor symptoms being less common
[38]. Given these differences between motion sickness and
cybersickness, racial variability in cybersickness warrants
investigation.

In anticipation of evaluating VR-based medical product efficacy
alongside VR-associated risks across patient demographics, it
is important to understand any potential underlying differences
between groups related to these outcomes. Addressing this
knowledge gap aligns with an increasing regulatory focus on
health equity [39] as well as related efforts to promote diversity
in study populations and evaluate potential differential product
outcomes by patient demographics [40]. The potential for
race-related variability in the performance of medical
technologies was recently illustrated by a safety communication
on the limitations of pulse oximeter devices, which highlighted
the potential accuracy differences between patients with dark
and light skin pigmentation [41]. Similarly, medical use of VR
may be susceptible to racial inequities in ways that have not yet
been uncovered. Thus, although theory and previous literature
do not provide a clear path toward hypothesizing racial
differences in cybersickness, it is important to explore existing
data associated with VR use to determine whether racial
variability in cybersickness exists. Understanding the differences
in cybersickness propensity based on race is critical to ensuring
that this emerging technology is accessible to all in the future.

Currently, studies exploring racial differences in cybersickness
are lacking. To address this gap in the literature, we reported
data from 6 independent samples collected within 1 laboratory
group. In these studies, participants were asked to perform
various tasks in VR such as traversing environments, pointing
at and selecting objects, and interacting with virtual humans.
The analyses compared self-identified Black and Asian
participants’ reporting of cybersickness to that of self-identified
White participants. Comparisons between Black and Asian
participants were also included in individual studies, where
feasible. These 3 racial groups were chosen for comparison
because they were well represented across all study samples
and represent groups of interest for potential disparities when
evaluating VR health care devices for use in the United States.
White participants were chosen as the comparison group in the
analyses because they are the most represented racial group in
the existing literature. We also report a mini meta-analysis to
illustrate the overall trends across all 6 studies. Together these
studies are intended to reveal any differences in reported
cybersickness between racial groups and lay the groundwork
for future studies that may explore these differences directly.
To the best of our knowledge, this is the first report of racial
differences in cybersickness in the literature and is therefore a
critical first step that should be explored in future research.
Ultimately, addressing racial differences in cybersickness will
help to move toward greater health equity.
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Methods

Overview
This analysis included data from 6 experimental trials conducted
for other purposes (Table 1). All studies were conducted
between 2009 and 2020 through the Immersive Simulation
Program at the National Human Genome Research Institute,
National Institutes of Health. All research participants were
recruited from the local community. VR was used at the
program’s laboratory facility.

Each study used one of 2 types of VR settings: a buffet
restaurant environment called the VR buffet [42] or a clinical

examination room environment. Both VR programs were created
using the Vizard VR platform [43]. Studies were selected for
inclusion because they administered measures of participant
cybersickness symptoms using a variant of the Short Symptoms
Checklist (SSC) [44], because they recorded participants’
self-reported race, and because data were available for analysis.
In all studies, the possibility of experiencing cybersickness was
communicated to participants both in the consent form and by
the research assistant during the study. Participants were told
that they were welcome to stop the study if they experienced
any cybersickness symptoms. This rarely occurred in practice.
More details about each study are available in the original
publications [45-50].

Table 1. Characteristics of the virtual reality (VR) environment for each research study.

Aim of the studyHeadsetLocomotionContentYear

Measure the influence of messages about children’s diet on parents’
feeding behavior

HTC ViveWalkingVR buffet2017Study 1

Measure the influence of children’s risk information provision on parents’
feeding behavior

nVisor SX60WalkingVR buffet2011Study 2

Assess medical students’ reaction to a virtual patient’s weight in a clinical
scenario

nVisor SX60WalkingVirtual clinic2009Study 3

Assess medical students’ use of a virtual patient’s genomic risk informa-
tion in a clinical scenario

HTC Vive ProSeatedVirtual clinic2020Study 4

Assess reaction of women with overweight to virtual provider’s messagesnVisor SX60SeatedVirtual clinic2014Study 5

Assess reaction of women with overweight to virtual provider’s messagesnVisor SX60SeatedVirtual clinic2012Study 6

VR Environments

The VR Buffet
The VR buffet is a simulated buffet restaurant in which parental
food choices for their child are assessed by tracking the parents’
virtual food selections. Outcomes for the VR buffet are a
validated measure of parental food choices [42]. The

participants’ physical movements drive the viewpoint in the
virtual world, such that walking around the physical room
corresponds to walking around the virtual buffet. Participants
made food selections in the virtual buffet using a controller.
Once all food and drink selections were made, participants
selected a virtual cash register to indicate completion. Figure 1
shows the VR buffet environment.

Figure 1. Screenshots of buffet and clinical virtual reality environments.

VR Clinical Simulations
Several VR clinical simulations are included in which
participants are immersed in a virtual medical examination room

as either the provider or patient and asked to interact verbally
with a virtual human playing the opposite role. When medical
students (as opposed to patients) are the users, they are also
asked to read information about the virtual patient’s medical
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records on a virtual computer monitor or tablet situated within
the VR environment. A research assistant controlled the
prerecorded statements of the virtual human interaction partner.
In most cases, users are seated in this virtual environment,
although there is also a version in which users can walk around
and approach their virtual interaction partner. Figure 1 shows
a sample VR clinical simulations.

VR Equipment
All studies were conducted within the same physical laboratory
environment, which consisted of a room fitted with a 6-dof VR
headset system. The headset and equipment used differed across
studies (Table 1 provides information on the system used in
each study). The earlier VR system included an NVIS nVisor
SX60 headset with a WorldViz Precision Point Tracking System.
A handheld presentation pointer was modified to provide hand
control of the selection tool in the VR buffet environment. Later
systems included an HTC Vive headset with an integrated
tracking system or an HTC Vive Pro headset with an integrated
tracking system. In both cases, the relevant Vive or Vive Pro
controllers were used for hand control when needed.

Study Inclusion and Exclusion Criteria
Several inclusion and exclusion criteria (eg, gender, age, and
parental status) varied between studies based on the content of
the specific research study. All studies also had exclusion criteria
related to the use of the VR equipment. In all studies, potential
participants were excluded if they reported having epilepsy,
seizures, or a vestibular disorder or if they reported having vision
or hearing that was neither normal nor corrected to normal. In
most studies, a known pregnancy was also an exclusion criterion.
Potential participants were excluded if they reported higher
levels of propensity to motion sickness. Participants were asked
the following question: “How easily would you say that you
get motion or car sickness on a scale of 1 to 7 where 1 would
be that you ‘never get motion sick’ and 7 would be that you
‘get sick easily’?” Those who answered 6 or 7 on a 7-point scale
were deemed ineligible for participation. As such, all
participants in the included studies were individuals who did
not identify themselves as being particularly vulnerable to
motion sickness symptoms.

All participants were encouraged to adjust the VR headset
themselves while viewing the VR environment. For example,
participants were asked to move the headset up and down on
their face and then to use the adjustment that would “move the
lenses closer together and further apart, allowing [them] to
focus.” They were repeatedly asked whether the virtual room

looked blurry and were instructed to make adjustments until
they felt that their view of the room was clear. After completing
the VR experience, the participants were asked to rate their level
of cybersickness as part of a larger questionnaire. Demographic
information including self-reported race was collected at pretest
or during the laboratory visit.

Measures
All studies included in this analysis administered a variant of
the Simulator Sickness Checklist, the SSC [43]. The SSC is a
commonly used self-report measure of cybersickness that
contains a subset of symptoms used in the longer Simulator
Sickness Questionnaire [50]. Most of the included studies used
a 5-item version of the SSC that assessed headache, blurred
vision, dizziness with eyes open, dizziness with eyes closed,
and nausea. Clinical studies involving women with higher
weight as participants (studies 5 and 6) used a 6-item version
that additionally assessed eyestrain. In all studies, each item
was measured on a 4-point Likert-type scale; some studies began
this scale at zero, whereas others began at one. The lowest end
point was labeled none or not at all, and the highest end point
was labeled severe (Table 2). For each study, the composite
cybersickness score was calculated by summing the responses
for each item on the scale. In all analyses, we retained all
original scale items and response options (without
transformation), as these may have influenced participant
responses [51]. Therefore, we caution readers that it is not
possible to compare raw cybersickness scores among the
included studies. We performed a mini meta-analysis for this
purpose.

The primary predictor in our analysis was the race of participants
included in the study. We considered the number of White,
Black, and Asian participants based on each participant’s
self-reported racial background. For a racial group to be
considered for analysis within a given study, at least 10
participants in the study needed to self-identify with that racial
group.

Additional variables assessed included self-reported gender and
age. BMI was calculated from weight and height, which was
self-reported except in the case of the 2 studies of medical
students (studies 3 and 4), where it was measured in the
laboratory. The time spent in the VR environment was
automatically calculated using the VR environment software.
The year of the study was determined as the year in which the
last participant data collection visit occurred. Table 3 provides
a summary of the demographic variables for each study.
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Table 2. Self-reported cybersickness symptoms by racial group.

Composite cybersickness,
mean (SD)

Severity rating of cybersickness symptoms for each item, mean (SD)Racial
group

Scale

NauseaDizzy (eyes closed)Dizzy (eyes open)Blurred visionEyestrainHeadache

Study 1 (0=none, 1=slight, 2=moderate, 3=severe)a

1.23 (1.68)0.13 (0.37)0.09 (0.33)0.39 (0.63)0.48 (0.61)N/Ab0.15 (0.44)White

0.57 (1.13)0.00 (0.00)0.11 (0.38)0.13 (0.45)0.34 (0.60)N/A0.04 (0.20)Black

0.85 (1.10)0.04 (0.19)0.07 (0.27)0.26 (0.45)0.26 (0.45)N/A0.22 (0.42)Asian

0.98 (1.49)0.07 (0.29)0.09 (0.33)0.29 (0.57)0.40 (0.58)N/A0.13 (0.39)Total

Study 2 (0=none, 1=slight, 2=moderate, 3=severe)a

1.23 (1.37)0.09 (0.30)0.19 (0.46)0.33 (0.56)0.44 (0.63)N/A0.18 (0.43)White

0.69 (0.94)0.06 (0.24)0.05 (0.22)0.19 (0.39)0.29 (0.48)N/A0.11 (0.32)Black

1.01 (1.23)0.08 (0.28)0.13 (0.38)0.27 (0.50)0.38 (0.58)N/A0.15 (0.39)Total

Study 3 (0=none, 1=slight, 2=moderate, 3=severe)a

1.14 (1.68)0.14 (0.40)0.12 (0.43)0.36 (0.59)0.40 (0.57)N/A0.12 (0.36)White

0.86 (1.05)0.03 (0.17)0.00 (0.00)0.38 (0.55)0.38 (0.55)N/A0.06 (0.24)Black

1.42 (2.03)0.21 (0.46)0.15 (0.36)0.42 (0.68)0.38 (0.61)N/A0.27 (0.54)Asian

1.16 (1.69)0.14 (0.39)0.10 (0.37)0.38 (0.61)0.39 (0.57)N/A0.15 (0.40)Total

Study 4 (0=none, 1=slight, 2=moderate, 3=severe)a

1.19 (1.19)0.00 (0.00)0.00 (0.00)0.12 (0.41)1.00 (0.78)N/A0.12 (0.41)White

0.73 (0.88)0.00 (0.00)0.00 (0.00)0.00 (0.00)0.81 (0.91)N/A0.00 (0.00)Black

0.78 (0.90)0.00 (0.00)0.00 (0.00)0.08 (0.28)0.56 (0.65)N/A0.08 (0.28)Asian

0.96 (1.05)0.00 (0.00)0.00 (0.00)0.08 (0.32)0.81 (0.78)N/A0.08 (0.32)Total

Study 5 (1=not at all, 4=severe)c

7.19 (1.27)1.01 (0.11)1.00 (0.00)1.08 (0.27)1.44 (0.56)1.56 (0.66)1.10 (0.31)White

6.81 (1.05)1.00 (0.00)1.03 (0.18)1.03 (0.18)1.36 (0.55)1.33 (0.50)1.03 (0.18)Black

7.01 (1.18)1.01 (0.08)1.02 (0.13)1.06 (0.23)1.40 (0.56)1.45 (0.59)1.07 (0.25)Total

Study 6 (1=not at all, 4=severe)c

6.91 (1.39)1.02 (0.13)1.03 (0.18)1.03 (0.18)1.32 (0.54)1.36 (0.58)1.14 (0.39)White

6.75 (1.56)1.05 (0.25)1.04 (0.19)1.06 (0.28)1.24 (0.49)1.24 (0.49)1.13 (0.51)Black

6.81 (1.50)1.04 (0.22)1.04 (0.19)1.05 (0.25)1.27 (0.51)1.28 (0.52)1.13 (0.47)Total

aScale minimum: 0; scale maximum: 15.
bN/A: not applicable.
cScale minimum: 6; scale maximum: 24.
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Table 3. Demographic variables for each study.

Time in virtual reality (seconds),
mean (SD)

BMI (kg/m2),
mean (SD)

Gender (female), n (%)Age (years), mean (SD)Sample, nRacial groupStudy

Study 1

318 (323)25.87 (5.51)60 (68)38.08 (5.72)88White

301 (294)31.63 (9.32)33 (69)36.31 (6.35)48Black

306 (214)25.64 (5.90)18 (67)39.12 (4.76)27Asian

Study 2

409 (491)30.18 (4.78)105 (100)38.89 (5.33)105White

389 (452)31.10 (5.18)75 (100)35.81 (5.62)75Black

Study 3

414 (119)23.92 (2.85)49 (47)26.55 (2.25)104White

433 (125)26.08 (4.43)21 (62)26.56 (3.74)34Black

414 (119)22.95 (3.74)24 (50)25.77 (2.48)48Asian

Study 4

664 (252)23.26 (3.63)20 (59)26.41 (2.66)34White

663 (218)25.56 (4.57)12 (75)26.06 (1.84)16Black

721 (185)23.53 (4.29)15 (60)25.96 (1.57)25Asian

Study 5

253 (21)31.25 (5.25)88 (100)35.24 (9.65)88White

255 (22)35.55 (8.16)85 (100)35.55 (8.16)85Black

Study 6

423 (60)36.33 (7.66)58 (100)35.35 (8.71)58White

427 (70)32.07 (6.03)109 (100)36.07 (11.24)109Black

Data Analysis
For each individual study, we conducted an ANOVA to examine
the relationship between participant race (2 or 3 groups
depending on whether Asian participants were present in
sufficient numbers to be included) and cybersickness. When
there were 3 racial groups, we examined planned contrasts to
assess the differences between individual racial groups. We also
examined zero-order correlations between cybersickness and 3
person-level variables: age, BMI, and time spent in the VR
environment (Multimedia Appendix 1, Tables S1-S5). When
these variables demonstrated significant relationships with
cybersickness, they were included as covariates in an additional
analysis of covariance.

We also conducted a random effects meta-analysis [52] using
Comprehensive Meta-Analysis V3 software [53] to determine
the overall difference in self-reported cybersickness between
racial groups in our 6 studies. Analyses were performed using
Cohen d with weighted averages of the effect sizes.

Ethics Approval
Participants were compensated for participation in all studies,
and all studies were approved by the relevant institutional review

boards. IRB review approval numbers are as follows:
08HG0122, 10HG0076, 11HG0238, 13HG0125, and
16HG0026.

Results

Cybersickness Levels Overall
Self-reported cybersickness was very low in all racial groups
(Table 2). On average, participants reported no to slight
symptoms, with blurred vision and eyestrain being reported the
most and nausea and dizziness (with eyes closed) being reported
the least.

Relationships Between Race and Cybersickness in
Individual Studies

Study 1: Buffet With Parents
ANOVA revealed a significant difference in cybersickness by
racial group (Table 4). Pairwise comparisons showed that Black
participants reported lower levels of cybersickness than White
participants. There was no significant difference between White
and Asian participants. No other person-level variables showed
a significant relationship with cybersickness (Multimedia
Appendix 1, Table S1).
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Table 4. Results from ANOVA within individual studies.

Pairwise comparisonsEffect of racial group,
omnibus analysis

White vs AsianWhite vs BlackP valueF test (df)

Bonferroni corrected
P value

P valueMean differenceBonferroni corrected
P value

P valueMean difference

.38.190.44.02.0040.84.033.34 (2,157)Study 1

N/AN/AN/AN/AN/AN/Aa.0067.75 (1,180)Study 2

.72.36−0.27.76.380.29.331.12 (2,183)Study 3

.12.060.52.84.180.42.132.07 (2,72)Study 4

N/AN/AN/AN/AN/AN/A.025.18 (1,173)Study 5

N/AN/AN/AN/AN/AN/A.550.36 (1,166)Study 6

aN/A: not applicable (pairwise comparisons are only reported for studies with more than 2 racial groups).

Study 2: Buffet With Mothers Only
The ANOVA revealed a significant difference in cybersickness
by racial group (Table 4), wherein Black participants reported
lower levels of cybersickness than White participants. There
was also a significant relationship between age and
cybersickness, with older participants reporting more
cybersickness. However, the main effect of race on
cybersickness was maintained when age was added as a
covariate (F1,175=5.33; P=.02). No other person-level variables
showed a significant relationship with cybersickness
(Multimedia Appendix 1, Table S2).

Study 3: Clinical With Medical Students
The ANOVA did not show a significant effect of race on
cybersickness. Among the person-level variables, there was a
significant relationship between age and cybersickness, with
older participants reporting greater cybersickness (Multimedia
Appendix 1, Table S3). However, the analysis of covariance
also did not show a main effect of race on cybersickness
(F1,180=2.32; P=.44).

Study 4: Clinical With Medical Students
The ANOVA did not show a significant effect of race on
cybersickness. No other person-level variables showed a
significant relationship with cybersickness (Multimedia
Appendix 1, Table S4).

Study 5: Clinical With Women Only
The ANOVA revealed a significant difference in cybersickness
by racial group (Table 4), wherein Black participants reported
lower levels of cybersickness than White participants. No other
person-level variables showed a significant relationship with
cybersickness (Multimedia Appendix 1, Table S5).

Study 6: Clinical With Women Only
The ANOVA did not show a significant effect of race on
cybersickness. No other person-level variables showed a
significant relationship with cybersickness (Multimedia
Appendix 1, Table S6).

Mini Meta-analysis

Overview
Although the results of each individual study reported above
are revealing, determining whether there are racial differences
in cybersickness, based on whether individual studies report a
statistically significant difference, is inherently flawed. By
conducting a mini meta-analysis, we were able to determine the
size of these effects. In addition, by combining data in a
meta-analysis, we reduced the impact of random error and
increased the precision of our estimate. This increased precision
allowed us to detect racial differences in cybersickness that
individual studies may lack the power to detect.

In our mini meta-analysis (Figure 2), effect sizes indicated the
difference in reported cybersickness between White participants
and Black and Asian participants. Positive effect sizes indicate
that Black and Asian participants report more cybersickness
than White participants, whereas negative effects indicate that
Black and Asian participants report less cybersickness than
White participants. Moderator analyses were conducted using
mixed-effect models.

Overall, Black participants reported significantly less
cybersickness than White participants (Cohen d=−0.31; P<.001;
κ=6; Figure 2). On average, Black participants reported
approximately one-third of an SD less cybersickness than White
participants. Asian participants did not report significantly
different cybersickness levels compared with White participants
(Cohen d=−0.11; P=.51; κ=3; Figure 2).
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Figure 2. Forest plot depicting the standardized mean difference (Cohen d) in reported cybersickness for Black and Asian participants compared with
White participants.

Moderator Analyses
To explore whether the racial differences in reported
cybersickness between Black and White participants may be
exaggerated or attenuated in certain situations, we conducted
exploratory moderator analyses. Specifically, we evaluated the
VR environment (buffet vs clinical), movement (seated vs
standing), headset type (nVisor SX60 vs Vive), duration of
experience, and year of data collection. Asian participants were
excluded from these moderator analyses. This exclusion was a
conservative approach to ensure that White participants (the
comparison group) were included only once in the analysis.
This approach prevented artificial inflation of N and the
overestimation of the precision of the effect.

The moderator analyses did not reveal any variables that
attenuated racial differences in cybersickness. Black participants
reported less cybersickness than White participants regardless
of the nature of the VR experience. Specifically, the magnitude
of the racial difference was not significantly different based on
whether participants engaged with the VR buffet or the clinical
VR scenario (Q1=2.155; P=.14). Racial differences were also
unchanged regardless of whether the participants were seated
or standing (Q1=0.79; P=.37). Racial differences in
cybersickness were also consistent regardless of the type of
headset (Q1=0.700; P=.40) and duration of the VR experience
(B=−0.0001; 95% CI −0.002 to 0.002; Z=−0.14; P=.88). In
addition, the year of study did not moderate racial differences
in reported cybersickness (B=−0.0195, 95% CI −0.068 to 0.030;
Z=−0.78; P=.44).

Among the studies included in this analysis, racial differences
in cybersickness appear robust and consistent across various
VR experiences and experimental designs. Overall, Black
participants reported less cybersickness than White participants
regardless of the nature of the VR experience.

Discussion

Principal Findings
This study presents the first known examination of racial
differences in cybersickness. We found that, on average, Black

participants reported less cybersickness than White participants,
and our analyses did not reveal any moderators that attenuated
this racial difference. In contrast to previous research on motion
sickness [32-35,37], we found no differences in reported
cybersickness between White and Asian participants. However,
this comparison should be interpreted with caution, as
cybersickness differs from other forms of motion sickness [38]
and as we excluded potential participants who reported that they
were particularly prone to motion sickness. Although our results
require replication, they indicate that researchers, practitioners,
and regulators may need to consider the potential for racial
differences in cybersickness when evaluating VR applications
for their side effects.

Potential Explanations for Racial Differences in
Cybersickness
The data reported here do not allow us to determine why
different racial groups reported varying levels of cybersickness.
There are a multitude of factors that could influence pathways
through which individuals differ in their propensity for and
reporting of cybersickness. Some of these factors are discussed
below. Although our data do not support any individual causal
mechanism, we highlight where theories are consistent or
inconsistent with our findings. Importantly, it is likely that
multiple causal forces influence cybersickness experience and
reporting simultaneously, working together or in opposition
with one another. Further research is needed to determine the
possible causal mechanisms behind racial differences in
cybersickness.

One reason that people differ in their propensity for
cybersickness is their previous experience with VR [54,55].
Previous research has found that people who have never used
VR report more cybersickness than people who rarely use VR,
and both groups report more cybersickness than those who use
VR weekly [56]. Familiarity with VR is therefore associated
with lower levels of cybersickness. There is no reason to believe
that familiarity with VR explains the results of our studies, as
most of the research was conducted before VR became a
common consumer device, and we saw no evidence that racial
differences in cybersickness were attenuated or augmented in
more recent years. Nevertheless, familiarity with VR technology
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may be a piece of this puzzle going forward. A recent survey
of British internet users found that people of color are
overrepresented in the VR consumer market [57]. This is
supported by market research findings that Black and Hispanic
consumers are more aware of and interested in VR than White
consumers [58]. Therefore, familiarity-related method
equivalence [59] should be monitored in future VR studies.

Another reason people differ in their propensity for
cybersickness is differences in body size and proportions.
Oculomotor cybersickness has been shown to decrease with
higher BMI [27]. However, in these studies, racial differences
largely remained when BMI was entered as a covariate, with
the exception of study 1 (Multimedia Appendix 1, Table S7).
Another potential factor is participants’ interpupillary distance
(IPD) and goodness of headset fit. Previous research has shown
that people with an IPD that is poorly accommodated by
standard VR headsets are more likely to experience
cybersickness [14] and that the inability to accommodate diverse
bodies may lead to apparent demographic differences in
cybersickness. In 2 studies, researchers demonstrated that
women, for whom a VR headset built for men’s IPD
specifications did not fit properly, reported higher cybersickness
than men. However, when women’s headsets were fitted to them
correctly, they experienced cybersickness at a rate similar to
that of men [14]. As we did not measure the IPD of our
participants or the goodness of headset fit, we cannot rule out
the possibility of variation within our sample and thus cannot
explore whether these are a potential explanation for our results.
These limitations should be addressed in future research.
Previous research has suggested that in some cases, self-reported
racial identity is associated with differences in average IPD
measurements (refer to the study by Dodgson [60]); however,
it is unknown how this might influence the fit of VR headsets
or subsequent cybersickness.

Individuals may also differ in their likelihood of reporting
cybersickness, just as there are individual differences in
reporting other types of pain and discomfort. With some
exceptions, people of color generally report higher levels of
pain than White patients [61-65] (refer to the study by Plesh et
al [66] for contrasting results). Systemic barriers to adequate
pain management and a long history of discrimination and
dehumanization likely explain these trends [67]. Various other
cultural factors may also contribute to differences in reporting,
including language, acculturation, learning and cultural
conditioning, degree of expressiveness, heightened attention to
painful stimuli, and coping styles (refer to the study by Booker
[61]). Given that our results contradict much of the existing
research on pain and discomfort, further research is needed to
understand how sociocultural factors may specifically influence
the reporting of cybersickness.

Another factor relevant to cybersickness reporting is the
individual differences in how people respond to questionnaires,
particularly Likert-type scales. Scales that range from 1=strongly
disagree to 5=strongly agree or from 1=poor to 5=excellent are
often used in health research but are troublesome because
responses are influenced not only by the content of the question
but also by general approaches to answering such questions.
Researchers have documented that certain response styles are

more common among specific racial and ethnic groups. For
example, Black and Latino study participants are especially
likely to use the extreme positive end of rating scales [59],
whereas East Asian participants are more likely to select scale
midpoints and avoid extreme responses compared with North
American participants [68,69]. It has been hypothesized that
these response styles reflect various cultural values on which
people of color generally differ from White participants [59].
In particular, manifestations of social desirability may differ
across cultures [70] in ways that result in different response
styles [59]. It is difficult to know how such response styles
would manifest on the cybersickness scale used in this study,
which ranges from none to severe. Nevertheless, it is certainly
possible that racial differences in response styles may explain
the differences in cybersickness reporting between Black and
White participants in our research. Future research would benefit
from using more objective, passive physiological approaches
to measuring cybersickness such as electroencephalography
[71] to overcome difficulties with self-reporting. Nevertheless,
it is important to understand potential racial differences in
self-reported cybersickness, for example, when evaluating novel
VR medical interventions.

Limitations
In addition to the limitations of our design that prevent us from
examining why racial differences in cybersickness occur, there
are other important limitations to our sample that should be
considered when interpreting the results of these studies. First,
we recruited participants from Washington, District of Columbia
area. Participants were aware that they were volunteering for a
VR experiment, and we excluded individuals who reported a
high propensity for motion sickness. Therefore, the resulting
samples are more likely to be interested in VR and may be less
likely to experience cybersickness than the general population.
In practice, exclusion because of motion sickness propensity
was rare. For example, in one included sample [50], only 1.47%
of potential study participants were ineligible because of this
factor. Therefore, we believe that these results are a useful
starting point, particularly for designing and evaluating VR
medical interventions for use with populations that are not
especially susceptible to cybersickness. It is worth noting that
American participants represent a society that is not typical of
the world’s population, which limits its representativeness
[72,73]; therefore, there is no reason to expect that these same
racial differences would be found outside of the US context.

Second, we excluded participants who did not identify as Asian,
Black, or White from this analysis. This decision was made to
ensure that we had sufficient power to detect racial differences
in cybersickness. However, we were unable to draw any
conclusions regarding racial groups that were not well
represented in our samples. Future research should attempt to
oversample people of color to achieve a sufficient sample size
for other racial comparisons. Another limitation is that we
excluded individuals who identified as more than one race. This
may have artificially created distinct racial groups that in reality
are much less coherent and discrete. In addition, we did not find
many of the demographic correlations with cybersickness that
have been reported in previous literature (ie, age, BMI, and time
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spent in VR). This is likely because of the limited range in age,
BMI, and exposure time in our reported studies.

Another limitation is that we assessed cybersickness following
the use of only 2 types of VR environments, neither of which
is characteristic of the types of VR environments that typically
elicit significant cybersickness (eg, sensory conflict and imposed
motion [74]). Therefore, perhaps unsurprisingly, cybersickness
ratings across all racial groups were very low. Although we
anticipate that many health- and medicine-oriented VR
applications will be designed to minimize cybersickness, mild
cybersickness may still be of practical significance. Many
medical VR experiences are designed for repeated use over time
(eg, exposure therapy and pain management), and mild
cybersickness may increase attrition. A recent meta-analysis of
attrition in VR exposure for anxiety disorders found that attrition
ranged from 2% to 41% [75]. Unfortunately, these studies rarely
reported the reasons for dropout. Nevertheless, when reasons
were given, cybersickness was among the top 5, accounting for
6.5% of dropouts. The most common reason given was the
inability to immerse, which accounted for 42% of dropouts. A
sense of presence is negatively related to cybersickness [19],
and feeling cybersickness has been proposed as a reason for
failure to immerse [76-78]. It is possible that in addition to being
a direct cause of attrition itself, cybersickness may also
indirectly influence attrition by reducing immersion in and
enjoyment of the VR environment. Unfortunately, our study
design did not allow us to investigate how cybersickness

influences attrition because we used a single session of VR
exposure and the discontinuation rates were very low. Research
with a wider variety of VR environment types is needed, to
understand how cybersickness severity relates to study attrition,
intervention adherence, and the efficacy of medical VR.

Conclusions
Here, we present data demonstrating a potentially important
racial difference in cybersickness that we believe should be
explored in future research. The first step in continuing this
investigation would be to conceptually replicate these findings
with different VR experiences, headsets, and study populations.
Once replicated, research should then be conducted on the
potential explanations and mechanisms. We have discussed
some potential causal factors in this manuscript, but we
acknowledge that there are likely other important factors that
we have not considered. If future research suggests that racial
differences in cybersickness are primarily in reporting as
opposed to experience, it would suggest the need for the
development of more objective measures of cybersickness. Such
a result would also constitute an important consideration for
those designing and evaluating medical VR interventions to
promote health equity. Notwithstanding the caveats above, the
research presented here underscores the importance of testing
VR applications with a diverse group of participants to move
toward achieving equitable access to emerging medical VR
devices.
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Abstract

Background: Users with experience of eating disorders use the internet as a source of information, whether for prorecovery
activities (such as web-based treatment, looking for information, support, and sharing) or activities that promote eating disorder
behavior as a desirable lifestyle choice (such as pro–eating disorder communities and reading and creating pro–eating disorder
posts). Their assessment of web-based eating disorder–related information is crucial for understanding the context of the illness
and for health professionals and their web-based interventions.

Objective: This study aimed to understand the criteria young women with the experience of eating disorders use in evaluating
eating disorder–related web-based information and what eating disorder–related characteristics of these women are involved in
their evaluation.

Methods: We analyzed 30 semistructured individual interviews with Czech women aged 16 to 28 years with past or present
eating disorder experience using a qualitative approach. Thematic analysis was adopted as an analytical tool.

Results: The specifics of eating disorder phases (the disorder stage and the treatment process) emerged as important aspects
in the process of information assessment. Other specific characteristics of respondents (eg, motivation, abilities, and resources)
addressed how the respondents arrived at certain web-based information and how they evaluated it. In addition, the respondents
described some content cues as features of information (eg, novelty and social information pooling). Another finding is that other
users’ attitudes, experiences, activities, and personal features are involved in the information evaluation of these users and the
information presented by them. Finally, the respondents evaluated the websites’ visual look and graphic components.

Conclusions: This study shows that web-based information evaluation reported by women with experience of eating disorders
is a complex process. The assessment is influenced by current personal characteristics related to the illness (mainly the motivation
for maintaining or curing the eating disorder) using cues associated with information content, other users, and website look. The
study findings have important implications for health professionals, who should ask their clients questions about web-based
communities and their needs to understand what information and sources they choose.

(J Med Internet Res 2022;24(6):e31148)   doi:10.2196/31148

KEYWORDS

eating disorders; web-based health information; Czech women

Introduction

Background
During the past 2 decades, the internet has been integrated into
our lives as an everyday tool that opens the gate to an unlimited

amount of web-based information. In this content-rich
environment with almost no quality control [1], the burden of
information assessment shifts toward the information seeker.
The internet provides user-generated content where
nonspecialists offer health tips or information based on personal
experiences [2], which can be highly relevant, especially in
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health-related web-based searches. Wilson et al [3] revealed
that among people with eating disorders (EDs) experience, 75%
used the internet as a source of information, 40.8% reported
visiting prorecovery sites, and 35.5% reported visiting sites that
promote ED behavior. Health providers often use the internet
as a tool for prevention and as an environment for ED treatment
programs [4]. Consequently, for people with ED experience,
web-based information can be potentially beneficial and helpful
(eg, web-based treatment [5]) but also dangerous and harmful
(eg, anorexia-related misinformation on YouTube [6]). For these
reasons, this study aimed to deepen the knowledge of users’
web-based activities with ED experience by examining their
evaluation of web-based information relevant to ED topics.
Specifically, the aim was to investigate the individual
characteristics that shape this process and the cues used for
information assessment.

EDs and Internet Use
EDs are part of the spectrum of pathological eating patterns and
are perceived as either a medical illness with psychiatric features
or a psychiatric illness with medical indications [7]. Regardless
of the subtypes (the most known are anorexia nervosa [AN],
bulimia nervosa [BN], and binge ED), EDs are burdensome in
terms of significantly impaired health-related quality of patients’
lives [8], not only because of the impact that the disorder can
have on all body systems. The lifetime prevalence of any
threshold ED among adolescents and young adults is 2.9%
among women and 0.1% among men [9]. In 2020, there were
5167 patients with EDs treated in outpatient departments and
hospital admissions, and the number has increased by
approximately 15% in 10 years. Most patients (87%) were
women and girls [10]. However, these statistics do not include
people with EDs who seek help without a psychiatric context
(eg, clients of nonprofit organizations) or, for instance, people
who do not seek help at all. Both male and female patients with
ED have high rates of psychiatric comorbidity [11]. These
disorders are challenging for caregivers within the family
system, as well as for health care professionals [12,13].
Moreover, EDs are egosyntonic—the person sees the disorder
as part of themselves, might attribute positive valuations to ED
consequences, and may perceive ED not only as an illness but
also as a meaningful behavior [14]. Recovery from an ED is a
long and potentially life-threatening process [15]. Despite the
severity of the illness, patients with ED symptoms do not
necessarily seek treatment [16].

At different levels of illness, patients have different motivations
and goals for changing their ED-connected behavior. The stages
of change model [17,18] proposes 6 stages of motivation for
recovery. This model is particularly relevant to understanding
the phases of EDs as relapses are regarded as integral parts of
the change cycle, and an application to the ED context has been
examined [18]. The first 2 stages are described as
precontemplation (ie, nonexisting or limited intention to change
behavior) and contemplation (ie, willingness to think about the
change but not commit to it). These 2 stages resemble the
earliest phases of ED as bounded by limited or lacking
motivation to change ED-connected behavior. Following are
the stages of preparation (ie, intention to change the behavior),
action (ie, actively modifying the behavior), maintenance (ie,

work on the prevention of relapse), and termination (ie, zero
temptation to relapse). This study presumes that people with
EDs often switch between stages of illness, although the
distinction between these stages might be blurred or even
overlapping. Moreover, this study acknowledges that motivation
plays an important role in the behavior of people with ED
experience, including web-based praxes, and that motivations
differ with respect to the stage of illness.

Prior research has explored the role of the internet and
communication technologies in the lives of people with ED
experience from various perspectives. On a general level, media
are studied as one of the sociocultural risk factors that contribute
to the etiology of EDs through the cultural ideals of appearance
and weight [19]. Other lines of research have focused on
exposure to ED-promoting websites. Such exposure is associated
with a reduction in the number of calories, restriction in food
consumption, greater body dissatisfaction, and a greater drive
for leanness and musculature, especially among vulnerable
individuals [20]. In contrast, the treatment of EDs has also
moved to the web-based environment, as the anonymous internet
provides a safe environment for people with EDs who may
experience high levels of secrecy, shame, and stigma [21].
Internet-based treatments may offer self-assessment,
self-monitoring, information about EDs, and advice for
systematic treatment plans. People with ED experience also use
the internet and visit web-based groups to seek information, get
support, and share experiences [22].

Information Evaluation in the Web-Based
Environment
Although tools for the assessment of web-based health
information have been developed (eg, a study by Beaunoyer et
al [23]), to the best of our knowledge, little attention has been
paid to how web-based information is evaluated by users with
health-related problems. This study aims to fill this gap by
examining the information quality assessment by people with
ED experience within their specific ED-relevant web-based
activities. The construct of information quality is broad and
lacks conceptual clarity. For instance, Tao et al [24]
distinguished 5 dimensions of information quality on health
websites: completeness, understandability, relevance, depth,
and accuracy. However, other indicators of the quality of
web-based information have also been identified, such as
perceived aesthetics, credibility, reliability, security, consistency,
usefulness, and worth [25-27]. This study defines information
quality assessment as an evaluation of web-based information
and materials, with a focus on both web content (including
web-based information and features) and its design (the
representation of the content for users) [28]. Accuracy, currency,
and credibility may be among the content quality criteria, and
aesthetics, cultural sensitivity, or accessibility be among the
design-related criteria [29]. However, the definition of quality
can also differ interindividually depending on the specific
context and purpose of the information.

Another presumption of this study is that the web-based
environment is highly diverse and can be assessed differently
in terms of quality. For example, an environment (presumably)
controlled by expert editors, such as websites, can be perceived
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as more credible than a personal blog [30]. User characteristics,
such as personal traits, abilities, previous knowledge, and topic
familiarity, are also considered. The assessment process also
depends on interindividual differences between users and the
perceived type and context of information [31-34]. For example,
the dual processing model of credibility focuses on individual
factors and depicts how factors independent of message quality
can affect our evaluation [35,36]. According to this model, when
the user has the motivation and ability (eg, the level of literacy
skills) to evaluate the quality of information, they are likely to
use an analytical strategy to assess credibility systematically
and rigorously. The lack of motivation inhibits users from
putting effort into credibility evaluations. However, if they lack
the ability and yet have motivation, they will rely more on
peripheral cues (eg, the appearance of the site) and heuristics
to form a judgment. Such heuristics can take the form of relying
on the reputation of the source or endorsement from others [37].

User Characteristics Connected to EDs
Although research evidence about the specifics of web-based
information evaluations made by people with ED experience is
limited, their assessment may, in some moments, contrast that
of people without ED experience. For example, their motivation
for evaluation may differ according to the current state of their
illness (ie, affected by the egosyntonic feature of the illness,
where people with ED experience might see information
congruent with their pro-ED values). Thus, to understand how
people with EDs process and evaluate information, it is crucial
to consider their psychological traits and cognitive
characteristics. For example, a review by Cassin and von Ranson
[38] revealed that both AN and BN are characterized by
perfectionism, obsessive compulsiveness, neuroticism, negative
emotionality, harm avoidance, low self-directedness, low
cooperativeness, and traits associated with avoidant psychiatric
disorders.

Moreover, some of the cognitive challenges may affect how
people with the experience of EDs process web-based and
offline information. Current research has demonstrated an
attentional bias for disorder-salient stimuli (related to food and
the body), which indicates that people with ED experience have
a potential overall deficit in processing conflicting information
[39]. Another cognitive deficit is a weak central coherence when
attention is focused on detail, resulting in global understanding
deficits [40]. Furthermore, poor set shifting (ie, a lower ability
to move back and forth between tasks) results in cognitive
inflexibility [41,42]. This inflexibility may manifest in rigid
and concrete problem solving, reliance on strict habits and rules,
and difficulties with multitasking [43].

Aims of the Study
To the best of our knowledge, no study has focused on the
evaluation of web-based health information in the context of
ED topics among people with an ED experience. This qualitative
study intends to enhance knowledge about this topic and help
us understand how women with ED experience evaluate
web-based information. This study uses previous knowledge
related to information evaluation. Specifically, it presumes that
individual characteristics, including personality, abilities, and
motivation, shape the formation of judgments about information.

Moreover, information assessment can be more or less thorough.
Finally, this study considers that the web-based environment
provides different cues that may be used in the process. On the
basis of this knowledge, the following research questions were
formulated: what ED-related characteristics of young women
with the experience of EDs are involved in their evaluation of
web-based information, and what criteria do young women with
the experience of EDs use in evaluating web-based information?

Methods

Recruitment
The data were obtained from a research project that examined
the role of new technologies among young people with ED
experience in the Czech Republic. Respondents were recruited
via leaflets handed out at universities in large Czech cities and
in the waiting rooms of health care professionals working with
people with EDs (mainly in hospitals and ED-focused nonprofit
organizations in the Czech Republic). Owing to the seriousness
of the illness, some respondents were available only via
web-based means. Thus, the outreach was gradually expanded
during the sampling process, with invitations to participate on
websites relevant to EDs (both supporting ED behavior and the
treatment of EDs). From the previous quantitative part of the
research [44], we had a list of 307 Czech websites (including
blogs and Facebook groups) that focused on healthy lifestyles
(including fitness and nutrition) and professional help for EDs
and promoted ED behavior (mainly pro-ED blogs and groups).
These websites were found via search engines using keywords
connected to a healthy lifestyle (ie, exercise, diet, and healthy
eating), ED problematics (ie, professional help and informational
websites), and ED promotion (ie, keywords identified in
previous pro-ED research, such as pro-ana, thinspo, and
bonespo). Finally, we posted an invitation on 15 websites
(including Facebook groups) that focused mainly on ED
information, recovery, and ED promotion and that ranked
highest in website traffic. Research has shown that EDs are
most prevalent among women [9], and risk factors are present
in early adolescence, although anorexia and bulimia tend to
emerge in late adolescence and early adulthood. However, the
onset of EDs is individual [45]. Thus, the criterion for
respondents was to be aged between 13 and 28 years and have
experienced (now or in the past) a form of an ED.

Sample
The final sample comprised 30 Czech women aged 16 to 28
(mean 22.4, SD 3.9) years. Although EDs are increasing among
men [46], and we actively recruited respondents of all genders,
the recruitment of men was not successful. All participants
claimed to experience or have experienced various EDs (AN
13/30, 43%; BN, 3/30, 10%; binge ED 1/30, 3%; or multiple
ED diagnoses 13/30, 43%). Some of them had reached out for
the help of health professionals and had an official diagnosis
(27/30, 90%), whereas others did not (3/30, 10%). Respondents
reported the presence of an ED in their current life (22/30, 73%)
or that they were in full recovery (8/30, 27%). Experiences with
the illness varied from 1 to 16 (mean 6.3, SD 4.5) years.
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Procedure
A total of 30 semistructured interviews were conducted face to
face (23/30, 77%) or via Skype web-based sessions (7/30, 23%),
which lasted 41 to 118 (mean 61.0, SD 21.1) minutes. The
interviews focused on the use of new technologies, including
questions about the role of the internet in respondents’ lives;
for example, “What helps you orient in health-related online
information?”; “From where do you retrieve the online
information?”; and “What are the most common online
activities?” The interviewers also asked about the criterion for
information relevance and quality and on what cues respondents
adopted the information and acted on it.

All participants were informed of the ethical aspects and purpose
of the research, and they provided written informed consent. In
the case of respondents aged <18 years, parents provided written
consent. The interviewers had psychotherapy training and at
least 2 years of psychotherapy practice as a condition for
reducing potential stress among respondents.

Ethics Approval
This study was approved by the Ethical Committee of the
Faculty of Social Studies of the Masaryk University, Brno,
Czech Republic.

Data Analyses
The thematic analysis developed by Braun and Clarke [47] was
used as the analytic method and was conducted by the first
author of the study (HD). The inductive approach of analysis
was used when the themes were content (data) driven and
emerged from the interaction between the researcher and
respondents, regardless of the specific questions. Therefore,
researchers could capture the complexities of meaning within
a text and understand the more tacit content.

During the analysis, we were inspired by the steps in the
guidelines presented by Braun and Clarke [47] and Guest et al
[48]. First, researchers became familiar with the data and text
segmentation by rereading the transcripts and noting their initial
ideas in a logbook. Passages related to information evaluation
were segmented. In creating the initial codes, the authors entered
the transcripts into the qualitative analytic software NVivo
(version 10) and started to generate a codebook for codes and
their labels. The code represents the specific, interesting, and
essential elements of the text, and it has a greater level of
abstraction than the themes [47,48]. The labels of these codes
were mainly in the form of in vivo phrases used by respondents
and a simplified description of the code content. These codes
were discussed during research team meetings to create common
categories for an initial category structure. Subsequently,
continuing the analysis of the second half of the transcripts, the
authors merged the codes into subthemes based on their
similarities. Next, revisions were made to avoid the overlapping
of the meanings. According to Chang et al [49], researchers
included only subthemes with ≥3 respondents to prevent
fragmentation. During the phase of defining and naming the
themes, the authors reread the existing codes to better understand

their meaning and created corresponding labels and descriptions.
Saturation was reached, with the occurrence of redundancy,
after 30 interviews. The last 4 interviews confirmed saturation
of the themes as they did not create new categories.
Subsequently, the researchers checked whether the themes and
subthemes were internally coherent and consistent. As some of
the subthemes still overlapped, they merged some such
subthemes. In addition, the themes were renamed to better
correspond to their meanings. The final list of themes and
subthemes is presented in the Results section.

The following steps were applied to ensure the validity of the
results. First, all researchers followed an interview guide to
standardize the data collection. Furthermore, remarks regarding
the content of the interviews were discussed. Second, the first
(HD) and third author (MS) consulted on emerging themes
during the entire analytical process. Third, the study’s third
author (MS) conducted an audit comprising reading the related
parts of the data and validating the final analyses. Fourth, the
second author (HM) advised on the final presentation of the
results to clarify the meaning of the themes. Examples supported
the transparency of the interview results. Finally, the researchers
applied the verbal labels of frequencies in the Results section
to state how many respondents mentioned a particular subtheme.
Instead of using the number of respondents, a verbal label (a
pronoun connoting an indeterminate quantity) was attached to
enhance the qualitative methodology. Inspired by the verbal
counting of Sandelowski [50], the researchers operationally
define, for example, few as something occurring among 3 to 8
respondents (see the Results section).

Results

Overview
A total of 4 themes and 10 subthemes were identified, as
summarized in Table 1. The theme respondent characteristics
represents respondents’ characteristics that influenced their
information evaluation. Themes of content cues, characteristics
of other users, and website cues present the respondents’ cues
mentioned in their evaluation. The results cover the findings
relevant to the entire information assessment process. It
encompasses the initial phases of information seeking, including
factors that affect preferences for diverse sources and further
evaluation of the found information.

The specifics of the EDs phases emerged as important aspects
of respondents’characteristics. Some respondents spontaneously
categorized themselves as being in the disorder stage or in the
treatment process during the interviews. Respondents who
described themselves as being in the disorder stage had
statements and descriptions that fit in the precontemplation and
contemplation stages of the stages of change model [17],
whereas those seeing themselves as being in the treatment
process described more processes connected to the preparation,
action, maintenance, and termination stages of the model. These
dimensions were emphasized for each theme and subtheme, as
shown in Table 1.
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Table 1. The final list of themes and subthemes and their occurrence in EDa phaseb.

Frequency labelED phase (disorder stage and treatment process)Theme and subtheme

Respondent characteristics

MostBothMotivation

FewBothAbilities and resources

SomeBothCongruence between personal experience and information

Content cues

FewBothVerification

FewOnly in the disorder stageNovelty

SomeMore in the disorder stageSocial information pooling

Characteristics of other users

MostBothSource expertise

MostBothSimilarity to respondent

Website cues

FewUnclearReputable look

SomeMore in the disorder stagePhotographs of people relevant to ED

aED: eating disorder.
bFrequency labels in Table 1 and further in the text describe how many respondents mentioned each subtheme. Few indicates 3 to 8 respondents, some
indicates 9 to 17 respondents, most indicates 18 to 29 respondents, and all indicates 30 respondents.

Respondent Characteristics

Overview
This theme captures how the characteristics of respondents,
including their web-based behavior patterns, are involved in
information evaluation. Specifically, it addresses how
respondents arrived at certain web-based information and how
they evaluated it. The following subthemes emerged: motivation,
abilities and resources, and congruence between personal
experience and information.

Motivation
Most respondents described 2 main motivations relevant to their
illness: maintaining their disorder in the disorder stage or getting
cured during the treatment process. The particular type of
motivation affected what information the respondent chose, as
one respondent revealed the following:

If someone, I think, has the motivation, that she can
cure herself, then she is able to filter on the internet
to what she wants to read, what she doesn’t want to
read, and what she lets influence her and what not.
[R13]

For respondents in the disorder stage, the vision of a skinny
body was so strong that they looked up and accumulated as
much information as possible to maintain their goals. However,
they were not concerned with its evaluation. They read and
eventually “tried everything” (R2). One of the respondents piled
up information instead of analyzing it, and although the
information was labeled as nonsense, they read and used it
anyway. They also talked about their passive role in choosing
information when their disorder decided what was needed. A
respondent experienced the following:

I know what is right, what is really right, I know it.
But of course, anorexia chooses what she likes, not
how it’s supposed to be like. So I believe more or less
in almost everything. [R29]

In contrast, respondents in the treatment process did not read
or seek proana and promia information as they were afraid of
being pulled back into the disorder stage. However, they
described their persistent sensitivity to disordered relevant
information, such as diet commercials. Nevertheless, they used
different information checks, as a respondent pointed out the
following:

When the person is in an acute stage, then she blindly
follows what she wants to gather. Now I follow what
I want to gather, that I want to be healthy. But in that
acute phase, I don't think about if it will hurt me. And
now I want to verify all information with someone
responsible, with a professional who tells me “it is
appropriate for you, it is not appropriate for you.”
[R6]

Abilities and Resources
For a few respondents, their current situation in terms of abilities
and resources affected their information selection. For instance,
respondents at the disorder stage chose exercise and weight
reduction tips based on their physical state. Financials played
a role as well, leading to choosing diet tips and menus suited
to their monetary situation. One of the respondents in the
disorder stage also mentioned that the criterion for information
selection was the time spent applying particular advice to her
life.

Information choice was also influenced by the
information-seeking strategies and skills of the respondents.
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Some actively used search engines and keywords, such as
anorexia, bulimia, and eating disorders or questions such as
“How to do away with bulimia” (R2) or “How to throw up”
(R4). They then mainly clicked on the first link. Active searches
also included clicking on links on blogs and forums that led to
similar websites.

For others, disorder-related information had appeared
unwelcomely when information was “jumping out” (R10) at
them against their will. Respondents discussed how the
information was “attacking them” (R27) and how it was almost
impossible to avoid. For respondents in the treatment process,
it was proana or promia blogs or information about eating. For
respondents in the disorder stage, it was information about
treatment or dieting.

Congruence Between Personal Experience and
Information
The knowledge and experience gathered through their disorder
helped some to assess the relevance of information about EDs.
The information that corresponded to personal experiences was
credible and relevant. For example, respondents in the disorder
stage said that they did not trust diets as they already knew what
weight loss strategies were good for them:

I was always using my experience. So, for example,
when I knew that by that [caloric] intake I had lost
weight, or by eating that food I had lost weight, then
I simply ate it, because I had tested it. And I did not
trust anything else. [R8]

Respondents in the treatment process viewed healthy lifestyle
information as appropriate because of their experience with
professionals and with new nutrition information.

Content Cues

Overview
According to the respondents’evaluation of information, content
cues described the qualities (in the sense of features) of the
information found on websites. The following subthemes
emerged within this theme: verification, novelty, and social
information pooling.

Verification
Information was approved by a few respondents when it was
consistent across websites.

However, some respondents needed to verify the web-based
information in the offline environment by comparing the
information with books or, as mentioned by respondents in the
treatment process, via consultation with professionals.

Novelty
Another cue for some respondents was whether the information
was new. This subtheme was mentioned more by respondents
in the disorder stage:

How should I behave towards the food, how to hide
the food, what should I avoid, how to deal with
various situations, what to do and what not to do. Any
new information was good information for me. [R27]

Consequently, other users’ long-term sharing of new posts was
considered beneficial rather than the sharing of a few posts once
in a while: information posted “every day or every other day
was more credible” (R25).

Social Information Pooling
The subtheme most cited by some respondents was how others’
experiences helped them judge information. This subtheme was
mentioned more by respondents in the disorder stage and
represented sharing opinions, recommendations, and feedback
on desirable topics between respondents and other users (eg,
comments below articles, reactions on forums, and liking some
posts via social network sites). Respondents saw others’
recommendations as helpful and worthy, although they had
never met them on the web or offline:

It is weird that I took their advice a lot. One doesn’t
know the other person at all, but still follows what is
written there. [R7]

However, other respondents saw recommendations as valuable
if they knew the users from the web-based environment (eg,
following the blog of a friend).

In this process, the number of reactions was also significant.
Testimonials, positive responses, and the number of thumbs-ups
increased the chance of seeing information as trustful, whereas
their absence had the opposite effect:

I read the comments if [pro-ana advice] works or not.
But if there was no comment, then I did not trust it.
Or I wouldn’t try it unless there was something
written there, some opinion. [R7]

For respondents in the disorder stage, if some information
worked for others (ie, was used and acted upon), it was good:

But when she reads “try this and that,”’then she says
to herself “when others do it, it must be really cool.”
[R4]

For respondents in the treatment process, social pooling was
essential for the assessment of the treatment procedures and
practice of helping professionals.

Characteristics of Other Web-Based Users

Overview
This theme captures how other users’ attitudes, experiences,
activities, and personal features are involved in the information
evaluation of these users and the information presented by them.
Other users were mostly seen as post contributors or members
of web-based communities. Their characteristics were expressed
in the subthemes of source expertise and similarity to the
respondent.

Source Expertise
The perception of who is an expert in an ED field served as a
hint for information assessment. Respondents distinguished
whether the information was provided by users who are currently
experiencing or had experienced EDs or by ED specialists. The
specialists were mentioned without further explanation or
specified as professionals, such as psychologists, physicians,
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and nutrition specialists, and were connected to institutions,
such as universities, hospitals, and ED treatment centers.

The most mentioned aspect for most respondents was whether
users had experience with EDs. Those who did were seen as
experts in ED problems and credible as they better understood
the respondents’ issues and feelings. Respondents who preferred
this expertise sometimes set experience with EDs as a
cornerstone:

Certainly, there were some important basic factors.
That person had to have an eating disorder, or at
least not be OK with food, such as people with obesity.
[R24]

Specifically, one of the respondents in the disorder stage said
that she ignored notes by professionals on a self-help website
and read only the text passages written by people with EDs.

In both stages, the mentoring and labeling of respondents by
professionals discouraged respondents from looking up and
reading the information presented by these professionals.
Professionals could not be trustworthy for a respondent in the
disorder stage as they wanted her to gain weight and, therefore,
did not provide complete information. In contrast, the entire
community of users with ED experience was considered
trustworthy. The goodwill of this community was described as
being open, welcoming, and accepting, creating the feeling of
an alliance.

The valuable characteristics of ED specialists on the internet
were described simply as being professional, providing verified
information to respondents, understanding EDs, having healthy
opinions about EDs, and being selflessly helping respondents.
Those who saw professionals as credible (although some
questioned their expertise) perceived the ED information written
by experts and treatment groups supervised by them as
trustworthy.

For some respondents, the view of the expertise cue had changed
over time. Those who started treatment looked more or only for
information written and shared by professionals. Respondents
uncertain about their willingness to be cured could have
ambivalent feelings, as one respondent pointed out the
following:

If I listened to the doctor, I would eat well. I know
she gives me the right advice, that she is a
professional. However, unfortunately, I adopt what
suits me more. Rather from the Internet. [R29]

Similarity to Respondent
Most respondents wanted to know many details about other
users to better evaluate whether they were similar and,
consequently, whether they were trustworthy, which in some
respondents led to trying to find as many details as possible.

Respondents specifically mentioned similarity cues connected
to their illness, including the same type of ED, a similar stage
of the disorder, similar problems, and similar attitudes toward
food. The cues not strictly linked to ED were described as
similarities in current mood, humor, age, and writing style.

Website Cues

Overview
This theme reveals a representation of the visual look and
graphic components of the website. Two subthemes were
identified: reputable look and photographs of people relevant
to ED.

Reputable Look
Respondents named a reputable look as a good sign for further
selection. This look was not defined by the specific features of
a website but rather by broad general characteristics, such as
clarity, lack of bias, and good organization.

Photographs of People Relevant to ED
Pictures, videos, advertisement photos of diet products, and
especially photographs of people with experience of EDs were
important for respondents, mostly in the disorder stage. Before
and after images helped respondents assess the actual effect of
others’aims and provided tips to lose or gain weight. Moreover,
the photographs acted as proof that the people in them were real
and not lying. Specifically, respondents in the disorder stage
believed in what was presented in the photographs:

I saw a picture of a woman with a gorgeous figure,
so I believed that she is on that diet [from a
commercial]. [R23]

A few respondents mentioned that they no longer took
advertisement information for granted when they shifted to the
treatment stage of ED.

Discussion

Principal Findings
The purpose of this study was to explore how young women
with ED evaluate web-based information and how the specifics
of their illness contribute to this evaluative process. Respondents
mentioned several cues for information assessment within the
websites’ content, the characteristics of other users, and the
website characteristics while stressing the influence of the
current phase of their illness.

First, respondents’ characteristics played an integral role in the
evaluation, intervening in the entire process from exposure to
information to final judgment. As Hargittai et al [32] suggested,
obtaining information and its evaluation are more often handled
as 2 separate research interests. However, our respondents
holistically depicted these 2 steps. They explained how their
abilities and resources affected this process and, importantly,
what role motivation played in grounding their illness.
Motivation turned out to be a vital part of the assessment,
confirming the justified emphasis within the dual processing
model of credibility by Metzger [36] and the stage of change
model [17]. For respondents in the disorder stage, the motivation
to lose weight was their biggest goal. They were not concerned
about information evaluation and saw every piece of information
as automatically good. This strategy could be a consequence of
their congruence between personal experience and information
(ie, EDs): the more experienced the respondents were, the more
certain they were about the accuracy of their information
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selection. Another explanation for the automatic assessment of
information may be cognitive rigidity, which is more
pronounced in people with ED experience (eg, see the study by
Tchanturia and Hambrook [43]). As a result, when a particular
type of information is already assessed as quality, additional
information from a similar topic can also be considered
appropriate without further evaluation. Although such quick
evaluation strategies are convenient, they may generate bias. A
study by Guardiola-Wanden-Berghe et al [51] suggested that
the information quality of websites on dieting and EDs was
poor. Viewing them as automatically believable may lead to
the risk of adopting and behaving on harmful information.

The social element attached to quality cues was also prevalent
throughout most themes. The characteristics of others was the
most frequently mentioned theme, although web-based sources
and other users are often masked or missing for evaluation [35].
However, reliance on social features is part of the evaluative
process, as shown in other studies [37]. Similarly, social
information pooling was a social-connected cue whereby other
users’ opinions and feedback were hints for information
selection and evaluation. In particular, for respondents in the
disorder stage, the information confirmed and approved by other
users was seen as trustworthy. Weight reduction was the primary
goal for respondents in the ED stage; therefore, they looked for
fast and effective weight reduction information. However, this
search could be limited in 2 aspects: as the subtheme abilities
and resources revealed, they were tired and probably less
inclined to put much energy into it; in addition, some of them
did not perceive health professionals as credible. Thus, the
opinions and reviews of others served as quick and less effortful
tools for information evaluation. The more those testimonials
were presented, the more chance the information was viewed
as valid. These assumptions are similar to the bandwagon
heuristic of Sundar [52], whereby people suppose that if many
others think something is correct, then it must be. However,
heuristics may lead to problems with crowd behavior, especially
for young people with EDs, who are at greater risk of peer
pressure [53]. Moreover, quality may be falsely connected to
popularity when unpopular topics and information are discarded
[2]. In addition, popular users may be perceived as falsely
trustworthy. Thus, when and from whom people with EDs seek
support and advice might be crucial for understanding their
information evaluation and selection.

User ED expertise was another socially relevant cue in which
information from others who had experience with EDs was
perceived as appropriate. Boero and Pascoe [54] suggested that
other users in pro-ED communities use their experiences to
demonstrate their authenticity and offer advice about, for
example, how to get through recovery programs without actual
recovery. They also answered the questions of new members
using their nutritional and medical knowledge. The respondents’
positive perception of the information presented by these users
may be partly understood by the Situated Identity Enactment
Model of Cruwys et al [55], highlighting the role of socially
bonded norms, identity, and context. Being a member of a social
group may moderate conformity with the group’s social norms.
For example, these norms may be to follow a lifestyle presented
by the group or to trust more experienced members. Being a

member of an ED-experienced group is also vital in the
treatment stage because of the transformation of illness identity
to treatment identity [56]. If a member fails to follow the norms,
they may be rejected [57]. Thus, one of the possible group norms
may be to see ED-experienced group members as reliable, and
respondents comforted by this norm seek to avoid group
rejection. Studies suggest that communities of ED-experienced
users represent a safe place for sharing experiences and a means
of support and understanding [58]. The respondents in this study
indeed saw their ED-related web-based communities as full of
goodwill and, thus, were trustworthy.

The similar stage of an ED or the same ED type was another
marker for user quality, reflecting studies showing that people
seek and see information that matches what they already know
[59,60]. Accordingly, respondents stated that users who were
similar to respondents and supported respondents’ opinions
might have similar opinions and are plausible. Metzger and
Flanagin [2] described a self-confirmation heuristic whereby
credible information confirms pre-existing beliefs. In the case
of an ED, this heuristic may enhance the egosyntonic feature
of the illness, whereby respondents value their ED and see the
information as good if it supports its maintenance. This
confirmation of established opinions may place a burden on
treatment, especially at the disorder stage. In the disorder stage,
respondents ignored health professional advice and followed
prodisorder tips, which enabled them to pursue an ED lifestyle.
In contrast, similar experiences of recovery and treatment
strategies may be supportive for those who decide to treat
themselves. Consequently, health professionals should be aware
of the identification needs of their clients and how their
selectiveness may influence what is considered credible.

Finally, respondents also mentioned cues related to websites
(specifically the reputable look and photographs associated with
EDs); however, mentions of such elements were relatively
scarce. This could suggest that, within the self-report context
of the testimonies, respondents consciously reflected that
website cues were not as significant as to be named and instead
focused on social aspects in the overall evaluation.

Limitations of the Study
This study had several limitations. First, the sample was
relatively homogenous as it comprised only women, although
they differed in age, region, and illness experience.

Thus, the testimonies might not represent other demographics,
such as men or different ethnicities. Next, the respondents
reported the condition of the ED diagnosis, and not all of them
had experience with professional health care. It is possible that
although respondents claimed to have an ED themselves, they
would not meet the diagnostic criteria of psychological
diagnostic manuals, such as the Diagnostic and Statistical
Manual of Mental Disorders. Similarly, experience with
technology was not measured and might have varied for different
illnesses and ages. In addition, the 2 stages of EDs (disorder vs
treatment process) derived from the respondents were often
blurred, unclear, sometimes overlapping, or even missing.
Although some processes of these stages might resemble the
stage of change model [17], respondents were not further asked
for their motivation to change. Finally, respondents’ browsing
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history was self-reported, and researchers did not retrieve the
browsing history data. Thus, respondents’ internet use and
information were unique to each and based and customized on
their previous web-based activities, which can vary substantially
among individuals. For future studies, we suggest using more
accurate measures to use the level of change and consider
different contexts and settings for respondents’ information
evaluation.

Conclusions and Implications
This study showed that the web-based information evaluation
reported by women with the experience of EDs is a complex
process. The assessment is influenced by current personal
characteristics related to the illness (mainly the motivation to
maintain or cure the ED) using cues associated with information
content, other users, and website look. The study findings have
important implications for health professionals, who should ask
their clients questions about web-based communities and their
needs to understand what information and sources they choose.

They should support clients by consulting their judgments and
uncertainties about information evaluation. Further investigation
into the role of consulting web-based information with
professionals in information assessment by users might benefit
future therapeutic practices. Who and what is positive regarding
quality and how it changes within the ED phases may help to
understand the illness. Moreover, quality cues may serve as
merits for designing an ideal website for health providers who
use the internet for prevention and intervention. Future research
might benefit from the experimental design of these websites
and their evaluation by people with ED experience. For example,
the personal stories of people experiencing EDs, their tips about
treatment, and web-based peer groups on websites may increase
the perceived quality of information and providers. However,
the perceived quality of information might not be associated
with the direct application and use of this information in an
offline environment. Thus, the dynamism of the transfer between
perceptions of information quality and acting on this information
might be another research interest for the future.
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Abstract

Background: Phenotype information in electronic health records (EHRs) is mainly recorded in unstructured free text, which
cannot be directly used for clinical research. EHR-based deep-phenotyping methods can structure phenotype information in EHRs
with high fidelity, making it the focus of medical informatics. However, developing a deep-phenotyping method for non-English
EHRs (ie, Chinese EHRs) is challenging. Although numerous EHR resources exist in China, fine-grained annotation data that
are suitable for developing deep-phenotyping methods are limited. It is challenging to develop a deep-phenotyping method for
Chinese EHRs in such a low-resource scenario.

Objective: In this study, we aimed to develop a deep-phenotyping method with good generalization ability for Chinese EHRs
based on limited fine-grained annotation data.

Methods: The core of the methodology was to identify linguistic patterns of phenotype descriptions in Chinese EHRs with a
sequence motif discovery tool and perform deep phenotyping of Chinese EHRs by recognizing linguistic patterns in free text.
Specifically, 1000 Chinese EHRs were manually annotated based on a fine-grained information model, PhenoSSU (Semantic
Structured Unit of Phenotypes). The annotation data set was randomly divided into a training set (n=700, 70%) and a testing set
(n=300, 30%). The process for mining linguistic patterns was divided into three steps. First, free text in the training set was
encoded as single-letter sequences (P: phenotype, A: attribute). Second, a biological sequence analysis tool—MEME (Multiple
Expectation Maximums for Motif Elicitation)—was used to identify motifs in the single-letter sequences. Finally, the identified
motifs were reduced to a series of regular expressions representing linguistic patterns of PhenoSSU instances in Chinese EHRs.
Based on the discovered linguistic patterns, we developed a deep-phenotyping method for Chinese EHRs, including a deep
learning–based method for named entity recognition and a pattern recognition–based method for attribute prediction.

Results: In total, 51 sequence motifs with statistical significance were mined from 700 Chinese EHRs in the training set and
were combined into six regular expressions. It was found that these six regular expressions could be learned from a mean of 134
(SD 9.7) annotated EHRs in the training set. The deep-phenotyping algorithm for Chinese EHRs could recognize PhenoSSU
instances with an overall accuracy of 0.844 on the test set. For the subtask of entity recognition, the algorithm achieved an F1
score of 0.898 with the Bidirectional Encoder Representations from Transformers–bidirectional long short-term memory and
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conditional random field model; for the subtask of attribute prediction, the algorithm achieved a weighted accuracy of 0.940 with
the linguistic pattern–based method.

Conclusions: We developed a simple but effective strategy to perform deep phenotyping of Chinese EHRs with limited
fine-grained annotation data. Our work will promote the second use of Chinese EHRs and give inspiration to other
non–English-speaking countries.

(J Med Internet Res 2022;24(6):e37213)   doi:10.2196/37213

KEYWORDS

deep phenotyping; Chinese EHRs; linguistic pattern; motif discovery; pattern recognition

Introduction

Currently, electronic health records (EHRs) are increasingly
becoming an important source for clinical data mining and
analysis [1]. Phenotype information that describes patients’
clinical manifestations is one of the most valuable clinical
information types in EHRs [2]. However, phenotype information
in EHRs is mainly recorded in free text, which computers have
difficulty using directly [3,4]. Therefore, it is important to
develop natural language processing (NLP) technology to
effectively structure phenotype information in free text. The
NLP technology for structuring phenotype information in EHRs
is called EHR-based phenotyping [5].

There are two key factors involved in EHR-based phenotyping
[6]. The first factor is the development of an information model
that can define the normalized target of phenotyping [7]. The
second factor is the development of a phenotyping algorithm
that can process phenotype information into a predefined
information model [8]. In recent years, the focus of EHR-based
phenotyping methods has shifted from the coarse-grained level
to the fine-grained level [9,10]. Compared with coarse-grained
phenotyping, fine-grained phenotyping can capture more
phenotype details, including the phenotype concept and its
associated attributes [11]. For example, in the free-text
description “a sudden severe pain in the right-lower abdomen,”
a fine-grained deep-phenotyping method not only considers the
phenotype “pain” but also its associated attributes of body
location (“abdomen”), temporal pattern (“acute”), and severity
(“severe”). EHR-based phenotyping that can characterize
phenotype details at a fine-grained level is called EHR-based
deep phenotyping [12].

Deep-phenotyping methods can characterize phenotype
information in a high-fidelity way, which can potentially
improve the accuracy of EHR-based applications, such as
disease diagnosis and treatment [13]. Hence, deep phenotyping
has become the focus of medical informatics. In recent years,
a series of deep-phenotyping methods for English EHRs have
been developed. For example, Peterson et al [14] used the
MetaMap tool [15] to recognize phenotype concepts in EHRs,
along with a neural network model to predict attribute values
associated with phenotypes. They finally characterized English
EHRs with the Fast Healthcare Interoperability Resources
(FHIR) model [16]. Xu et al [17] developed a bidirectional long
short-term memory and conditional random field
(Bi-LSTM-CRF) model to recognize phenotype concepts in
EHRs, together with a machine learning method to predict
attribute values, and finally represented the phenotype

information in English EHRs with the clinical element model
(CEM) [18]. Compared to the progress of deep-phenotyping
English EHRs, the method for deep-phenotyping Chinese EHRs
is still in its infancy. Regarding the existence of linguistic
differences, the established strategies [14,17,19,20] for
deep-phenotyping English EHRs cannot be directly used for
Chinese EHRs. Moreover, developing a deep-phenotyping
algorithm requires fine-grained annotation data. However, it is
hard to obtain a large volume of annotation data because of the
high annotation cost. This means that the development of a
deep-phenotyping algorithm for Chinese EHRs suffers from
the challenge of low-resource scenarios [8], so it is worth
considering how to develop a generalized algorithm for
deep-phenotyping Chinese EHRs with limited fine-grained
annotated data.

In previous work, we developed a fine-grained information
model named PhenoSSU (Semantic Structured Unit of
Phenotypes) [21], which can accurately characterize phenotype
information from medical guidelines with 12 attributes from
SNOMED CT (Systematized Nomenclature of
Medicine–Clinical Terms). To explore an effective strategy for
deep-phenotyping Chinese EHRs, we tried to annotate some
Chinese EHRs with the PhenoSSU model. During the annotation
process, some linguistic patterns of PhenoSSU instances were
found to frequently occur in the free text of Chinese EHRs. For
example, there is a linguistic pattern of “attribute + attribute +
attribute + phenotype” in a given Chinese sentence “患者反复
出现(attribute)剧烈(attribute)腹部(attribute)疼痛(phenotype)”
(English translation: “patients with repeated severe abdominal
pain”). If the linguistic patterns of PhenoSSU instances could
be effectively learned from the corpus of Chinese EHRs, it
would be possible to perform deep phenotyping of Chinese
EHRs by scanning linguistic patterns of PhenoSSU instances.
Therefore, how to effectively learn linguistic patterns of
PhenoSSU instances from the corpus of Chinese EHRs has
become an important question.

Although linguistic patterns of PhenoSSU instances can be
observed and summarized manually, this is a time-consuming
process that depends on experienced experts. In the field of
linguistic pattern mining, the Apriori-based method is one of
the most representative algorithms, which was based on the
principle of frequency counts of keyword occurrences [22]. The
Apriori algorithm is well suited to simple linguistic pattern
mining based on word co-occurrence. For example, a recent
study used the Apriori algorithm to learn linguistic patterns of
cyberbullying behaviors in a social networking service [23].
When two keywords co-occur frequently, they are considered
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to constitute a potential linguistic pattern, such as the
co-occurrence of “foolish” and “abuse.” However, the linguistic
patterns of the PhenoSSU instances are more complicated. Thus,
Apriori-based methods are not competent at mining linguistic
patterns of PhenoSSU instances because they cannot handle the
co-occurrence of a phenotype and several attribute values
simultaneously. Inspired by the work of Ofer et al [24], which
considered biological sequences, such as DNA sequences, as
human language and used advanced NLP tools to tackle
biological tasks, we aimed to model Chinese EHRs as DNA-like
sequences and mine linguistic patterns with advanced
bioinformatics tools. In a recent review, Castellana et al [25]
surveyed 16 classic DNA motif discovery tools and evaluated
their ability to discover sequence motifs nested in 29 simulated
sequence data sets. The MEME (Multiple Expectation
Maximums for Motif Elicitation) motif discovery tool performed
best among the 16 classic DNA motif discovery tools. In this
study, we characterized phenotypes as “P” and attributes as “A”
to transform the free text into a single-letter sequence that could
be analyzed with the MEME motif discovery tool. The sequence
motifs discovered in this single-letter sequence could be viewed
as linguistic patterns of PhenoSSU instances in Chinese EHRs.
Based on the linguistic patterns discovered in EHRs, we could
identify PhenoSSU instances by recognizing linguistic patterns
in free text. To summarize, the task of deep phenotyping of
Chinese EHRs could be converted into two consecutive steps
of sequence motif discovery and linguistic pattern recognition.

Following this idea, we aimed to identify linguistic patterns of
PhenoSSU instances in Chinese EHRs with a biological
sequence motif discovery tool and develop a deep-phenotyping
algorithm for Chinese EHRs by scanning linguistic patterns in
free text. The rest of this paper is organized as follows. The first
section introduces the composition of the PhenoSSU model and
its common linguistic patterns in free text. The second section
introduces the method for using a biological sequence motif
discovery tool to learn linguistic patterns from the corpus of
Chinese EHRs. The third section introduces the method for
recognizing PhenoSSU instances from Chinese EHRs based on
linguistic patterns. The final section introduces a case study to
illustrate the potential application of the deep-phenotyping
algorithm. Although the deep-phenotyping algorithm developed
in this study can only deal with Chinese EHRs, the underlying
methodology can also be illuminating for other
non–English-speaking countries.

Methods

Overview
In this study, a data-driven approach was proposed for learning
linguistic patterns from Chinese EHRs. By using a pipeline of
encoding the training set as a single-letter sequence and
analyzing the sequence with the MEME motif discovery tool,
we learned of six regular expressions and then introduced them
into our pattern recognition–based algorithm for attribute
prediction. The whole pipeline for the linguistic pattern–learning
method is shown in Figure 1.

Figure 1. The pipeline for the linguistic pattern–learning method. A: attribute; C: punctuation; EHR: electronic health record; MEME: Multiple
Expectation Maximums for Motif Elicitation; O: other information; P: phenotype; PhenoSSU: Semantic Structured Unit of Phenotypes; re.compile: a
Python method used to compile a regular expression pattern; SNOMED CT: Systematized Nomenclature of Medicine–Clinical Terms.
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The Design of the PhenoSSU Model for Representing
Phenotype Information in Chinese EHRs
PhenoSSU is essentially an entity-attribute-value model
consisting of phenotype terms along with standardized attributes
from SNOMED CT. Compared with two commonly used
information models named CEM and FHIR, the PhenoSSU
model is more suitable for the task of deep phenotyping for two
reasons. First, it has been shown that the PhenoSSU model is
better at representing phenotype information in medical text
than CEM and FHIR models [21]. Second, the PhenoSSU model
puts more focus on characterizing phenotype traits with
standardized attribute and value sets; as well, the attribute and
value sets of the PhenoSSU model are easier to adjust according
to the study-specific corpus.

To develop a fine-grained annotated corpus, 1000 Chinese EHRs
of respiratory system diseases were manually annotated based
on the PhenoSSU model, whose design was based on infectious
diseases with a large proportion of respiratory diseases [21].
These 1000 Chinese EHRs were obtained from the EHR
database of the Iiyi website [26]; all of the patients’ private
information in these EHRs have been masked by the Iiyi
website.

During manual annotation, we optimized the attributes included
in the PhenoSSU model to make them suitable for Chinese
EHRs. The optimized PhenoSSU model contained 10 attributes,
which could be further divided into two subtypes: (1) attributes
for phrase-based phenotypes, such as “heavy cough” or “fever,”
including assertion, severity, temporal pattern, laterality, spatial
pattern, quadrant pattern, and body location, and (2) attributes
for logic-based phenotypes, such as “WBC [white blood cell]

12.5 × 109/L,” including specimen, analyte, and abnormality.
The composition of the PhenoSSU model is shown in Figure
S1 and Table S1 in Multimedia Appendix 1, as well as the
definitions, typical values, and SNOMED CT codes of attributes
included in the model.

The phenotype information in free text could be structurally
represented by the PhenoSSU model. For example, the

description “a sudden severe pain in the right-lower abdomen”
could be represented as a PhenoSSU instance consisting of the
phenotype concept “pain,” the assertion attribute “present,” the
temporal pattern attribute “acute,” the severity attribute “severe,”
the quadrant pattern attribute “right-lower,” and the body
location attribute “abdomen.” Meanwhile, logic-based
phenotypes (ie, qualitative and quantitative test results) were
also included in the PhenoSSU model. For example, “WBC

12.5 × 109/L” could be represented as a PhenoSSU instance
consisting of the analyte “WBC” and the abnormality attribute
“abnormality: higher,” which was combined and normalized as
a concept of the “increased blood leukocyte number
(414478003)” in SNOMED CT (Figure 2, A). The relevant
knowledge came from our previous study, LATTE (transforming
lab test results) [27], which was integrated into this work,
including sample sources, analyte names, and reference ranges
for 1098 laboratory tests. Detailed information about the
knowledge base is shown in Figures S2 and S3 in Multimedia
Appendix 1.

Based on the annotation guideline of the PhenoSSU model in
our previous work, two Chinese authors with medical
backgrounds (LC and SL) manually annotated these medical
records independently. Annotations were made on the brat rapid
annotation tool platform [28]. The initial annotating agreement
measured with the Cohen κ statistic was 0.851. All inconsistent
annotations were decided by the project supervisor (TJ).

During annotation, we found some linguistic patterns of
PhenoSSU instances in the EHR text. For example, the
description of a phrase-based phenotype, “右下腹部突发剧烈
疼痛” (English translation: “a sudden severe pain in the
right-lower abdomen”), could be summarized as “attribute
(right-lower) + attribute (abdomen) + attribute (acute) + attribute
(severe) + phenotype (pain).” Similarly, the description of
logic-based phenotypes had common linguistic patterns in free

text, such as “analyte (WBC) + number (12.5 × 109) + unit
(cells/ L)” (Figure 2, B). If we can mine linguistic patterns of
PhenoSSU instances from Chinese EHRs, it would be possible
to develop pattern recognition–based deep phenotyping.
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Figure 2. Free-text phenotype descriptions and linguistic patterns. A. Examples of structuring free text by the PhenoSSU model. B. Examples of
linguistic patterns in free text. A: attribute; L: analyte; N: number; P: pain; PhenoSSU: Semantic Structured Unit of Phenotypes; U: unit; WBC: white
blood cell.

Learning Linguistic Patterns of PhenoSSU Instances
From Chinese EHRs Using MEME: Workflow

Overview
In order to learn linguistic patterns of PhenoSSU instances from
the Chinese EHR corpus, 1000 annotated Chinese EHRs in the
study were divided into a training set (n=700, 70%) and test set
(n=300, 30%). The workflow of linguistic pattern mining is

shown in Figure 3, which includes two stages: pattern discovery
and pattern enrichment. In the stage of linguistic pattern
discovery, we used the MEME motif discovery tool, which
solves the problem of motif mining with a maximum likelihood
method [29] to obtain seed linguistic patterns of PhenoSSU
instances. In the stage of linguistic pattern enrichment, a
semiautomatic method was developed to check and fill linguistic
pattern gaps. Through pattern discovery and enrichment, we
built a linguistic pattern library of PhenoSSU instances.

Figure 3. The workflow of learning linguistic patterns of the PhenoSSU model from the corpus of Chinese electronic health records (EHRs). PhenoSSU:
Semantic Structured Unit of Phenotypes; re.compile: a Python method used to compile a regular expression pattern.
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Stage 1: Linguistic Pattern Discovery
First, free text in the training set was encoded into single-letter
sequences. To represent EHRs as the input of the MEME motif
discovery tool, we encoded them as single-letter sequences with
the following criteria: the phenotype (ie, “fever” and “cough”)
was encoded as “P” and the attribute (ie, “severe”) was encoded
as “A.” In the description of phrase-based phenotypes, “P” and
“A” could be directly recognized in the original text. However,
to calculate the abnormality of a logic-based phenotype, we
need to combine the specimen (“S”), analyte (“L”), number
(“N”), and unit (“U”). Specifically, the source of laboratory
examination (ie, “blood” and “urine”) was encoded as “S,” the
analyte (ie, “leukocyte”) was encoded as “L,” the number was
encoded as “N” (ie, “37”), and the unit (ie, “°C”) was encoded
as “U.” Meanwhile, the punctuation (ie, a comma) was encoded
as “C,” and other information was encoded as “O.” In this study,
EHRs were encoded using the FlashText tool, a tool for
string-based concept recognition and replacement [30].
FlashText can find and replace keywords based on the trie
dictionary data structure, which is 82 times faster than regular
expressions. Because of its efficiency in processing text, we
chose the FlashText tool for encoding text as single-letter
sequences. Note that FlashText can retain the index of the strings
in the original text. For example, the free-text description “患
者主诉(O)急性(A)呼吸困难(P)...右下(A)腹部(A)突发(A)剧
烈(A)疼痛(P)...没有出现(A)发热(P), (C)乏力(P)” (English
translation: “Patient complained of acute dyspnea...A sudden
severe pain in the right-lower abdomen...No fever and fatigue”)
could be encoded as “AP...AAAAP...APCP.” During this stage,
we finally obtained single-letter sequences from whole EHRs
in the training set.

Second, the MEME motif discovery tool was used to mine
motifs in the single-letter sequence. The pipeline of MEME
motif discovery is composed of three steps: finding starting
points, maximizing the likelihood expectation, and scoring the
discovered motifs.

The input was a set of unaligned sequences, and the output was
a list of probable motifs. The statistical significance of the motifs
in MEME was evaluated by the E value, which is based on the
log-likelihood ratio. The settings of the MEME motif discovery
tool were optimized as follows:

1. Motif discovery mode: classic mode. In classic mode, only
one sequence needs to be provided. The algorithm will find
the repeated sequence fragments in the sequence by
likelihood ranking.

2. Select the site distribution: any number of repetitions. This
option means selecting motifs that occur repeatedly.

3. How wide can motifs be: from 2 to 30. This number is the
width (ie, characters in the sequence pattern) of a single
motif. MEME can choose an optimal width of each motif
individually by using a heuristic function. In the process,
there were some motifs containing “O” (ie, other
information), which was irrelevant to phenotype
descriptions. Therefore, we separated out the motifs with

the letter “O” to generate sequence segments that may
represent linguistic patterns of PhenoSSU instances.

Third, we built regular expressions based on the discovered
motifs. To make the motifs available in our algorithm, regular
expressions were built. For example, we built a regular
expression “A+P” based on motifs or sequence segments
generated from motifs like “AP,” “AAP,” “AAAP,” and
“AAAAP.”

Stage 2: Linguistic Pattern Enrichment
In this stage, a linguistic pattern recognition–based method was
first used to automatically recognize PhenoSSU instances from
Chinese EHRs in the training set. The workflow of linguistic
pattern recognition is shown in Figure 4, which includes the
following steps:

1. Encoding text as single-letter sequences. For example, the
description “右下腹部突发剧烈疼痛” (English translation:
“a sudden severe pain in the right-lower abdomen”) was
encoded as the single-letter sequence “AAAAP.” The
FlashText tool could record the position index of Chinese
characters in every single letter, making it possible to map
single letters to the original text. An example of the position
index recording is shown in Figure S4 in Multimedia
Appendix 1.

2. Scanning the single-letter sequence with the linguistic
patterns. In this case, “AAAAP” matched the linguistic
pattern “A + P” perfectly, meaning that the four attributes
were associated with the phenotype.

3. Mapping these letters to the original text by index. A:
right-lower; A: abdomen; A: acute; A: severe; P: pain.

4. Filling phenotypes and associated attributes in the
PhenoSSU model. Finally, the description “右下腹部突发
剧烈疼痛” could be transformed into a PhenoSSU instance
consisting of the phenotype “pain,” the assertion attribute
“present,” the temporal pattern attribute “acute,” the severity
attribute “severe,” the quadrant pattern attribute
“right-lower,” and the body location attribute “abdomen.”

Based on the above steps, we discovered the unrecognized
PhenoSSU instances by comparing the automatically recognized
instances with manual annotation. For example, the description
“没有出现(A)发热(P),(C)乏力(P)” (English translation: “No
fever or fatigue”) could be encoded as “APCP,” in which “AP”
matched the regular expression (“A + P”) in our pattern library.
By mapping to the original text, “没有出现发热，乏力” was
transformed into a PhenoSSU instance consisting of the
phenotype “fever” and the assertion attribute “absent.” However,
“absent” was also the attribute of the phenotypes “diarrhea” and
“weight loss,” which were not recognized by the algorithm.

Finally, to check why these PhenoSSU instances were not
recognized, all of them were encoded as single-letter sequences,
which could be scanned with linguistic patterns. If no pattern
matched, we collected such sequences to build new regular
expressions and add them to the linguistic pattern library. In
this example, sequences such as “APCPCP” were enriched into
a regular expression “(A + P (CP) +).”
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Figure 4. The workflow of recognizing PhenoSSU instances from free text via linguistic pattern recognition. The numbers within the square brackets
represent the position indexes of single letters in the original text. A: attribute; P: phenotype; PhenoSSU: Semantic Structured Unit of Phenotypes;
re.compile: a Python method used to compile a regular expression pattern.

Recognizing PhenoSSU Instances From Chinese EHRs:
Workflow
The recognition of PhenoSSU instances could be divided into
two subtasks: entity recognition and attribute prediction. To
find the best strategy for the two tasks, it was essential to
compare our proposed method with current state-of-the-art
methods.

The first subtask was entity recognition, which aimed to
recognize the text spans corresponding to phenotype and
attribute entities. For the subtask of named entity recognition
from Chinese EHRs, the Bidirectional Encoder Representations
from Transformers (BERT)–Bi-LSTM-CRF model has proven
its effectiveness in the CCKS (China Conference on Knowledge
Graph and Semantic Computing) 2018 Task 1: Named Entity
Recognition in Chinese Electronic Medical Records, which
achieved the best F1 score of 91.43 [31]. Therefore, we
compared algorithm performances of the BERT-Bi-LSTM-CRF
model and the classic dictionary-based method in this study.
The parameters of the BERT model were trained with the
Kashgari package in Python (version 3.6.1; Python Software
Foundation). In the dictionary-based method, the knowledge
base of phenotypes was derived from the Chinese translations
of the International Classification of Diseases, 10th Revision
and 11th Revision, and the Human Phenotype Ontology (details
in Table S2 in Multimedia Appendix 1). Further, the knowledge
base of attribute trigger words was from the annotation of the
training set. Entity recognition, combined with the other coding
rules, was applied to encode free text as single-letter sequences,
which would be used in the subsequent attribute prediction
subtask.

The phenotype’s attribute recognition was the second subtask,
which aimed to predict appropriate values for the 10 attributes
in the PhenoSSU model. The encoded single-letter sequences

from the free text and the developed pattern recognition
algorithm in the first subtask were used for attribute prediction.
For the subtask of attribute prediction, we did not compare our
pattern recognition algorithm with currently existing methods
because the PhenoSSU model is a relatively new information
model, and algorithms for deep-phenotyping Chinese EHRs
based on the PhenoSSU model are very scarce. However, we
have referred to state-of-the-art algorithms for deep-phenotyping
English EHRs. For example, our previous work showed that
the support vector machine (SVM)–based model performed
best in the task of deep phenotyping of English clinical
guidelines. That is why the SVM model was compared with the
linguistic pattern–based method in this study. Three features
were used in the SVM model: (1) the distance between
phenotype and attribute words, (2) the number of pauses
between phenotype and attribute words, and (3) the
characteristics of attribute words (eg, some attribute words were
only on the left side of phenotype words). The SVM model was
built with the scikit-learn package (version 1.1.0) in Python.
The parameter tuning of the SVM model was based on a hybrid
search strategy. In this study, we did not use deep
learning–based methods, because our previous work showed
that they were not good at recognizing PhenoSSU instances,
owing to the lack of training samples [21].

Evaluation of Algorithm Performance for Recognizing
PhenoSSU Instances
To evaluate the algorithm’s performance for recognizing
PhenoSSU instances, we used the evaluation metrics in SemEval
(Semantic Evaluation) 2015 Task 14: Analysis of Clinical Text
[32].

In the subtask of entity recognition, the F1 score was taken as
the evaluation metric. When a predicted entity word entirely
coincided with a gold-standard text span, it was considered as
a true positive. The precision metric was calculated as the
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fraction of correctly predicted entities among all entities
identified by the algorithm, and the recall metric was calculated
as the fraction of correctly predicted entities among all entities
identified by the annotators. The F1 score was calculated as the
harmonic mean of precision and recall.

In the subtask of attribute prediction, the average accuracy and
weighted average accuracy were taken as the evaluation metrics
because the weighted average accuracy thoroughly considered
the distribution of each attribute value in the corpus, which
could better evaluate those attribute values with little
distribution.

For the evaluation at the PhenoSSU-instance level, we used the
combination of the F1 score for entity recognition and weighted
average for attribute prediction. A PhenoSSU instance was
considered correct when the phenotype and associated attribute
values annotated by the algorithm were the same as the
corresponding PhenoSSU instance annotated by experts.

Ethical Considerations
The 1000 Chinese EHRs of respiratory system diseases used in
this study were obtained from the EHR database of the Iiyi
website [26]. No ethics approval was needed because the data
from downloaded EHRs, including patients’private information,
were all masked by the Iiyi website.

Results

Linguistic Patterns of PhenoSSU Instances Learned
From Chinese EHRs
A total of 51 sequence motifs were discovered from the Chinese
EHRs in the training set (details are shown in Figure S5 in
Multimedia Appendix 1). Based on the 51 motifs, we built six
regular expressions (Table 1), namely linguistic patterns of the
PhenoSSU instances in the Chinese EHRs. Among the regular
expressions of phrase-based phenotypes, “AP +” appeared most

frequently. The most common description of this regular
expression was “absent” plus phenotypes, which could be used
for differential diagnosis in clinical practice. The second
frequent regular expression was “A + P,” which usually
corresponded to a detailed description of phenotypes, such as
“body location + severity + phenotype.” There were also
complex linguistic patterns to be generalized as “A × PC × A
+,” for example, “严重(A)咳嗽(P)，(C)呈持续性(A)” (ie,
severe cough, consistently). Among the regular expressions of
logic-based phenotypes, the most typical was “S × LNU,” such

as the description “WBC 12 × 109/L.” There were also linguistic
patterns that directly interpreted laboratory examination results:
“S × LR [results of laboratory examination],” such as “血糖升
高” (ie, high blood glucose). The above results suggest that
there are inherent linguistic patterns in Chinese EHRs. The
detailed frequency of linguistic patterns is shown in Table S3
in Multimedia Appendix 1.

In this study, six regular expressions were learned from 700
Chinese EHRs in the training set. However, the size of the
training set could be smaller than 700 in order to build the six
regular expressions. To explore the potential smallest size of
the training set, we conducted an experiment to explore the
minimum number of EHRs that could match all six regular
expressions. In the experiment, we randomly selected EHRs
from the training set with stepwise increased data size, which
were scanned with the six regular expressions. When all six
regular expressions could be matched, that data size was
recorded. This process was repeated 1000 times to calculate the
mean and SD of the EHR sums that covered the six regular
expressions. Results showed that in a mean of 134 (SD 9.7)
EHRs, the six regular expressions could be matched. We did
not use the pattern discovery method illustrated in this study
because there was a semiautomatic step in the method.
Repeating the pattern discovery method 1000 times would be
time-consuming. A line graph was plotted to show five examples
among all 1000 tests (Figure S6 in Multimedia Appendix 1).
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Table 1. Six regular expressions based on linguistic patterns of the Chinese electronic health record corpus in this study.

Example in Chinese (English translation)Phenotype category and regular expressions

Phrase-based phenotypes

“无/A咳嗽/P、/C发热/P” (no cough or fever)re.compilea(“Ab+Pc(CdP)+”)

“严重/A腹痛/P腹泻/P” (severe abdominal pain and diarrhea)re.compile(“AP+”)

“右下腹/A严重/A疼痛/P” (severe right-lower abdominal pain)re.compile(“A+P”)

“咳嗽/P，/C呈持续性/A” (cough, consistently)re.compile(“A×PC×A+”)

Logic-based phenotypes

“白细胞/L 12×109/N /L/U” (WBCi 12 × 109/L)re.compile(“Se×LfNgUh”)

“血/S糖/L升高/R” (high blood glucose)re.compile(“S×LRj” )

are.compile: a Python method used to compile a regular expression pattern.
bA: attribute.
cP: phenotype.
dC: punctuation.
eS: specimen.
fL: analyte.
gN: number.
hU: unit.
iWBC: white blood cell.
jR: results of laboratory examination.

The Best Strategy for Recognizing PhenoSSU Instances
Based on the linguistic patterns of Chinese EHRs, we developed
a pattern recognition–based method to identify PhenoSSU
instances. To find the best strategy for recognizing PhenoSSU
instances, we developed and compared different methods in the
subtasks of entity recognition and attribute prediction. The
results in Figure 5 show that the best strategy was to recognize
entities using the deep learning–based method and then predict
the attribute values using the pattern recognition–based method.

Specifically, in the entity recognition subtask, the method of
deep learning (ie, BERT-Bi-LTSM-CRF) achieved the best

performance, with an F1 score of 0.898 (Figure 5, B). As a
comparison, the dictionary-based method achieved an F1 score
of 0.804. In the subtask of attribute prediction, the pattern
recognition–based method had the best performance, with an
accuracy of 0.977 and a weighted average of 0.940 (Figure 5,
C). The SVM-based method achieved an accuracy of 0.783 and
a weighted average of 0.709. The deep-phenotyping algorithm
for Chinese EHRs had an overall accuracy of 0.844 on the test
set. The detailed performances of the two models for predicting
attribute values are shown in Table S4 in Multimedia Appendix
1.
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Figure 5. Determining the best strategy for recognizing PhenoSSU instances. A. The workflow of recognizing PhenoSSU instances from free text. B.
The performance comparison between the dictionary-based method and the deep learning–based method in identifying phenotype concepts. C. The
performance comparison between the SVM-based method and the pattern recognition–based method in recognizing a phenotype’s attributes. PhenoSSU:
Semantic Structured Unit of Phenotypes; SNOMED CT: Systematized Nomenclature of Medicine–Clinical Terms; SVM: support vector machine.

Case Study: Exploring the Real-World Evidence That
Deep-Phenotyping EHRs Can Update Knowledge in
Guidelines
With the pattern recognition algorithm, we could effectively
structure phenotype information in Chinese EHRs. To
demonstrate the potential application of deep phenotyping, a
case study was conducted to update clinical guidelines by
information retrieval of EHRs. In the case study, we selected
the latest Chinese clinical guideline and 300 Chinese EHRs of
chronic bronchitis. To recognize PhenoSSU instances from the
guideline and the EHRs, we used the optimized hybrid strategy
mentioned previously.

A total of 9 and 29 PhenoSSU instances were identified from
the clinical guideline and the EHRs of chronic bronchitis,
respectively (details are shown in Tables S5-S7 in Multimedia
Appendix 1). The 9 PhenoSSU instances identified in the clinical
guideline appeared in the EHRs, which meant another 20
PhenoSSU instances in the EHRs were not covered in the
clinical guideline. For example, “cough: chronic” and “cough:
recurrent” both appeared in the clinical guideline and the EHRs.
However, the current guideline could not give suggestions to
accurately diagnose patients with occasional cough or severe
cough as having chronic bronchitis (Figure 6). This real-world
evidence hints at the feasibility of updating knowledge in clinical
guidelines through deep phenotyping of large-scale EHRs.

Figure 6. The comparison of PhenoSSU instances extracted from the clinical guidelines and electronic health records (EHRs) of chronic bronchitis.
PhenoSSU: Semantic Structured Unit of Phenotypes.
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Discussion

Principal Findings
In this study, we developed a simple but effective strategy to
perform deep phenotyping of Chinese EHRs. The core of this
strategy is learning linguistic patterns of PhenoSSU instances
with a motif discovery tool from the field of bioinformatics.
According to this research, biological sequence motif discovery
tools could be used to effectively identify linguistic patterns of
phenotype descriptions from medical texts after encoding them
as DNA-like sequences. Meanwhile, the process of identifying
linguistic patterns does not require too much annotation data;
thus, our strategy is suitable for low-resource scenarios of
deep-phenotyping Chinese EHRs.

This study was a preliminary attempt to use bioinformatics tools
to tackle problems in medical informatics. By modeling natural
language as single-letter sequences, it is possible that other
advanced tools for analyzing biological sequences could also
be used for processing natural language. For example, some
researchers in the NLP field have applied a classic informatics
algorithm, named the Basic Local Alignment Search Tool
(BLAST), [33] to the text reuse detection task [34]. In Vesanto’s
work [35], the 23 most-used English letters in the data set were
calculated to form a simple one-to-one mapping between English
letters and arbitrary amino acids. In this way, text was encoded
into single-letter sequences that BLAST could handle to
calculate similarities between texts. It is believed that future
communications between bioinformatics and medical
informatics will become more frequent [36].

It can be concluded from this study that there exist some regular
linguistic patterns for phenotype narratives in Chinese EHRs.

The origin of these linguistic patterns may be the common
writing habits of clinicians who try to save time by recording
clinical information faithfully in as few words as possible [37].
The reason our strategy does not require large annotation
samples is that it uses the inner knowledge of linguistic patterns.
As we know, data-hungry strategies, such as machine learning
and deep learning, require many training samples to effectively
identify patterns from data. However, there are many
low-resource scenarios in practice that lack sufficient annotation
samples for machine learning or deep learning. This is perhaps
the reason why the majority (60%) of NLP studies in the medical
domain have continued to use a knowledge-based approach
rather than a machine learning–based approach [4]. In recent
years, researchers have become increasingly focused on
integrating machine learning with human knowledge [38], which
is expected to become a new paradigm to deal with low-resource
scenarios in medical informatics [39].

Limitations
One limitation of this study was that linguistic patterns were
learned from EHRs of respiratory diseases, which may not be
applicable to other diseases. In addition, limited by the data
size, the linguistic patterns in our study might be incomplete.
In the future, we will continue to improve the algorithm with
more Chinese EHRs from different hospital departments.

Conclusions
We developed a simple but effective strategy to perform deep
phenotyping of Chinese EHRs with limited fine-grained
annotation data. Our work will promote the second use of
Chinese EHRs and bring inspiration to other
non–English-speaking countries.

 

Acknowledgments
This work was supported by the National Key Research and Development Program of China (grant 2021YFC2302000), the
Chinese Academy of Medical Sciences Innovation Fund for Medical Sciences (grants 2021-1-I2M-051 and 2021-I2M-1-001),
the National Natural Science Foundation of China (grant 31671371), and the Emergency Key Program of Guangzhou Laboratory
(grant EKPG21-12).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Supplementary materials.
[DOCX File , 902 KB - jmir_v24i6e37213_app1.docx ]

References
1. Hong C, Rush E, Liu M, Zhou D, Sun J, Sonabend A, VA Million Veteran Program. Clinical knowledge extraction via

sparse embedding regression (KESER) with multi-center large scale electronic health record data. NPJ Digit Med 2021
Oct 27;4(1):151 [FREE Full text] [doi: 10.1038/s41746-021-00519-z] [Medline: 34707226]

2. Katzan IL, Rudick RA. Time to integrate clinical and research informatics. Sci Transl Med 2012 Nov 28;4(162):162fs41.
[doi: 10.1126/scitranslmed.3004583] [Medline: 23197569]

3. Elkin PL, Mullin S, Mardekian J, Crowner C, Sakilay S, Sinha S, et al. Using artificial intelligence with natural language
processing to combine electronic health record's structured and free text data to identify nonvalvular atrial fibrillation to
decrease strokes and death: Evaluation and case-control study. J Med Internet Res 2021 Nov 09;23(11):e28946 [FREE Full
text] [doi: 10.2196/28946] [Medline: 34751659]

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37213 | p.565https://www.jmir.org/2022/6/e37213
(page number not for citation purposes)

Li et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

jmir_v24i6e37213_app1.docx
jmir_v24i6e37213_app1.docx
https://doi.org/10.1038/s41746-021-00519-z
http://dx.doi.org/10.1038/s41746-021-00519-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34707226&dopt=Abstract
http://dx.doi.org/10.1126/scitranslmed.3004583
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23197569&dopt=Abstract
https://www.jmir.org/2021/11/e28946/
https://www.jmir.org/2021/11/e28946/
http://dx.doi.org/10.2196/28946
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34751659&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


4. Wang Y, Wang L, Rastegar-Mojarad M, Moon S, Shen F, Afzal N, et al. Clinical information extraction applications: A
literature review. J Biomed Inform 2018 Jan;77:34-49 [FREE Full text] [doi: 10.1016/j.jbi.2017.11.011] [Medline: 29162496]

5. Chiu P, Hripcsak G. EHR-based phenotyping: Bulk learning and evaluation. J Biomed Inform 2017 Jun;70:35-51 [FREE
Full text] [doi: 10.1016/j.jbi.2017.04.009] [Medline: 28410982]

6. Shickel B, Tighe PJ, Bihorac A, Rashidi P. Deep EHR: A survey of recent advances in deep learning techniques for electronic
health record (EHR) analysis. IEEE J Biomed Health Inform 2018 Sep;22(5):1589-1604 [FREE Full text] [doi:
10.1109/JBHI.2017.2767063] [Medline: 29989977]

7. Oniki TA, Zhuo N, Beebe CE, Liu H, Coyle JF, Parker CG, et al. Clinical element models in the SHARPn consortium. J
Am Med Inform Assoc 2016 Mar;23(2):248-256 [FREE Full text] [doi: 10.1093/jamia/ocv134] [Medline: 26568604]

8. Shi X, Yi Y, Xiong Y, Tang B, Chen Q, Wang X, et al. Extracting entities with attributes in clinical text via joint deep
learning. J Am Med Inform Assoc 2019 Dec 01;26(12):1584-1591 [FREE Full text] [doi: 10.1093/jamia/ocz158] [Medline:
31550346]

9. Hripcsak G, Albers DJ. High-fidelity phenotyping: Richness and freedom from bias. J Am Med Inform Assoc 2018 Mar
01;25(3):289-294 [FREE Full text] [doi: 10.1093/jamia/ocx110] [Medline: 29040596]

10. Zhang XA, Yates A, Vasilevsky N, Gourdine JP, Callahan TJ, Carmody LC, et al. Semantic integration of clinical laboratory
tests from electronic health records for deep phenotyping and biomarker discovery. NPJ Digit Med 2019;2:32 [FREE Full
text] [doi: 10.1038/s41746-019-0110-4] [Medline: 31119199]

11. Delude CM. Deep phenotyping: The details of disease. Nature 2015 Nov 05;527(7576):S14-S15. [doi: 10.1038/527S14a]
[Medline: 26536218]

12. Weng C, Shah NH, Hripcsak G. Deep phenotyping: Embracing complexity and temporality-Towards scalability, portability,
and interoperability. J Biomed Inform 2020 May;105:103433 [FREE Full text] [doi: 10.1016/j.jbi.2020.103433] [Medline:
32335224]

13. Robinson PN. Deep phenotyping for precision medicine. Hum Mutat 2012 May;33(5):777-780. [doi: 10.1002/humu.22080]
[Medline: 22504886]

14. Peterson KJ, Jiang G, Liu H. A corpus-driven standardization framework for encoding clinical problems with HL7 FHIR.
J Biomed Inform 2020 Oct;110:103541 [FREE Full text] [doi: 10.1016/j.jbi.2020.103541] [Medline: 32814201]

15. Aronson AR, Lang F. An overview of MetaMap: Historical perspective and recent advances. J Am Med Inform Assoc
2010;17(3):229-236 [FREE Full text] [doi: 10.1136/jamia.2009.002733] [Medline: 20442139]

16. Ayaz M, Pasha MF, Alzahrani MY, Budiarto R, Stiawan D. The Fast Health Interoperability Resources (FHIR) standard:
Systematic literature review of implementations, applications, challenges and opportunities. JMIR Med Inform 2021 Jul
30;9(7):e21929 [FREE Full text] [doi: 10.2196/21929] [Medline: 34328424]

17. Xu J, Li Z, Wei Q, Wu Y, Xiang Y, Lee H, et al. Applying a deep learning-based sequence labeling approach to detect
attributes of medical concepts in clinical text. BMC Med Inform Decis Mak 2019 Dec 05;19(Suppl 5):236 [FREE Full text]
[doi: 10.1186/s12911-019-0937-2] [Medline: 31801529]

18. Tao C, Jiang G, Oniki TA, Freimuth RR, Zhu Q, Sharma D, et al. A semantic-web oriented representation of the clinical
element model for secondary use of electronic health records data. J Am Med Inform Assoc 2013 May 01;20(3):554-562
[FREE Full text] [doi: 10.1136/amiajnl-2012-001326] [Medline: 23268487]

19. Lu Z, Sim J, Wang JX, Forrest CB, Krull KR, Srivastava D, et al. Natural language processing and machine learning
methods to characterize unstructured patient-reported outcomes: Validation study. J Med Internet Res 2021 Nov
03;23(11):e26777 [FREE Full text] [doi: 10.2196/26777] [Medline: 34730546]

20. Yeh MC, Wang Y, Yang H, Bai K, Wang H, Li YJ. Artificial intelligence-based prediction of lung cancer risk using
nonimaging electronic medical records: Deep learning approach. J Med Internet Res 2021 Aug 03;23(8):e26256 [FREE
Full text] [doi: 10.2196/26256] [Medline: 34342588]

21. Deng L, Chen L, Yang T, Liu M, Li S, Jiang T. Constructing high-fidelity phenotype knowledge graphs for infectious
diseases with a fine-grained semantic information model: Development and usability study. J Med Internet Res 2021 Jun
15;23(6):e26892 [FREE Full text] [doi: 10.2196/26892] [Medline: 34128811]

22. Fard MJS, Namin PA. Review of Apriori based frequent itemset mining solutions on big data. In: Proceedings of the 6th
International Conference on Web Research. 2020 Presented at: The 6th International Conference on Web Research; April
22-23, 2020; Tehran, Iran p. 157-164. [doi: 10.1109/icwr49608.2020.9122295]

23. Zainol Z, Wani S, Nohuddin PNE, Noormanshah WMU, Marzukhi S. Association analysis of cyberbullying on social media
using Apriori algorithm. Int J Eng Technol 2018;7(4.29):72-75 [FREE Full text] [doi: 10.14419/ijet.v7i4.29.21847]

24. Ofer D, Brandes N, Linial M. Comput Struct Biotechnol J 2021;19:1750-1758 [FREE Full text] [doi:
10.1016/j.csbj.2021.03.022] [Medline: 33897979]

25. Castellana S, Biagini T, Parca L, Petrizzelli F, Bianco SD, Vescovi AL, et al. A comparative benchmark of classic DNA
motif discovery tools on synthetic data. Brief Bioinform 2021 Nov 05;22(6):bbab303. [doi: 10.1093/bib/bbab303] [Medline:
34351399]

26. Iiyi. URL: https://bingli.iiyi.com/ [accessed 2022-05-25]

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37213 | p.566https://www.jmir.org/2022/6/e37213
(page number not for citation purposes)

Li et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(17)30256-3
http://dx.doi.org/10.1016/j.jbi.2017.11.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29162496&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(17)30079-5
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(17)30079-5
http://dx.doi.org/10.1016/j.jbi.2017.04.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28410982&dopt=Abstract
http://europepmc.org/abstract/MED/29989977
http://dx.doi.org/10.1109/JBHI.2017.2767063
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29989977&dopt=Abstract
http://europepmc.org/abstract/MED/26568604
http://dx.doi.org/10.1093/jamia/ocv134
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26568604&dopt=Abstract
http://europepmc.org/abstract/MED/31550346
http://dx.doi.org/10.1093/jamia/ocz158
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31550346&dopt=Abstract
http://europepmc.org/abstract/MED/29040596
http://dx.doi.org/10.1093/jamia/ocx110
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29040596&dopt=Abstract
https://doi.org/10.1038/s41746-019-0110-4
https://doi.org/10.1038/s41746-019-0110-4
http://dx.doi.org/10.1038/s41746-019-0110-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31119199&dopt=Abstract
http://dx.doi.org/10.1038/527S14a
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26536218&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(20)30061-7
http://dx.doi.org/10.1016/j.jbi.2020.103433
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32335224&dopt=Abstract
http://dx.doi.org/10.1002/humu.22080
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22504886&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(20)30169-6
http://dx.doi.org/10.1016/j.jbi.2020.103541
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32814201&dopt=Abstract
http://europepmc.org/abstract/MED/20442139
http://dx.doi.org/10.1136/jamia.2009.002733
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20442139&dopt=Abstract
https://medinform.jmir.org/2021/7/e21929/
http://dx.doi.org/10.2196/21929
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34328424&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-019-0937-2
http://dx.doi.org/10.1186/s12911-019-0937-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31801529&dopt=Abstract
http://europepmc.org/abstract/MED/23268487
http://dx.doi.org/10.1136/amiajnl-2012-001326
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23268487&dopt=Abstract
https://www.jmir.org/2021/11/e26777/
http://dx.doi.org/10.2196/26777
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34730546&dopt=Abstract
https://www.jmir.org/2021/8/e26256/
https://www.jmir.org/2021/8/e26256/
http://dx.doi.org/10.2196/26256
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34342588&dopt=Abstract
https://www.jmir.org/2021/6/e26892/
http://dx.doi.org/10.2196/26892
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34128811&dopt=Abstract
http://dx.doi.org/10.1109/icwr49608.2020.9122295
https://www.researchgate.net/publication/329337767_Association_Analysis_of_Cyberbullying_on_Social_Media_using_Apriori_Algorithm/link/5c0f1c26a6fdcc494feb120d/download
http://dx.doi.org/10.14419/ijet.v7i4.29.21847
https://linkinghub.elsevier.com/retrieve/pii/S2001-0370(21)00094-5
http://dx.doi.org/10.1016/j.csbj.2021.03.022
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33897979&dopt=Abstract
http://dx.doi.org/10.1093/bib/bbab303
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34351399&dopt=Abstract
https://bingli.iiyi.com/
http://www.w3.org/Style/XSL
http://www.renderx.com/


27. Jiang K, Yang T, Wu C, Chen L, Mao L, Wu Y, et al. LATTE: A knowledge-based method to normalize various expressions
of laboratory test results in free text of Chinese electronic health records. J Biomed Inform 2020 Feb;102:103372 [FREE
Full text] [doi: 10.1016/j.jbi.2019.103372] [Medline: 31901507]

28. Stenetorp P, Pyysalo S, Topić G, Ohta T, Ananiadou S, Tsujii J. brat: A web-based tool for NLP-assisted text annotation.
In: Proceedings of the Demonstrations at the 13th Conference of the European Chapter of the Association for Computational
Linguistics. 2012 Presented at: The 13th Conference of the European Chapter of the Association for Computational
Linguistics; April 23-27, 2012; Avignon, France p. 102-107.

29. Bailey TL, Johnson J, Grant CE, Noble WS. The MEME suite. Nucleic Acids Res 2015 Jul 01;43(W1):W39-W49 [FREE
Full text] [doi: 10.1093/nar/gkv416] [Medline: 25953851]

30. Singh V. Replace or retrieve keywords in documents at scale. ArXiv. Preprint posted online on November 9, 2017 [FREE
Full text]

31. Zhang J, Li J, Jiao Z, Yan J. Overview of CCKS 2018 Task 1: Named Entity Recognition in Chinese Electronic Medical
Records. In: Proceedings of the 4th China Conference on Knowledge Graph and Semantic Computing. 2019 Presented at:
The 4th China Conference on Knowledge Graph and Semantic Computing; August 24-27, 2019; Hangzhou, China p.
158-164. [doi: 10.1007/978-981-15-1956-7_14]

32. Elhadad N, Pradhan S, Gorman S, Manandhar S, Chapman W, Savova G. SemEval-2015 Task 14: Analysis of Clinical
Text. In: Proceedings of the 9th International Workshop on Semantic Evaluation. 2015 Presented at: The 9th International
Workshop on Semantic Evaluation; June 4-5, 2015; Denver, CO p. 303-310 URL: https://aclanthology.org/S15-2051.pdf
[doi: 10.18653/v1/s15-2051]

33. Johnson M, Zaretskaya I, Raytselis Y, Merezhuk Y, McGinnis S, Madden TL. NCBI BLAST: A better web interface.
Nucleic Acids Res 2008 Jul 01;36(Web Server issue):W5-W9 [FREE Full text] [doi: 10.1093/nar/gkn201] [Medline:
18440982]

34. Vierthaler P, Gelein M. A BLAST-based, language-agnostic text reuse algorithm with a MARKUS implementation and
sequence alignment optimized for large Chinese corpora. J Cult Anal 2019;4(2):1-25 [FREE Full text] [doi: 10.22148/16.034]

35. Vesanto A. Detecting and Analyzing Text Reuse With BLAST [master's thesis]. Turku, Finland: University in Turku; 2018.
URL: https://www.utupub.fi/bitstream/handle/10024/146706/Vesanto_Aleksi_opinnayte.pdf?isAllowed=y&sequence=1
[accessed 2022-05-21]

36. Ouyang Z, Sargeant J, Thomas A, Wycherley K, Ma R, Esmaeilbeigi R, et al. A scoping review of ‘big data’, ‘informatics’,
and ‘bioinformatics’ in the animal health and veterinary medical literature. Anim Health Res Rev 2019 Dec 18;20(1):1-18.
[doi: 10.1017/s1466252319000136]

37. Han H, Lopp L. Writing and reading in the electronic health record: An entirely new world. Med Educ Online 2013 Feb
05;18:1-7 [FREE Full text] [doi: 10.3402/meo.v18i0.18634] [Medline: 23394976]

38. Deng C, Ji X, Rainey C, Zhang J, Lu W. Integrating machine learning with human knowledge. iScience 2020 Nov
20;23(11):101656 [FREE Full text] [doi: 10.1016/j.isci.2020.101656] [Medline: 33134890]

39. de Jong J, Cutcutache I, Page M, Elmoufti S, Dilley C, Fröhlich H, et al. Towards realizing the vision of precision medicine:
AI based prediction of clinical drug response. Brain 2021 Jul 28;144(6):1738-1750 [FREE Full text] [doi:
10.1093/brain/awab108] [Medline: 33734308]

Abbreviations
A: attribute (in the context of single-letter sequences)
BERT: Bidirectional Encoder Representations from Transformers
Bi-LSTM-CRF: bidirectional long short-term memory and conditional random field
BLAST: Basic Local Alignment Search Tool
C: punctuation (in the context of single-letter sequences)
CCKS: China Conference on Knowledge Graph and Semantic Computing
CEM: clinical element model
EHR: electronic health record
FHIR: Fast Healthcare Interoperability Resources
L: analyte (in the context of single-letter sequences)
LATTE: transforming lab test results
MEME: Multiple Expectation Maximums for Motif Elicitation
N: number (in the context of single-letter sequences)
NLP: natural language processing
O: other information (in the context of single-letter sequences)
P: phenotype (in the context of single-letter sequences)
PhenoSSU: Semantic Structured Unit of Phenotypes
R: results of laboratory examination (in the context of single-letter sequences)
S: specimen (in the context of single-letter sequences)

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37213 | p.567https://www.jmir.org/2022/6/e37213
(page number not for citation purposes)

Li et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(19)30292-8
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(19)30292-8
http://dx.doi.org/10.1016/j.jbi.2019.103372
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31901507&dopt=Abstract
http://europepmc.org/abstract/MED/25953851
http://europepmc.org/abstract/MED/25953851
http://dx.doi.org/10.1093/nar/gkv416
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25953851&dopt=Abstract
https://arxiv.org/pdf/1711.00046.pdf
https://arxiv.org/pdf/1711.00046.pdf
http://dx.doi.org/10.1007/978-981-15-1956-7_14
https://aclanthology.org/S15-2051.pdf
http://dx.doi.org/10.18653/v1/s15-2051
http://europepmc.org/abstract/MED/18440982
http://dx.doi.org/10.1093/nar/gkn201
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18440982&dopt=Abstract
https://culturalanalytics.org/article/11054
http://dx.doi.org/10.22148/16.034
https://www.utupub.fi/bitstream/handle/10024/146706/Vesanto_Aleksi_opinnayte.pdf?isAllowed=y&sequence=1
http://dx.doi.org/10.1017/s1466252319000136
http://europepmc.org/abstract/MED/23394976
http://dx.doi.org/10.3402/meo.v18i0.18634
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23394976&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2589-0042(20)30848-8
http://dx.doi.org/10.1016/j.isci.2020.101656
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33134890&dopt=Abstract
http://europepmc.org/abstract/MED/33734308
http://dx.doi.org/10.1093/brain/awab108
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33734308&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


SemEval: Semantic Evaluation
SNOMED CT: Systematized Nomenclature of Medicine–Clinical Terms
SVM: support vector machine
U: unit (in the context of single-letter sequences)
WBC: white blood cell

Edited by A Mavragani; submitted 11.02.22; peer-reviewed by HH Wang, S Sakilay, H Liu; comments to author 09.03.22; revised
version received 21.04.22; accepted 12.05.22; published 03.06.22.

Please cite as:
Li S, Deng L, Zhang X, Chen L, Yang T, Qi Y, Jiang T
Deep Phenotyping of Chinese Electronic Health Records by Recognizing Linguistic Patterns of Phenotypic Narratives With a Sequence
Motif Discovery Tool: Algorithm Development and Validation
J Med Internet Res 2022;24(6):e37213
URL: https://www.jmir.org/2022/6/e37213 
doi:10.2196/37213
PMID:35657661

©Shicheng Li, Lizong Deng, Xu Zhang, Luming Chen, Tao Yang, Yifan Qi, Taijiao Jiang. Originally published in the Journal
of Medical Internet Research (https://www.jmir.org), 03.06.2022. This is an open-access article distributed under the terms of
the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet
Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/,
as well as this copyright and license information must be included.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37213 | p.568https://www.jmir.org/2022/6/e37213
(page number not for citation purposes)

Li et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2022/6/e37213
http://dx.doi.org/10.2196/37213
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35657661&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Impactability Modeling for Reducing Medicare Accountable Care
Organization Payments and Hospital Events in High-Need
High-Cost Patients: Longitudinal Cohort Study

Maureen A Smith1,2, MD, MPH, PhD; Menggang Yu1, PhD; Jared D Huling3, PhD; Xinyi Wang1, PhD; Allie DeLonay1,

MS; Jonathan Jaffery4,5, MD, MS
1Department of Population Health Sciences, University of Wisconsin–Madison, Madison, WI, United States
2Department of Family Medicine and Community Health, University of Wisconsin–Madison, Madison, WI, United States
3Division of Biostatistics, University of Minnesota, Minneapolis, MN, United States
4University of Wisconsin Health Office of Population Health, Madison, WI, United States
5Department of Medicine, University of Wisconsin–Madison, Madison, WI, United States

Corresponding Author:
Maureen A Smith, MD, MPH, PhD
Department of Population Health Sciences
University of Wisconsin–Madison
800 University Bay Dr
Suite 210
Madison, WI, 53794
United States
Phone: 1 6082624802
Email: maureensmith@wisc.edu

Abstract

Background: Impactability modeling promises to help solve the nationwide crisis in caring for high-need high-cost patients
by matching specific case management programs with patients using a “benefit” or “impactability” score, but there are limitations
in tailoring each model to a specific program and population.

Objective: We evaluated the impact on Medicare accountable care organization savings from developing a benefit score for
patients enrolled in a historic case management program, prospectively implementing the score, and evaluating the results in a
new case management program.

Methods: We conducted a longitudinal cohort study of 76,140 patients in a Medicare accountable care organization with multiple
before-and-after measures of the outcome, using linked electronic health records and Medicare claims data from 2012 to 2019.
There were 489 patients in the historic case management program, with 1550 matched comparison patients, and 830 patients in
the new program, with 2368 matched comparison patients. The historic program targeted high-risk patients and assigned a centrally
located registered nurse and social worker to each patient. The new program targeted high- and moderate-risk patients and assigned
a nurse physically located in a primary care clinic. Our primary outcomes were any unplanned hospital events (admissions,
observation stays, and emergency department visits), count of event-days, and Medicare payments.

Results: In the historic program, as expected, high-benefit patients enrolled in case management had fewer events, fewer
event-days, and an average US $1.15 million reduction in Medicare payments per 100 patients over the subsequent year when
compared with the findings in matched comparison patients. For the new program, high-benefit high-risk patients enrolled in
case management had fewer events, while high-benefit moderate-risk patients enrolled in case management did not differ from
matched comparison patients.

Conclusions: Although there was evidence that a benefit score could be extended to a new case management program for similar
(ie, high-risk) patients, there was no evidence that it could be extended to a moderate-risk population. Extending a score to a new
program and population should include evaluation of program outcomes within key subgroups. With increased attention on
value-based care, policy makers and measure developers should consider ways to incorporate impactability modeling into program
design and evaluation.
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Introduction

With a national imperative to reduce costs and improve care for
high-need high-cost patients [1-3], most accountable care
organizations (ACOs) [4] are implementing outpatient case
management programs with a nurse or social worker
coordinating care. However, there is little evidence of cost
savings from these resource-intensive programs [5-7], and they
vary widely in design and implementation [5,8]. This widespread
implementation of unproven programs has concerned policy
makers [9,10] and led to recommendations to design more
effective programs [11], to improve the identification of
potentially high-cost patients using predictive models [12], and
even to abandon care coordination as a cost-saving strategy
[13]. For example, case managers often identify patients for
enrollment in a case management program using a predictive
risk score to find patients at high risk of poor outcomes, such
as hospital admission [14].

Rather than attempting to identify effective case management
programs and standardize implementation across health systems,
a fundamentally different strategy would identify patients who
benefit from specific case management programs as they are
implemented in practice and match patients to the most
beneficial program [5]. Described by Lewis et al as
“impactability modeling” [15], this pragmatic approach predicts
who is likely to benefit from a particular intervention with
respect to an outcome and not who is likely to have a poor
outcome. Different from risk scores, these “impactability” or
“benefit” scores identify patients who are likely to benefit from
enrollment into case management with respect to a specific
outcome (eg, preventing hospital admissions). In this way, a
benefit score could allow further partitioning of a high-risk
population of patients into those who are and those who are not
likely to benefit from case management. For example, a
high-risk patient may or may not be likely to avoid
hospitalizations if enrolled into case management. This
additional stratification of a high-risk population using a benefit
score may help an ACO target patients for enrollment into case
management. Early analyses on impactability in the Medicare
population [16] (labeled “benefit score”) and in the Medicaid
population [17] (labeled “impactability score”) successfully
developed scores to identify individuals who were more likely
to benefit from certain case management programs and
suggested significant savings [16]. However, neither score was
evaluated to determine if it could extend beyond the case
management program and population on which it was developed.

The promise of impactability modeling is based on substantial
evidence that patients may be more or less likely to benefit from
a specific intervention depending on their personal and clinical
characteristics [5], although this tailoring of program enrollment
may come at a cost. Because impactability models are
intrinsically linked to the specific program and population used
in their development and because there is wide variation in case

management program design and implementation [5,8], it is
unclear whether these scores could extend to new programs or
populations. To address this question, we evaluated the impact
on Medicare ACO savings from a case management “benefit
score” developed using a historic case management program
enrolling high-risk patients (published elsewhere [16]), and
compared the results to prospectively implementing the score
in a new case management program enrolling both high- and
moderate-risk populations. Our work extends analyses conducted
under a Patient-Centered Outcomes Research Institute
(PCORI)-funded health systems demonstration grant
(HSD-1603-35039; “Variation in case management programs
and their effectiveness in managing high-risk patients for
Medicare ACOs” [18]).

Methods

Study Design and Setting
We used a longitudinal cohort study design with multiple
before-and-after measures of the outcome for each case
management patient and matched comparison patient [19-21].
Linked electronic health record (EHR) and Medicare enrollment
and claims data were extracted from January 1, 2012, through
April 30, 2019, to characterize patients during a 1-year baseline
period and up to a 1-year follow-up period, as well as census
data from the 2007-2011 American Community Survey. The
setting was UW Health, a large health system in Wisconsin with
30 statewide academic and community-based primary care
clinics and 279 primary care providers. UW Health began
participating in the Medicare ACO program in 2013 and, as
part of its commitment to become a learning health system [22],
began developing scores to support targeted enrollment of
patients into population management programs and regularly
evaluating program outcomes.

Ethical Considerations
This project was deemed exempt from institutional review board
oversight at the University of Wisconsin–Madison as it
constitutes quality improvement or program evaluation [23].
Institutional review board review was not required because, in
accordance with federal regulations, the project does not
constitute research.

Case Management Patients
For ease of comparison, we described patients from both the
historic [16] and new case management programs. We included
patients aged 18 years or older enrolled for at least 1 month
with (1) continuous EHR and claims data available for at least
1 year prior to enrollment in case management; (2) assignment
to the ACO during baseline and follow-up periods; and (3) at
least 1 month of continuous EHR and claims data during the
follow-up period. Patients were excluded if they were enrolled
in hospice, were on dialysis, or had end-stage renal disease
during baseline. Patients were recruited for the historic case
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management program from June 2013 to December 2018. For
the new program, we also excluded any patients previously
enrolled in the historic program. Patients were recruited for the

new case management program from April 2018 through March
2019. The final sample size of patients in the historic program
was 489 (Figure 1) and in the new program was 830 (Figure 2).

Figure 1. Final analysis sample for the historic case management program.
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Figure 2. Final analysis sample for the new case management program.

Matched Comparison Patients
We identified all possible comparison patients receiving usual
care from the Medicare ACO, who had not been enrolled in the
program but who had comparable patient characteristics, had
data available, and met the inclusion and exclusion criteria. For
each possible comparison patient, we constructed multiple
baseline 1-year time periods (63,047 potential comparison
patients; 732,799 potential comparison patient-episodes). We
matched each case to a maximum of four of the closest eligible
comparison patient-episodes. The date at which a possible
comparison patient-episode had the closest match to a case with
respect to baseline characteristics was the “match date” and was
treated identically to the case’s “enrollment date.” The final
sample size of matched comparison patient-episodes was 1550
for the historic program (Figure 1) and 2368 for the new
program (Figure 2).

Potential Input Variables
Our strategy leveraged the high-dimensional nature of combined
EHR and claims data [24]. For the baseline year for each patient,
we constructed 18,406 possible input variables that encompassed
sociodemographics (eg, demographics and homelessness),
chronic conditions (eg, diagnoses), utilization (eg, procedures

and hospitalizations), vital signs (eg, blood pressure), behaviors
(eg, tobacco), laboratory values, payments, medications, patient
engagement (eg, “no show” appointments), and other
information (eg, advance directives). For missing information
for continuous variables, we used simple mean imputation within
each decile of a hierarchical condition category (HCC) score
[25], and for categorical variables, a missing category was
created [26]. Continuous variables were transformed into
indicators representing “high” and “low” values using the
median from the cases. For our core set of descriptive
characteristics presented in tables, we used claims data unless
otherwise specified. Baseline sociodemographic variables
included age (continuous), sex (female/male), race/ethnicity
(White/non-White or Hispanic), Medicaid (yes/no), disability
entitlement (yes/no), residence (urban, suburban, large town,
and small town/rural; categorizing ZIP code from claims) [27],
and mean percentage with a high school degree in the 2007-2011
census tract (after geocoding the address from the EHR). Other
variables included the HCC score (continuous) [25] and a risk
score based on both claims and EHR data that predicted the risk
of hospital admission or death within the next 6 months
(categorized as “high” risk if the risk was >13%; otherwise,
designated as “moderate”) [28]. Chronic conditions included
17 medical conditions defined by Elixhauser et al using
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International Classification of Diseases, Ninth Revision, Clinical
Modification (ICD-9-CM) diagnostic codes, along with an
indicator variable for ≥3 of these conditions [29]. Utilization
included counts of emergency department (ED) visits, unplanned
hospitalizations and hospital days [30], observation stays and
observation days, and total Medicare payments. ED visits that
resulted in hospitalization were not counted as ED visits but
were counted as part of the hospitalization.

Exact and Propensity Score Matching
To conduct matching, we constructed a high-dimensional
propensity score for case management enrollment by adapting
the approach from Schneeweiss et al [24]. This included (1)
requiring the variables to have a prevalence between 5% and
95% among the cases and a maximum correlation of 0.8 for
each covariate (14,909 variables remained); (2) prioritizing
covariates using a measure of confounding bias (threshold=95%
significance level; 1905 variables remained); (3) selecting
covariates using logistic regression with a lasso penalty, with
tuning parameters selected using a variant of the traditional
stepwise selection, where the final model was chosen on the
basis of the best Schwarz Bayesian criterion (37 variables
remained) [31]; (4) estimating the propensity score using logistic
regression and the 37 predictors, including chronic conditions,
HCC scores, procedures, medication counts, telephone encounter
counts, etc, for each patient-episode; (5) selecting up to four of
the closest eligible comparison patient-episodes using 5 rounds
of exact matching (19 exact match variables) and within exact
match strata; and (6) selecting final matches using global optimal
propensity score matching to minimize the overall distance
between propensity scores, using a matrix of distances between
all cases and potential matches [32,33]. The quality of our
matching process was determined by examining standardized
mean differences, which describe a variance-normalized
difference in the means of confounders of the control group and
the group enrolled in case management. Standardized mean
differences with values around 20%-25% were considered
moderately imbalanced, but with a range that was amenable to
further adjustment through regression [33,34]. Of 1905 baseline
variables, 4 had standardized differences between cases and
comparison patients above 25%, including the count of unique
prescription medication, nonthrombotic nonathlerosclerotic
vascular disease or hypertensive heart disease, and professional
service payment, and were included in regressions to adjust for
residual confounding [33].

Outcome Measures
Our outcome measures were (1) any unplanned hospital events
(admissions, observation stays, and ED visits) during a month,
(2) the count of days during the month with any unplanned
hospital events, and (3) total Medicare payments during a month,
excluding payments for planned hospitalizations and pharmacy
payments. We created a data set with 1 observation per
patient-episode per month. The first month was 12 months prior
to the enrollment/match date and continued for 1 to 12 months
after the enrollment/match date until death or censoring due to
lack of data.

Benefit Score
The benefit score [16] differs from a typical risk score in that
it predicts the effectiveness or “benefit” of a treatment with
respect to the outcome using patient and clinical characteristics
(eg, the effectiveness of case management with respect to
reducing payments), rather than predicting the outcome directly
(eg, payments). This modeling approach was developed under
a PCORI methodology grant (ME-1409-21219; “Developing
new methods for determining treatment benefits based on
individual patient traits” [35,36]). The benefit score represents
the estimated reduction in Medicare payments within 1 year if
the patient is enrolled in case management [16]. Important
variables that determined the benefit from case management
included chronic conditions (liver disease, dementia, cardiac
dysrhythmias, psychiatric disease, and back disease), count of
medication, count of appointment “no-shows,” and use of the
electronic medical record patient portal. Patients with negative
savings have “no benefit” from case management, and those
with positive savings have “benefit.” To provide a qualitative
summary of the benefit score, we divided the score into quintiles
above 0 (1 to 5) and below zero (−5 to −1). As values close to
0 were ambiguous, scores from 2 to 5 were designated “high
benefit” and scores from −5 to 1 were designated “no/low
benefit.”

Statistical Analysis
To estimate the effect of our intervention, our statistical analysis
used longitudinal regression modeling of the risk-adjusted
difference in outcome trajectories between the cases and
comparison patients, using patient-month data. We used an
intent-to-treat approach in which individuals who disenrolled
from the program were treated as enrolled. We controlled for
confounding using exact and propensity score matching (see
“Exact and Propensity Score Matching”). After matching, our
regression modeling accounted for residual confounding using
inverse weighting by the propensity score and for differences
in the number of matched comparison patients for each case
(ranging from 1-4) by weighting using the inverse of the number
of matches. We used the following link functions: logit/binomial
(any events), log/zero inflated Poisson (count of event-days),
and log/zero inflated gamma (payments). Models included terms
for the preintervention trend, change in level, and
postintervention trend in monthly events for both cases and
comparison patients, and were risk-adjusted for 4 indicator
variables with standardized differences above 25% (see above).
We stratified our regression analyses of the new case
management program by high versus moderate risk, and the
final model included benefit category as an interaction term.
Treatment of missing data is described in the section on input
variables. Results were transformed into predicted outcomes
(ie, dollar amount of Medicare payment reduction, number of
event-months prevented, or number of event-days prevented)
for 100 patients enrolled in case management programs for 1
year, who were similar to those included in our analyses [37].
Because the benefit score was developed on 69% of the cases
in the historic program (339 patients enrolled prior to December
1, 2016) [16], intervention effect estimates for the historic
program may be biased. We debiased the intervention effect
estimation for the historic program using a Harrell bootstrap
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bias-correction procedure [38], but found no difference after
correction and thus presented uncorrected estimates; this
procedure is not needed for the new program. We calculated
bootstrapped 95% CIs using 400 replications for all outcome
models.

Results

Characterizing Case Management Programs
The historic case management program used a team approach
with a centrally located registered nurse and social worker
assigned to each patient and enrolled mostly high-risk patients
(Table 1). At program initiation in 2013, patients were identified
for further screening using a risk score [28] (calculated monthly)
that represented risk of hospital admission or death within 6

months (with “high risk” defined as >13%) or through referral
by their primary care provider. After initial identification,
patients were screened by nurses or social workers using an
assessment tool [39]. Beginning in 2017, the benefit score was
also used to identify patients for further screening (with high
benefit defined as greater than US $1200 estimated reduction
in Medicare payments) [16,40].

The new program relied on nurses physically located in each
primary care clinic. Social workers were available only through
referral and, in practice, consulted infrequently. The program
enrolled both high- and moderate-risk patients. At program
initiation, the health system decided to identify 80% of patients
through the monthly benefit and risk scoring process developed
for the historic program and 20% through the primary care
provider referral process [22].

Table 1. Case management program characteristics.

New programHistoric programCharacteristic

20182013Established (year)

3600550Enrolled patients, n

Case manager

RNRNa+SWb dyadProfession

In-houseCCMCcTraining

4015Number

Case finding process

YesYesRisk score

Yes (20% of cases)YesReferrals from providers

Yes (80% of cases)Beginning 2017Benefit score

Intake process

Within 30 daysWithin 30 daysComprehensive assessment

Within 60 daysWithin 60 daysCollaborative goal-setting

Intervention intensity

1 per month3 per monthContacts (#)

200 days160 daysDuration, mean

75 primary20-25 primary; 40-50 secondaryCaseload

Care integration

YesYesPhysician collaboration

Telephone and in-personTelephone and in-personMode of contact

Primary care clinicCentralProgram location

Quality assurance

NoYesMedical director attends weekly case consults

YesYesMedical director chart review

aRN: registered nurse.
bSW: social worker.
cCCMC: Commission for Case Manager Certification.
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Characterizing Case Management and Comparison
Patients
After matching and propensity score weighting, case
management and comparison patients were similar with respect
to a predetermined set of baseline sociodemographic, chronic
condition [29], behavioral, and utilization variables, although
cases had slightly more anxiety than comparison patients (Table
2). However, patients in the historic and new programs differed.
Patients in the new program were older but less likely to live
in an urban area, have Medicaid, or have disability entitlement.
They also had less alcohol or drug abuse, less depression but
more hypertension and diabetes with complications, lower HCC
scores, and less baseline utilization, and were less likely to be
high risk. Specifically, 70% of cases in the historic program

were high risk compared with 58% of cases in the new program,
and the median risk score for cases in the historic program was
twice as high as that for cases in the new program (32% vs 16%;
data not shown).

Because of these differences, we stratified cases in the new
program by high risk versus moderate risk (Table 3). High-risk
patients in the new program had similar or slightly higher HCC
scores compared with the scores of high-risk patients in the
historic program, but were older, less likely to be on Medicaid,
more suburban, and more likely to have 3 or more chronic
conditions. Moderate-risk patients in the new program had lower
HCC scores compared with the scores of high-risk patients and
were less likely to have chronic conditions but were more likely
to have anxiety and depression.
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Table 2. Sociodemographics, chronic conditions, and baseline utilization for historic and new case management and matched comparison patients.

New programaHistoric programaCharacteristic

Comparisons
(N=2368)

Cases (N=830)Comparisons
(N=1550)

Cases (N=489)

Sociodemographics

76 (12)76 (11)68 (13)67 (20)Age (years), mean (SD)

1564 (66)542 (65)987 (64)320 (65)Female, n (%)

128 (5)42 (5)121 (8)66 (13)Non-White or Hispanic, n (%)

594 (25)184 (22)643 (42)219 (45)Medicaid insurance ever, n (%)

408 (17)144 (17)611 (39)218 (44)Disability entitlement, n (%)

Rural/urban, n (%)

1609 (68)508 (61)1031 (67)387 (79)Urban code

425 (18)180 (22)284 (18)56 (12)Suburban

295 (12)128 (15)186 (12)35 (7)Large town

38 (2)14 (2)45 (3)10 (2)Small town/rural

1 (0)1 (0)1 (0)1 (0)Percentage with a high school degree, mean (SD)

2 (1)2 (1)3 (2)3 (3)HCCb score, mean (SD)

1341 (57)483 (58)997 (64)344 (70)High risk, n (%)

Chronic conditions, n (%)

2045 (86)757 (91)1322 (85)420 (86)3 or more chronic conditions

862 (36)322 (39)650 (42)203 (42)Congestive heart failure

906 (38)375 (45)709 (46)224 (46)COPDc/asthma

964 (41)346 (42)728 (47)220 (45)Chronic kidney disease

370 (16)133 (16)328 (21)159 (33)Alcohol or drug abuse

825 (35)393 (47)671 (43)274 (56)Anxiety

830 (35)304 (37)699 (45)234 (48)Depression

479 (20)188 (23)396 (26)125 (26)Diabetes with complications

246 (10)84 (10)138 (9)40 (8)Diabetes without complications

1642 (69)676 (81)1044 (67)296 (60)Hypertension

84 (4)59 (7)112 (7)45 (9)Liver disease

867 (37)339 (41)681 (44)227 (46)Fluid/electrolyte disorders

77 (3)38 (5)37 (2)19 (4)Metastatic cancer

570 (24)262 (32)430 (28)154 (31)Obesity

436 (18)179 (22)424 (27)143 (29)Psychosis

667 (28)234 (28)396 (26)115 (23)Peripheral vascular disease

613 (26)209 (25)470 (30)129 (26)Renal failure

258 (11)87 (10)127 (8)34 (7)Solid tumor without metastasis

Baseline utilization

0.96 (1.44)1.07 (1.43)2.09 (2.89)2.2 (4.97)Number of EDd visits, mean (SD)

0.54 (0.84)0.64 (0.93)1.11 (1.20)1.17 (2.46)Number of hospitalizations, mean (SD)

2.33 (4.57)2.77 (5.11)5.30 (7.07)5.55 (14.98)Number of days in hospital, mean (SD)

0.15 (0.41)0.17 (0.42)0.25 (0.49)0.25 (0.83)Number of observation stays, mean (SD)

0.18 (0.53)0.21 (0.57)0.33 (0.74)0.29 (1.08)Number of days in observation stay, mean (SD)
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New programaHistoric programaCharacteristic

Comparisons
(N=2368)

Cases (N=830)Comparisons
(N=1550)

Cases (N=489)

17.37 (22.62)21.05 (25.86)30.57 (32.50)29.43 (54.14)Medicare paymente, mean (SD)

aNumbers were adjusted for varying case control ratios.
bHCC: hierarchical condition category.
cCOPD: chronic obstructive pulmonary disease.
dED: emergency department.
ePer US $1000.
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Table 3. Sociodemographics, chronic conditions, and baseline utilization for new case management and matched comparison patients, by risk.

New program, moderate riskaNew program, high riskaCharacteristic

Comparisons
(N=1053)

Cases (N=347)Comparisons
(N=1315)

Cases (N=483)

Sociodemographics

75 (12)71 (11)78 (11)79 (11)Age (years), mean (SD)

727 (69)234 (67)827 (63)308 (64)Female, n (%)

989 (94)326 (94)1247 (95)462 (96)Non-Hispanic White, n (%)

64 (6)21 (6)68 (5)21 (4)Non-White or Hispanic, n (%)

241 (23)57 (16)350 (27)127 (26)Medicaid insurance ever, n (%)

196 (19)65 (19)204 (16)79 (16)Disability entitlement, n (%)

Rural/urban, n (%)

699 (66)228 (66)909 (69)280 (58)Urban code

211 (20)69 (20)213 (16)111 (23)Suburban

128 (12)46 (13)170 (13)82 (17)Large town

15 (1)4 (1)22 (2)10 (2)Small town/rural

1 (0)1 (0)1 (0)1 (0)Percentage with a high school degree, mean (SD)

2 (1)2 (1)3 (1)3 (1)HCCb score, mean (SD)

363 (34)0 (0)991 (75)483 (100)High risk, n (%)

Chronic conditions

810 (77)285 (82)1241 (94)472 (98)3 or more chronic conditions

219 (21)73 (21)651 (50)249 (52)Congestive heart failure

349 (33)133 (38)558 (42)242 (50)COPDc/asthma

303 (29)78 (22)665 (51)268 (55)Chronic kidney disease

158 (15)55 (16)207 (16)78 (16)Alcohol or drug abuse

394 (37)180 (52)422 (32)213 (44)Anxiety

405 (38)139 (40)419 (32)165 (34)Depression

146 (14)54 (16)337 (26)134 (28)Diabetes with complications

121 (11)46 (13)129 (10)38 (8)Diabetes without complications

677 (64)270 (78)969 (74)406 (84)Hypertension

27 (3)25 (7)55 (4)34 (7)Liver disease

289 (27)62 (18)582 (44)277 (57)Fluid/electrolyte disorders

17 (2)9 (3)60 (5)29 (6)Metastatic cancer

238 (23)120 (35)329 (25)142 (29)Obesity

203 (19)94 (27)230 (17)85 (18)Psychosis

235 (22)50 (14)440 (33)184 (38)Peripheral vascular disease

188 (18)43 (12)431 (33)166 (34)Renal failure

100 (10)34 (10)160 (12)53 (11)Solid tumor without metastasis

Baseline utilization

0.72 (1.11)0.73 (1.07)1.15 (1.62)1.31 (1.60)Number of EDd visits, mean (SD)

0.22 (0.51)0.24 (0.50)0.82 (0.96)0.93 (1.06)Number of hospitalizations, mean (SD)

0.81 (2.39)0.80 (1.99)3.65 (5.52)4.18 (6.11)Number of days in hospital, mean (SD)

0.13 (0.36)0.10 (0.33)0.17 (0.44)0.22 (0.46)Number of observation stays, mean (SD)
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New program, moderate riskaNew program, high riskaCharacteristic

Comparisons
(N=1053)

Cases (N=347)Comparisons
(N=1315)

Cases (N=483)

0.15 (0.43)0.10 (0.35)0.21 (0.59)0.28 (0.67)Number of days in observation stay, mean (SD)

9.37 (13.26)10.78 (17.24)24.27 (26.33)28.43 (28.39)Medicare Paymente, mean (SD)

aNumbers were adjusted for varying case control ratios.
bHCC: hierarchical condition category.
cCOPD: chronic obstructive pulmonary disease.
dED: emergency department.
ePer US $1000.

Characterizing Case Management Patients by Benefit
Category
Approximately one-third of the cases in the historic program
were identified as high benefit, while in the new program, 43%
of high-risk and 37% of moderate-risk cases were identified as
high benefit (Table 4). High-benefit patients in the historic
program had higher HCC scores and baseline utilization but
were less likely to be high risk and had less disability entitlement
when compared with the findings for no/low-benefit patients
in the historic program. They were also less likely to have
chronic conditions, including chronic obstructive pulmonary

disease (COPD)/asthma and anxiety, but more likely to have
diabetes with complications. Among high-risk patients in the
new program, high-benefit patients were more likely to be
female and less likely to have congestive heart failure, chronic
kidney disease, alcohol or drug abuse, or valvular disease when
compared with the findings for no/low-benefit patients. Among
moderate-risk patients in the new program, high-benefit patients
were slightly more likely to be female and were less likely to
have Medicaid or disability entitlement, COPD/asthma, and
alcohol or drug abuse, but more likely to have higher HCC
scores and 3 or more chronic conditions, including obesity.
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Table 4. Sociodemographics, chronic conditions, and baseline utilization for historic and new case management patients, by benefit category.

New program (cases only), mod-
erate risk

New program (cases only), high
risk

Historic program (cases only)Characteristic

No/low benefit
(N=218)

High benefit
(N=129)

No/low benefit
(N=274)

High benefit
(N=209)

No/low benefit
(N=319)

High benefit
(N=170)

Sociodemographics

71 (11)73 (9)78 (11)79 (11)68 (14)64 (15)Age (years), mean (SD)

143 (66)91 (71)161 (59)147 (70)211 (66)107 (63)Female, n (%)

11 (5)10 (8)11 (4)10 (5)39 (12)23 (14)Non-White or Hispanic, n (%)

43 (20)14 (11)73 (27)54 (26)15 (48)76 (45)Medicaid insurance ever, n (%)

44 (20)21 (16)42 (15)37 (18)18 (56)69 (40)Disability entitlement, n (%)

Rural/urban, n (%)

143 (66)85 (66)163 (59)117 (56)241 (75)137 (80)Urban code

42 (19)27 (21)64 (23)47 (22)45 (14)19 (11)Suburban

29 (13)17 (13)39 (14)43 (21)27 (9)11 (6)Large town

4 (2)0 (0)8 (3)2 (1)6 (2)3 (2)Small town/rural

1 (0)1 (0)1 (0)1 (0)1 (0)1 (0)Percentage with a high school degree,
mean (SD)

1 (1)2 (1)3 (2)3 (1)3 (2)3 (2)HCCa score, mean (SD)

0 (0)0 (0)274 (100)209 (100)256 (80)117 (69)High risk, n (%)

Chronic conditions

168 (77)117 (91)268 (98)204 (98)301 (94)142 (84)3 or more chronic conditions

44 (20)29 (22)147 (54)102 (49)141 (44)74 (44)Congestive heart failure

93 (43)40 (31)136 (50)106 (51)184 (58)73 (43)COPDb/asthma

50 (23)28 (22)165 (60)103 (49)155 (48)79 (47)Chronic kidney disease

47 (22)8 (6)51 (19)27 (13)115 (36)55 (33)Alcohol or drug abuse

110 (50)70 (54)127 (46)86 (41)207 (65)88 (52)Anxiety

89 (41)50 (39)94 (34)71 (34)168 (53)79 (46)Depression

34 (16)20 (16)83 (30)51 (24)98 (31)43 (25)Diabetes with complications

32 (15)14 (11)22 (8)16 (8)14 (4)17 (10)Diabetes without complications

164 (75)106 (82)232 (85)174 (83)198 (62)104 (61)Hypertension

14 (6)11 (9)14 (5)20 (10)57 (18)9 (6)Liver disease

38 (17)24 (19)153 (56)124 (59)182 (57)74 (44)Fluid/electrolyte disorders

5 (2)4 (3)17 (6)12 (6)12 (4)8 (5)Metastatic cancer

66 (30)54 (42)78 (28)64 (31)104 (33)55 (33)Obesity

65 (30)29 (22)48 (18)37 (18)108 (34)46 (27)Psychosis

33 (15)17 (13)110 (40)74 (35)88 (28)39 (23)Peripheral vascular disease

27 (12)16 (12)107 (39)59 (28)84 (26)48 (28)Renal failure

22 (10)12 (9)31 (11)22 (11)23 (7)13 (8)Solid tumor without metastasis

Baseline utilization

0.72 (1.07)0.73 (1.07)1.30 (1.60)1.33 (1.61)2.08 (3.30)3.04 (4.20)Number of EDc visits, mean (SD)

0.15 (0.39)0.39 (0.62)0.97 (1.17)0.88 (0.90)1.10 (1.62)1.70 (2.13)Number of hospitalizations, mean
(SD)

0.53 (1.58)1.27 (2.48)4.21 (6.58)4.14 (5.44)4.79 (8.36)8.96 (14.77)Number of days in hospital, mean
(SD)
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New program (cases only), mod-
erate risk

New program (cases only), high
risk

Historic program (cases only)Characteristic

No/low benefit
(N=218)

High benefit
(N=129)

No/low benefit
(N=274)

High benefit
(N=209)

No/low benefit
(N=319)

High benefit
(N=170)

0.07 (0.26)0.15 (0.42)0.23 (0.47)0.21 (0.45)0.25 (0.60)0.33 (0.66)Number of observation stays, mean
(SD)

0.07 (0.26)0.16 (0.46)0.30 (0.72)0.25 (0.62)0.29 (0.80)0.37 (0.77)Number of days in observation stay,
mean (SD)

7.89 (10.09)15.66 (24.34)29.05 (30.04)27.62 (26.12)27.20 (33.55)44.39 (52.84)Medicare paymentd, mean (SD)

aHCC: hierarchical condition category.
bCOPD: chronic obstructive pulmonary disease.
cED: emergency department.
dPer US $1000.

Relationship Between Case Management and
Outcomes by Benefit Category
Across all patients, enrollment in the historic case management
program was associated with 80 fewer events and 368 fewer
event-days per 100 enrolled patients, although there was no
difference in Medicare payments (Table 5). Among high-benefit
patients, enrollment in the historic program was associated with
117 fewer events, 536 fewer event-days, and US $1,151,063
reduction in Medicare payments over the subsequent year per
100 enrolled patients when compared with the findings for

comparison patients. Among no/low-benefit patients, there was
no association between enrollment and outcomes.

For the new case management program, among high-risk
high-benefit patients, enrollment was associated with 65 fewer
events per 100 patients, with no difference in event-days or
Medicare payments. Among high-risk no/low-benefit patients,
there was no association between enrollment and outcomes.
Among moderate-risk patients, there was no association between
enrollment and outcomes for either high-benefit or
no/low-benefit patients.
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Table 5. Average adjusted predicted outcomes per 100 patients enrolled in case management for 1 year among historic and new case management
patients, by benefit category.

No/low benefitHigh benefitOverallOutcome

95% CIValue95% CIValue95% CIValue

Historic case management program

−65 to 97951 to 20211718 to 16180Reduction in the number of unplanned events

−357 to 52244214 to 96253632 to 820368Reduction in the number of unplanned event-
days

−1,449,624 to
1,179,157

−272,124368,423 to
2,216,791

1,151,063−204,900 to
1,827,605

663,742Medicare savings (from the outcome model)
(US$)

New case management program (all patients)

−57 to 41−12−35 to 6117−43 to 440Reduction in the number of unplanned events

−248 to 203−24−58 to 365155−136 to 24549Reduction in the number of unplanned event-
days

−964,032 to
658,798

−181,032−741,324 to
1,059,818

181,660−828,888 to
740,516

−33,840Medicare savings (US$)

New case management

program (high-risk patients)

−64 to 100111 to 12865−32 to 10234Reduction in the number of unplanned events

−333 to 41113−29 to 596288−158 to 447132Reduction in the number of unplanned event-
days

−1,193,112 to
1,263,905

−58,524−291,096 to
1,976,962

891,572−714,876 to
1,526,562

350,407Medicare savings (US$)

New case management program

(moderate risk patients)

−112 to 8−47−156 to 0.01−72−114 to 0.30−57Reduction in the number of unplanned events

−549 to 52−189−527 to 62−191−486 to 27−190Reduction in the number of unplanned event-
days

−1,365,516 to
827,178

−182,856−2,248,944 to
1,022,261

−449,688−1,447,932 to
860,098

−288,552Medicare savings (US$)

Discussion

In this Medicare ACO, we found that reduction in Medicare
payments and unplanned hospital events from case management
participation were limited to high-risk high-benefit patients. A
benefit score [16] was able to identify patients who would
benefit from a new program with respect to reducing events,
but only among a high-risk population with average HCC scores
similar to the population on which the score was developed.
The score was not able to successfully identify moderate-risk
patients who might benefit.

There are several possible reasons for our findings on applying
a previously developed benefit score prospectively to a new
case management program and population. A possible
explanation for why the score was able to successfully identify
high-risk patients who might benefit from a new (and different)
program is that while the historic and new case management
programs differed in teams of composition and location, core
elements of a program may depend more on what is done and
not who does it or where it is done. When both nurses and social
workers work in a practice, they tend toward different roles
(social workers assess social issues and nurses coordinate

hospital transitions) [41], but in solo practice, each may provide
all essential elements of case management [42]. Conversely,
the benefit score was developed in a high-risk population [16],
not in the broader high- and moderate-risk population served
by the new program. Even though targeting patients for case
management using a risk score alone may be insufficient [5,43],
case management programs may still be designed to optimize
care for patients at a specific risk level, and enrollment of
patients with different risks may mean a mismatch between
program goals/activities and patient needs [44]. Our findings
suggest that this score may be limited to identifying case
management patients who would benefit from a new case
management program only among a population similar to that
on which the score was developed.

The latest projections from the Congressional Budget Office
are that the Medicare trust fund will run out of money in 2024
[45]. This is the closest the fund has ever come to insolvency
since Medicare was established in 1965 and demonstrates the
urgent need to understand how to best provide access to
high-quality care while simultaneously controlling costs. In
order for impactability modeling to help solve the nationwide
crisis in caring for high-need high-cost patients [15], “benefit”
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or “impactability” scores will need to extend beyond the
programs and populations in which they were developed. This
study provides a first step toward assessing the feasibility and
limits of this extension. Although we found evidence that a
benefit score could extend to a new program and a similar risk
population, caution is warranted as programs vary widely [5,8]
and evidence of successful extension to one program does not
necessarily indicate that the score could be extended to another
program. Unlike risk models, impactability models are
intrinsically linked to both the population and the specific
program used in their development. Measurement of “similarity”
(how similar is similar enough?) is an important open question
[46]. More research is needed to understand the core elements
of case management (to identify similar programs) and to
streamline identification of similar populations.

There are several limitations to our study. First, we were limited
to evaluating the impact of the pandemic in a single large health
system with both academic and community clinics. This health
system did participate in Medicare ACO programs, indicating
that they had a strong base of primary care patients [47].
Examining different programs within a system may mitigate
variability in coding and data across systems [48], but could
also complicate extension to another system. Moreover,
academic systems often serve a different population than
community practices, but this health system had a large number
of community-based primary care clinics [47]. Second,
unmeasured confounding is a limitation of all observational
studies. As is the case with any observational study, it is almost
never possible to know the direction and magnitude of such
unmeasured confounding. However, given our measurement of
repeated outcomes both prepandemic and postpandemic, as well
as an extensive matching process and the similarity of our
matched populations, it is unlikely that any remaining small

differences explain our findings. Third, we only followed
outcomes for 1 year after enrollment, which may be too short
to realize positive outcomes [49]. This may explain our finding
in the moderate-risk population, and similar to another study
[50], negative findings at 1 year might turn into positive findings
at 2 years. Fourth, the study focused only on mortality and
unplanned events such as hospitalizations and ED visits.
Although we used validated algorithms, the definition of
unplanned events likely represented some unavoidable events
that may not be directly under the control of the health system.
This may have slightly reduced our ability to estimate the impact
of the case management programs.

The use of impactability modeling to match specific case
management programs with high-need high-cost patients who
might benefit is consistent with the call by Bates et al to make
predictions actionable for interventions [12,51]. This approach
does not rely on identifying effective case management
programs and attempting to standardize their implementation
nationwide, a daunting undertaking given the wide variation in
programs [5,8], resistance to change within health systems [52],
and practical challenges in implementing evidence-based
interventions [53]. Yet, impactability modeling brings its own
challenges, most importantly the limitation of tailoring each
model to a specific case management program and population.
Enthusiasm for this approach should be tempered until additional
research provides robust strategies to identify case management
programs and populations that are sufficiently similar to warrant
a score’s application. In the interim, extending a score developed
for a specific program and population to a different program
and population should be accompanied by ongoing evaluation
to confirm its applicability. Over time, policy makers and
measure developers should consider impactability modeling
when designing new programs and metrics.
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Abstract

Background: The lack of publicly available and culturally relevant data sets on African American and bilingual/Spanish-speaking
Hispanic adults’ disease prevention and health promotion priorities presents a major challenge for researchers and developers
who want to create and test personalized tools built on and aligned with those priorities. Personalization depends on prediction
and performance data. A recommender system (RecSys) could predict the most culturally and personally relevant preventative
health information and serve it to African American and Hispanic users via a novel smartphone app. However, early in a user’s
experience, a RecSys can face the “cold start problem” of serving untailored and irrelevant content before it learns user preferences.
For underserved African American and Hispanic populations, who are consistently being served health content targeted toward
the White majority, the cold start problem can become an example of algorithmic bias. To avoid this, a RecSys needs
population-appropriate seed data aligned with the app’s purposes. Crowdsourcing provides a means to generate
population-appropriate seed data.

Objective: Our objective was to identify and test a method to address the lack of culturally specific preventative personal health
data and sidestep the type of algorithmic bias inherent in a RecSys not trained in the population of focus. We did this by collecting
a large amount of data quickly and at low cost from members of the population of focus, thereby generating a novel data set based
on prevention-focused, population-relevant health goals. We seeded our RecSys with data collected anonymously from self-identified
Hispanic and self-identified non-Hispanic African American/Black adult respondents, using Amazon Mechanical Turk (MTurk).

Methods: MTurk provided the crowdsourcing platform for a web-based survey in which respondents completed a personal
profile and a health information–seeking assessment, and provided data on family health history and personal health history.
Respondents then selected their top 3 health goals related to preventable health conditions, and for each goal, reviewed and rated
the top 3 information returns by importance, personal utility, whether the item should be added to their personal health library,
and their satisfaction with the quality of the information returned. This paper reports the article ratings because our intent was to
assess the benefits of crowdsourcing to seed a RecSys. The analysis of the data from health goals will be reported in future papers.

Results: The MTurk crowdsourcing approach generated 985 valid responses from 485 (49%) self-identified Hispanic and 500
(51%) self-identified non-Hispanic African American adults over the course of only 64 days at a cost of US $6.74 per respondent.
Respondents rated 92 unique articles to inform the RecSys.

Conclusions: Researchers have options such as MTurk as a quick, low-cost means to avoid the cold start problem for algorithms
and to sidestep bias and low relevance for an intended population of app users. Seeding a RecSys with responses from people
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like the intended users allows for the development of a digital health tool that can recommend information to users based on
similar demography, health goals, and health history. This approach minimizes the potential, initial gaps in algorithm performance;
allows for quicker algorithm refinement in use; and may deliver a better user experience to individuals seeking preventative health
information to improve health and achieve health goals.

(J Med Internet Res 2022;24(6):e30216)   doi:10.2196/30216

KEYWORDS

crowdsourcing; health information; health promotion; prevention; public health informatics; African American, Black, Latino,
and Hispanic populations; recommender system; RecSys; machine learning; Mechanical Turk; MTurk; mobile phone

Introduction

Algorithm Personalization
Algorithms are increasingly used to personalize
recommendations of items in stored databases. In simple terms,
a personalization algorithm is a computer-implemented service
that recommends items to a user based on the known
characteristics of that user and the historical preferences of other
similar users. The process of training a personalization algorithm
is a type of machine learning. The resulting personalization tool
is in effect a recommender system (RecSys)—a collaborative
information filtering system that attempts to predict a user’s
preferences for an item based on the previously recorded, similar
preferences of other users. Collaborative filtering underlies
many popular implementations of personalization algorithms
including Amazon.com’s “people who buy x also buy y”
recommendations [1]. In public health, algorithms to offer
targeted and personalized health advice based on personal risk
profile and patterns of behavior are as yet an unrealized
opportunity [2].

To avoid problems of early poor performance in a new RecSys,
algorithms are frequently trained using publicly available data
prior to being applied. However, algorithms may reproduce
racial, ethnic, and gender disparities because of the data used
to train them [3,4]. Racial bias has been detected in commercial
algorithms used to guide health decisions among providers [5],
as well as in algorithms for hiring [6], natural language
processing [7], and sentencing and parole guidelines [8,9].
Algorithms trained on large population-level data sets may
underperform when personalizing recommendations for diverse
populations [3]. When recommending preventative health
information, such underperformance may compound existing
inequities in health. The risk of bias inherent in existing publicly
available health information data sets is potentially high [3].
Previous qualitative work on barriers to African American and
Hispanic adults’ health information seeking has shown that
commonly available health information resources can be racially
or culturally insensitive or may be written implicitly for the
dominant culture and not be culturally relevant for the intended
population of users [10,11]. A RecSys trained on a data set with
very few African American or Hispanic participants may cause
these culturally inappropriate resources to be promoted rather
than demoted by that RecSys [3].

The lack of publicly available data sets for Black and
bilingual/Spanish-speaking Hispanic users of health websites
presents a major challenge to researchers who want to develop
personalized tools for the health behavior intervention space.

Our searches (conducted repeatedly on all dates between
November 2020 and November 2021) for “training data,”
“training data set,” “seed data,” “collaborative filtering,” or
“recsys,” paired with “black,” “african american,” “latino,”
“hispanic,” or “race” returned no relevant results or data sets
for health information seeking in PubMed and Google Scholar.
The time and cost required to collect sufficient new
population-specific data to seed an algorithm are additional
barriers, especially when the need is for 2 different population
groups using 2 different languages, such as English and Spanish.

A potential common means of controlling algorithmic bias is
“masking” the algorithm to race or gender in order to avoid
capturing or exacerbating any social or structural inequity
reflected in the training data. This process of excluding race or
gender might solve the algorithmic bias problem in other
domains where an algorithm is employed to assist in a
decision-making process orthogonal to the demographic
characteristic excluded. However, personalization in mobile
health (mHealth) depends specifically on race- or gender-based
predictions, as race, ethnicity, and gender are key social
determinants of health [12]. “Fair” algorithms focused on health
must account for the diversity of the groups of people the
algorithm’s performance may affect [5], and as such, algorithmic
fairness in health requires a solution other than masking. Instead
of using potentially biased training data or ignoring the impact
of race and ethnicity on health, researchers and practitioners
need to be able to generate, share, and use robust seed data
gathered from people similar to the intended users who will be
affected by the algorithm’s outputs.

Background
The RecSys seeding discussed in this paper is part of a 4-year
smartphone health app research study funded by the National
Library of Medicine (Grant 5R01LM013039-02), titled
“HealthyMe/MiSalud Smartphone Application: Identifying
Mechanisms to Engage African Americans and Hispanics in
Personal Health Libraries.” A University of Maryland Center
for Health Literacy research team is developing the RecSys to
deliver personalized health content from MyHealthfinder
website to English-speaking African Americans and
Spanish-speaking Hispanic adults. The MyHealthfinder website
is a free, no-copyright consumer health information collection
in English and Spanish maintained by the United States
Department of Health and Human Services. The team chose the
MyHealthfinder website because the website applies health
literacy principles and extensive consumer testing rather than
limited, mechanistic reading grade formulas [13]. All articles
are written in plain language consistent with the Federal Plain
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Language Guidelines [14] and health literacy criteria in the
Centers for Disease Control and Prevention (CDC) Clear
Communication Index [15] and cover a wide range of health
topics linked to evidence-based recommendations from key
federal advisory committees. The MyHealthfinder website
allows basic personalization of health articles and prevention
recommendations when users enter their age, sex, and pregnancy
status. The content is available through an application
programming interface.

Our research team planned to use the RecSys as the core of a
smartphone app with individualized recommendations, guidance
on seeking further information, and capacity for users to build
personalized libraries in the app [16]. One of the more frequent
applications of data science is to build a RecSys with the
principal capacity to predict what a user might do next with a
high degree of accuracy and to provide a small set of
recommended items that have a high likelihood of attracting
the user [17]. Health information providers have lagged behind
this trend [18].

Personalization in mHealth depends on prediction and
performance data, and algorithms that utilize collaborative
filtering either rely on existing data for training or are subject
to the cold start problem. The cold start problem happens when
insufficient data exist at the launch of a RecSys to ensure
high-quality recommendations [19]. Consequently, an
inadequately personalized algorithm limits the effectiveness of
personalization and the utility of the RecSys itself [19]. Two
associated problems with collaborative filtering algorithms are
scalability and sparsity, particularly in large data sets [20]. The
larger the data set, the more computational power is needed to
calculate recommendations and the fewer the items any
individual user will rate [20]. Scalability and sparsity also slow
the process of algorithm learning; to overcome these challenges,
developers often employ an initial seed data set for algorithm
training. Seed data are necessary to mitigate the cold start
problem. However, using data that are a poor match with the
intended user group or that have implicit or explicit biases will
undermine the user experience, as well as personalization, and
thus the utility of a RecSys [3].

To develop a RecSys to predict the most relevant preventative
health information and serve it to African American and
Hispanic users, we needed seed data describing the users’health
goals and the associated relevance of articles and topics in the
MyHealthfinder website.

Crowdsourcing
Generating a seed data set is possible with crowdsourcing and
the web-based platforms for crowdsourcing tasks used for
web-based research [21-23]. Crowdsourcing refers to a set of
potential processes through which tasks are proposed by an
initiator to solve a problem and are completed by a crowd of
individuals rather than a single individual or entity [24]. The
components of the crowd operate outside of the initiator’s direct
control as represented by traditional, hierarchical, organizational
structures [24]. The benefits to the initiator include completion
of the tasks and solutions to the problem through the expertise
of a crowd that would otherwise be cost- and time-prohibitive
under traditional models for organizing labor [24].

Amazon Mechanical Turk (MTurk) has become increasingly
popular as a crowdsourcing platform for conducting web-based
research involving surveys, as MTurk facilitates access to a
large and diverse participant population at a relatively low cost
to investigators [21-23]. MTurk functions as a web-based labor
market where registered workers complete web-based Human
Intelligence Tasks (HITs) to be paid. HITs can include a range
of tasks including responding to surveys, manually categorizing
complex data, or transcribing data. During registration, all
MTurk workers are required to electronically sign a participation
agreement confirming that they are at least 18 years of age.
Likewise, individual researchers must register as MTurk
requesters to post HITs and collect data from consenting
workers. MTurk provides a template for the construction of HIT
surveys run directly on Amazon’s developer platform [25].
Researchers post HITs on the Amazon marketplace that MTurk
workers self-select and can set both inclusion criteria and task
completion criteria. Since MTurk workers are preregistered and
come from a large pool, using MTurk may help avoid many of
the recruitment barriers that slow survey collection.

In aggregating seed data for an mHealth app, MTurk presents
a similar challenge to other population-based surveys: while
substantially gender balanced, the majority of the US MTurk
workers are White compared with the general population
[26,27]. However, researchers can account for this by setting
inclusion criteria to garner responses from the population of
focus, in our case, African American or Hispanic MTurk
workers.

Methods

Overview
We used the following inclusion criteria to identify MTurk
respondents for our study: (1) self-identify as African
American/Black or Hispanic/Latino/Latina/Latine; (2) own a
smartphone; and (3) are located in the United States. Using
MTurk we were able to balance respondents by race or ethnicity.
Tasks were completed in a single session. If a participant did
not complete the full task, the data were not returned, and there
was no cost to the project. Respondents could technically
complete the full task by entering invalid data for certain text
entry fields. To address this, we excluded from analyses any
retained responses where invalid data were entered into text
entry fields. The reliance on a single encounter and the monetary
incentive for completing the HIT are powerful retention
strategies. To characterize respondents, we collected
self-reported demographics (race or ethnicity, age, self-identified
sex, educational attainment) and 3 health behaviors (BMI,
smoking, and alcohol consumption).

Our tasks for each MTurk worker included completing the
following: (1) personal health profile; (2) family health history;
(3) a series of questions about the experience and frustrations
in finding and using health information based on the Health
Information National Trends Survey fielded by the National
Cancer Institute; (4) choosing 3 goals from a list of 24 derived
from the Healthy People 2020 survey, part of the US 10-year
health objectives; (5) reading 3 randomly selected, topically
relevant articles from the MyHealthfinder web-based database
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for each of the 3 selected goals; (6) rating each of the 9 articles
on two 5-point Likert scales on the importance of the
information and feasibility of using the information as well as
1 dichotomous scale on whether or not the respondent would
choose to retain the article in a personal library; (7) reading 6
entirely random articles from MyHealthfinder website that may
or may not be topical; (8) rating each of those 6 articles using
the same 2 Likert and 1 dichotomous scales; (9) searching
through the web-based database of the MyHealthfinder website
for information relating to each of the 3 goals; and (10) rating
each of the information returns, up to 3 from each of the 3
searches, using the same 2 Likert and 1 dichotomous scales.
For each MTurk worker who completes the full task (all 10
components), the Amazon marketplace returns an MTurk ID
and the data generated.

Among these tasks, article ratings were most important for
training an algorithm. In particular, having responses about
article relevance was helpful to secure unbiased and
population-focused seed data. The outputs of the other HITs
are also useful for informing app development but are less
directly relevant to seeding a RecSys. Because this is a
methodology paper focused on crowdsourcing data for RecSys
development, the results of the other outputs are not reported
in the next section.

In terms of data collection efficiencies to seed an algorithm, the
ability to quickly collect data at a low cost per user is an
important consideration. We recorded the time spent on data
collection in days and the total cost (including MTurk fees as
well as the cost for completed surveys excluded due to invalid
data) and calculated the cost per usable respondent.

All analyses were done in Stata/MP software (version 16;
StataCorp), SciPy (version 1.6.0; SciPy), and Google Sheets
(Google LLC).

Ethical Considerations
The University of Maryland College Park institutional review
board determined this project was exempt from institutional

review board review and approval, as no identifiable private
information was collected or retained by the research team, and
so it did not meet the definition of human subject research.

Results

Our MTurk crowdsourcing approach produced sufficient data
on participant characteristics and expressed the preferences
needed to seed the algorithm, assess the cost effectiveness of
the data collection method, and address algorithmic implicit
bias. These included (1) producing an adequate sample size of
populations traditionally with limited data, (2) reducing the data
collection period and data collection cost, and (3) collecting
specifically the data set required to seed an algorithm and
minimize the cold start problem.

MTurk Benefit 1: Producing an Adequate Sample Size
of Populations Traditionally With Limited Data
Our sampling approach produced 2578 respondents who selected
and started the survey and a total of 1015 respondents who met
the inclusion criteria and completed the full task. We collected
and retained data from 1015 respondents out of which 30
respondents (3% of the retained sample) were excluded due to
invalid data entered, for a final sample size of 985 (Table 1). A
total of 500 (51%) respondents identified as non-Hispanic Black
or African American and 485 (49%) identified as
Hispanic/Latino/Latina/Latine. There was an almost even split
between self-identified female and male respondents, and 3
respondents (less than 1%) of the sample did not identify with
the binary gender designations. Respondents tended to be
younger, with a mean age of 32 (SD 9) years, and 545 (55%)
of the sample were between the ages of 18 and 30 years.
Potentially reflective of the younger age and online recruitment
of respondents, 830 (83%) respondents reported having at least
some college education, of those 239 (24%) had completed
college or a graduate degree.
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Table 1. Self-reported participant demographics.

All participants (N=985)Characteristics

Race/Ethnicitya, n (%)

500 (50.76)Non-Hispanic Black

485 (49.24)Hispanic/Latino/Latina/Latine

32.15 (8.75)Age (years), mean (SD)

545 (54.50)18-30, n (%)

305 (30.50)31-40, n (%)

105 (10.50)41-50, n (%)

37 (3.70)51-60, n (%)

8 (0.80)61-70, n (%)

Sex, n (%)

494 (49.45)Female

502 (50.25)Male

3 (0.30)Other

26.64 (12.64)BMIb, mean (SD)

94 (9.64)Underweight, n (%)

363 (37.23)Normal, n (%)

267 (27.38)Overweight, n (%)

251 (25.76)Obese, n (%)

294 (39.30)Drink 2 × /week, mean (SD)

194 (19.62)Currently smoker, mean (SD)

Educational level, n (%)

165 (16.58)High school or lower

591 (59.40)Some college

115 (11.56)College degree

124 (12.46)Graduate degree

aNon-Hispanic Black and Latino/Latina/Latine are derived from self-reported race and Hispanic ethnicity items.
bBMI was calculated using height, weight, and sex, and using BMI English system on the Center for Disease Control and Prevention website. The
ranges were devised by the World Health Organization.

MTurk Benefit 2: Reducing the Data Collection Period
and the Data Collection Cost
It took 64 days to collect data for the training set. The total cost
including MTurk fees and the cost for 30 unusable respondents
was US $6635.20 or US $6.74 per usable respondent. An
alternative data collection method resulting in 985 unique
respondents would have likely taken considerably longer and
incurred substantially greater expenses. Alternatively, seeding

our algorithm with data from fewer unique respondents would
not have adequately minimized the cold start problem.

MTurk Benefit 3: Collecting Specifically the Data Set
Required to Seed the Algorithm and Minimize the Risk
of the Cold Start Problem
Respondents rated a total of 92 unique articles. A selection of
the top 5 articles that Black and Hispanic respondents rated by
importance and by feasibility of using the information is
presented in Table 2.
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Table 2. Comparison of Black and Hispanic participants: the top 5 rated articles on the MyHealthfinder website.

Articleb nameRatinga

Hispanic participantsBlack participants

Importance

Reduce Your Risk of StrokeReduce Your Risk of Stroke1st

Get Your Blood Pressure CheckedPrevent Infections When You Get Medical Care2nd

Talk with Your Doctor about Taking Aspirin to Prevent
Disease

Manage Stress3rd

Manage StressQuit Smoking4th

Take Care of Your Teeth and GumsGet Screened5th

Feasibility

Reduce Your Risk of StrokeReduce Your Risk of Stroke1st

Manage StressLearn First Aid2nd

Talk with Your Doctor about Taking Aspirin to Prevent
Disease

Get Screened3rd

Quit SmokingManage Stress4th

Get Your Blood Pressure CheckedPrevent Infections When You Get Medical Care5th

aRespondents rated importance and feasibility for each article on a 5-point Likert scale. Importance and feasibility are measured on a range of 1 to 5,
derived from the Health Information National Trends Survey. A total of 92 unique articles were rated. We have displayed the top 5 articles by importance
and feasibility for each demographic group.
bArticles were pulled from the MyHealthfinder website and were read and rated by the respondents.

Discussion

Principal Findings
Previous studies have shown that crowdsourcing is an effective
means of gathering data from a large number of human
participants quickly and at a low cost [21-23]. Our results show
that crowdsourcing through a technology such as Amazon
MTurk can leverage a large, low-cost sampling method to
generate seed data for a RecSys and sidestep the cold start
problem and the potential algorithmic racial bias inherent in
using general population seed data [3]. Unlike traditional survey
methods that are reliant on a response rate, the MTurk approach
ensures that required cohort sizes are met as HITs remain open
until prespecified participant thresholds are met, and the
researcher receives data only on respondents who complete all
data collection tasks.

Our approach also allows for the development of a digital health
tool to recommend more relevant information to users based
on similar demography and health history. This is particularly
important for public health purposes, where both algorithmic
bias and the common tactic of masking algorithms to
demographic data might limit the utility of a prevention-focused
mHealth tool [3-5]. Through crowdsourcing we were able to
efficiently and affordably recruit a large sample of African
American and Hispanic participants—our population of
focus—to share their health goals and for each goal, rate article
returns from a federally supported database of public health
information. In addition, the results of the HITs that are not
reported in this methodology paper also informed app design
and developments beyond the RecSys.

Along with far greater flexibility in item content and greater
timeliness, the cost per usable response was an order of
magnitude below the cost per complete response (US $40 to
US $102) compared with similarly detailed health questionnaires
such as the Behavioral Risk Factor Surveillance System
(BRFSS) survey [28]. Our data collection period of around 2
months is far more condensed than the BRFSS’s year-round
data collection. To our knowledge, we have collected the first
such publicly available seed data set for health information
seeking for non-Hispanic African American and Hispanic
populations.

Limitations
The principal limitation of this study is that despite a large
sample size and despite limiting data collection to African
American and Hispanic respondents, MTurk participants are
potentially demographically dissimilar in some ways to our app
user population. On average, MTurk workers are younger and
more educated than the general population and are likely more
technologically literate as demonstrated by their participation
as workers in a web-based marketplace. However, the majority
of our respondents did not have a 4-year or graduate degree. A
total of 756 (76%) respondents had only some college education
or less, which was similar to our intended app user group.
Studying the deployment of the HealthyMe/MiSalud RecSys
trained on these seed data will allow us to quantify to what
extent these demographic differences limited the applicability
of preventative health information provided by the personal
health app.

In our deployment, it is not imperative, however, that the seed
data perfectly match the intended app user population, since the
RecSys continues to “learn” iteratively as app users review and
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rate articles, further refining the recommendations that the
system makes. Importantly, in this way the limitation inherent
in crowdsourcing with MTurk does not pose a significant impact
on the development of a RecSys, and the benefits of
demographically similar (though not identical) seed data in
overcoming the cold start problem, scalability, and sparsity
likely exceed the limitations of training the RecSys with MTurk
data. Future evaluations and field tests of our RecSys will enable
us to quantify the utility of a crowdsourced population-specific
seeded RecSys versus a generically seeded RecSys or an
unseeded RecSys in returning user-rated relevancy of
personalized health content and improving user health
information-seeking behaviors in these populations.

Conclusion
Researchers have crowdsourcing options such as Amazon
MTurk, for quick, low-cost means to avoid the cold start
problem for algorithms and sidestep bias and low relevance for
an intended population of app users. Seeding a RecSys with
more population-relevant responses allows for the development
of a digital health tool that can recommend more relevant
information to users based on similar demography, health goals,
and health history. If made publicly available, the generation
of such seed data sets can also enable other researchers and
developers to more rapidly develop additional
population-specific solutions for health and health literacy. In
the long term, this approach may minimize potential initial gaps
in algorithm performance, allow quicker algorithm refinement,
and deliver a better user experience.
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Abstract

Background: Machine learning algorithms are currently used in a wide array of clinical domains to produce models that can
predict clinical risk events. Most models are developed and evaluated with retrospective data, very few are evaluated in a clinical
workflow, and even fewer report performances in different hospitals. In this study, we provide detailed evaluations of clinical
risk prediction models in live clinical workflows for three different use cases in three different hospitals.

Objective: The main objective of this study was to evaluate clinical risk prediction models in live clinical workflows and
compare their performance in these setting with their performance when using retrospective data. We also aimed at generalizing
the results by applying our investigation to three different use cases in three different hospitals.

Methods: We trained clinical risk prediction models for three use cases (ie, delirium, sepsis, and acute kidney injury) in three
different hospitals with retrospective data. We used machine learning and, specifically, deep learning to train models that were
based on the Transformer model. The models were trained using a calibration tool that is common for all hospitals and use cases.
The models had a common design but were calibrated using each hospital’s specific data. The models were deployed in these
three hospitals and used in daily clinical practice. The predictions made by these models were logged and correlated with the
diagnosis at discharge. We compared their performance with evaluations on retrospective data and conducted cross-hospital
evaluations.

Results: The performance of the prediction models with data from live clinical workflows was similar to the performance with
retrospective data. The average value of the area under the receiver operating characteristic curve (AUROC) decreased slightly
by 0.6 percentage points (from 94.8% to 94.2% at discharge). The cross-hospital evaluations exhibited severely reduced
performance: the average AUROC decreased by 8 percentage points (from 94.2% to 86.3% at discharge), which indicates the
importance of model calibration with data from the deployment hospital.

Conclusions: Calibrating the prediction model with data from different deployment hospitals led to good performance in live
settings. The performance degradation in the cross-hospital evaluation identified limitations in developing a generic model for
different hospitals. Designing a generic process for model development to generate specialized prediction models for each hospital
guarantees model performance in different hospitals.

(J Med Internet Res 2022;24(6):e34295)   doi:10.2196/34295
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Introduction

Machine learning algorithms for clinical risk predictions are
widely used in health care research and applications [1-5]. While
much work has been done on developing distinct clinical risk
prediction models, the scalability of the prediction models has
been much less explored (ie, the extensibility of the risk
prediction model for multiple diseases over different hospitals)
[6].

Rajkomar et al [6] designed a single data structure based on the
FHIR (Fast Healthcare Interoperability Resources) standard [7]
and developed different clinical scenarios over two hospitals
with this common data structure. That was the first study that
reported the performance of prediction models of multiple use
cases in different hospitals. Churpek et al [8] aggregated the
electronic health record (EHR) from five hospitals to train a
single model to make predictions on cardiac arrest, intensive
care unit (ICU) transfers, or death on wards. The performance
of the model outperforms the existing Modified Early Warning
Score. The limitation is that both studies [6,8] were validated
with retrospective data and have not yet been used in a live
clinical workflow.

In our previous publication [9], we discussed the scalability
issue in clinical risk prediction model development; we also
presented a scalable approach for prediction model development
that is applied to delirium, sepsis, and acute kidney injury (AKI)
covering four different hospitals. However, these prediction
models were only evaluated on retrospective data.

Evaluating the prediction models in live clinical settings is
crucial because factors such as interoperability across different
platforms or different prevalence can affect the performance of
an artificial intelligence (AI) algorithm [10,11]. However, very
few prediction models have been evaluated in a live clinical
workflow. For example, several delirium prediction models that
have been reported in recent years [9,12,13] have all been
evaluated on retrospective data. Jauk et al [14] claimed their
findings to be the only delirium prediction model that has been
evaluated in a live clinical workflow. In their study, 5530
predictions were analyzed, and 119 predictions were compared
with ratings of clinical experts during a period of 7 months. The
limitation of Jauk et al [14] is that their model only evaluated
in a single hospital. When a prediction model is evaluated in
different hospitals, the performance may degrade due to the
difference in EHRs and workflows between the training data
and the target hospital. Wong et al [15] reported large
performance degradation on sepsis prediction when a sepsis
prediction model was applied in a different hospital.

Wu et al [16] considered it important to evaluate AI-based
medical devices over different sites with live clinical settings
to address the shortcomings, such as overfitting to training data
and bias against underrepresented subgroups, among others.
They investigated 130 US Food and Drug
Administration–approved AI devices: 126 evaluations were

performed as retrospective studies and 93 devices did not have
multiple site evaluations.

In this paper, we evaluated clinical risk prediction models (ie,
delirium, sepsis, and AKI) in live clinical workflows in three
different hospitals in Germany. We compared the performance
of the models with their performance on retrospective data from
our previous work. By logging prediction requests in the
production EHR system, we ran cross-hospital evaluations
mimicking the performance of a prediction model in live clinical
workflows of different target hospitals. Domain experts executed
preliminary evaluations on clinical soundness and usefulness
of the predictions by following the use of the prediction service
in their daily practice.

To the best of our knowledge, we are the first to report the
evaluation of machine learning–based clinical risk prediction
models in the settings of production EHR systems, which
focuses on evaluating several diseases in different hospitals at
the same time. In addition, in the cross-hospital evaluation, we
simulated the performance of a prediction model in live clinical
workflows of different target hospitals.

Methods

Overview
We used a scalable approach, implemented in a calibration tool,
to generate clinical risk prediction models for different use cases
in three different German hospitals based on retrospective EHR
data: Marienhospital Stuttgart (from 2004 to 2020), Herz- und
Diabeteszentrum Nordrhein-Westfalen Bad Oeynhausen (from
2009 to 2020), and Medius Klinik Nürtingen (from 2009 to
2020). The evaluation in live systems was performed in the first
half of 2021; details of the evaluation period are provided in
Table S1 in Multimedia Appendix 1. The characteristics of the
training set are provided in Table S2 in Multimedia Appendix
1, and the characteristics of the evaluation samples, in live
systems, are provided in Table S3 in Multimedia Appendix 1.
We refer to these three hospitals as hospital M, hospital H, and
hospital N, respectively. The calibration process that generates
prediction models is described in our previous work [9]. Using
the calibration tool, models were trained independently on data
from each hospital and deployed in the prediction service of the
same hospital. Requests for predictions were generated from
the EHR system in the FHIR [7] “RiskAssessment” format and
were sent to the prediction service. The prediction service parsed
each prediction request into an observation, which was used to
generate a prediction. The predictions were returned and
displayed in the EHR system. The observation, together with
the corresponding risk score produced by the prediction model,
were stored for further evaluation of model performance.

Model Development and Deployment
Figure 1 shows the process of model development and
evaluation with retrospective data. The process to design the
prediction model, prepare data, and train models was defined
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following experiments performed on a development data set.
The resulting dedicated process and prediction model design
was implemented in an automated pipeline, named the
calibration tool. The calibration tool provided a user-friendly
approach to install, configure, and run the process of data
preparation, model training, and evaluation on a
customer-specific system. A command-line interface enabled
service engineers to install the required software, files, and
pretrained natural language processing (NLP) models and to
execute the training and evaluation of the hospital-specific
prediction models.

Figure 2 shows the components and interactions of the
calibration tool. The lower pane defines a fixed sequence of
tasks to perform in order to calibrate models for the supported
use cases with data from a target hospital. The upper pane
contains a set of components that execute these tasks.

We then ran the calibration tool independently in each hospital
to generate clinical risk prediction models for each hospital.
The models were trained based on the retrospective data that
were generated as part of the clinical workflow of each target
hospital. We thereby ensured that the model fit the clinical
practice of the hospital where the model was to be deployed.
The data checking process guaranteed that the source data were
represented in the expected format. The data preparation process
prepared the training and testing data. The labels of each use
case were assigned by the labeler component based on the
diagnosis codes assigned to each hospitalized patient at
discharge. A common set of features was prepared and used by
the different use cases, which included structured data, such as
lab results and history of diagnosis, as well as clinical entities
extracted from free-text clinical notes. Both a text search and a
BERT (bidirectional encoder representations from transformers)
[17] named entity recognition model were used in preparing
the NLP features. The following inclusion criteria were applied
during data preparation: age and gender had to be known,

patients had to be 18 years or older, only inpatients could be
included, and length of stay had to be limited to 90 days.

Prediction models were trained using a common model training
strategy: we used the Transformer model [18] to train a binary
classification model for clinical risk prediction. We concatenated
the features as inputs and used the labels as targets for the model
training process. The models were trained with patient data that
were collected at the time of discharge with leaking features
removed. In order to cope with the situation where the model
was requested to make predictions when less information was
available, we applied data augmentation in training sample
preparation: we generated partial records in combination with
the complete records to enhance the robustness of the clinical
risk prediction model. More details can be found in our previous
work [9]. The generated models were first examined with a
model checking process, where a set of minimum requirements
were assessed as unit tests. Models that passed the checks were
further evaluated on their performance using common metrics,
such as the area under the receiver operating characteristic curve
(AUROC), sensitivity, and specificity, among others.
Acceptance criteria were checked during the model evaluation
process. The acceptance criteria differed among use cases and
were checked for each department. Models that met the criteria
could be activated in the corresponding departments to trigger
alerts in the production EHR system. The acceptance criteria
were complex and are explained in detail in Table S4 in
Multimedia Appendix 1.

Risk prediction models evaluated in this paper were generated
by our calibration tool in the three aforementioned German
hospitals. The details of feature engineering and model training
were presented in a former publication [9]; examples of model
input features are provided in Table S5 in Multimedia Appendix
1. Preliminary cross-hospital evaluation was performed with
retrospective data in our previous study and performance
degradation was observed [9].

Figure 1. Model development and evaluation with retrospective data.
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Figure 2. Calibration tool.

Model Evaluation With Live Data From the Clinical
Workflow
Figure 3 shows the process of model evaluation with live data
from the clinical workflow. Prediction services were triggered
following clinical events in the EHR system (eg, when new lab
results for a patient were added to the system). The EHR system
sent the relevant patient record to the prediction service, where
the hospitals’ specialized prediction models for three different
use cases, trained on the hospital data, were deployed. For each
use case, the prediction model predicted the risk of developing
the related disease and returned the risk score in response. Based
on the defined thresholds, alerts were created in the EHR system
for those that were predicted as high risk. For each prediction
made by the prediction service, the corresponding request and
response were stored by a logging service. By comparing the
predictions made by the prediction service and the corresponding
real labels, we evaluated the model performance in a live clinical
workflow. Moreover, the prediction requests stored by the
logging service could be used to generate predictions with a
different model to simulate its performance in a live clinical
workflow. This alternate model could be a model that is trained
in the same hospital with a different training strategy, as well
as a model that is trained on the data from a different hospital.

For example, in Figure 3, the logging information stored in
hospital A (ie, the hospital where risk predictions in a live EHR
system are made) can be used to generate predictions with a
model trained at hospital B (ie, a different hospital where a
different risk prediction model is trained). By comparing those
predictions with the real labels, it is possible to estimate the
performance of the model of hospital B in the live clinical
workflow of hospital A.

To support the evaluation presented in this paper, the JSON file
logging driver (ie, the default Docker logging service) [19] was
used to log the request and response of prediction services to
separate JSON log files. Each prediction request log entry
contained the date and time and the input features for the
prediction. Each prediction response log entry contained the
used input features and risk score for the prediction. An excerpt
of a sample log of prediction requests is enclosed (Table S5 in
Multimedia Appendix 1). In the production EHR system, the
prediction service can process a patient’s records and instantly
make a corresponding prediction or explanation. Prediction
models for delirium, sepsis, and AKI were installed in three
hospitals. Prediction requests and responses were logged in
these three hospitals as input for the evaluations. The response
time for predictions was evaluated and provided (Figure S1 in
Multimedia Appendix 1).

Figure 3. Model evaluation with live data from the clinical workflow. Hospital A refers to the hospital where risk predictions in a live electronic health
record system are made. Hospital B refers to a different hospital where a different risk prediction model is trained.

Ethical Considerations
Our study to assess model performance involved the analysis
of unidentifiable patients, and data use was granted to us by the

pilot hospitals—hospital H, hospital M, and hospital N—for
this purpose, after appropriate review. Therefore, no ethics
approval by the Institutional Review Board was required. The
cohort study at hospital H was approved by the Ethics
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Committee of the Medical Faculty of the Ruhr-Universität
Bochum (file No. Az.2021-861).

Results

Evaluation of Model Performance in Live EHR
Systems
The models made predictions at different stages during a patient
stay with live data; however, the performance of the clinical
risk prediction models within a live clinical workflow was
evaluated at the end of the day of admission, as well as on the
day of discharge. The reason we checked the performance of
our prediction model at these two stages was to evaluate their
performance when there were limited data compared to when
sufficient data were available. Leaking information, such as
strong diagnostic data or textual references to the diseases to
be predicted, was excluded, following the settings we applied
when we evaluated the model performance on retrospective
data in our previous study [9]. Taking these same strategies
allowed a fair comparison between the performance achieved
on live data with that obtained on retrospective data. The model
performance was evaluated by the AUROC. We choose to
evaluate using the AUROC because the sensitivity, specificity,
and precision were dependent on the threshold (ie, defined by
the point chosen on the receiver operating characteristic curve).
The threshold is used by the hospitals to trigger an alert and
may differ among hospitals because some hospitals favor
sensitivity over specificity or vice versa. Using the AUROC
allowed us to compare the outcome of three use cases at three
different hospitals independently from this threshold. Sensitivity,
specificity, and precision were used to decide on the threshold

and are provided with the explanation of the model acceptance
criteria (Table S4 in Multimedia Appendix 1).

Figure 4 evaluates the model performance as assessed by the
AUROC on the live data versus the retrospective data (Table
S6 in Multimedia Appendix 1). Each row in the table indicates
the hospital in which the evaluation was performed. Each
column indicates the use case and the point in time of the model
evaluation (ie, either at the end of the admission day or at
discharge). Positive values (ie, shades of green) indicate that
the respective model performed better when evaluated on live
data as compared to retrospective data, whereas negative values
(ie, shades of red) indicate that models performed worse when
evaluated on live data as compared to retrospective data. For
example, the delirium model AUROC, evaluated at the end of
the day of admission at hospital N, was 4.36 percentage points
lower when the model was performed on the live data
(AUROC=80.9%) as compared to retrospective data
(AUROC=85.26%). On average, our delirium prediction model
had a lower AUROC when evaluated on live data as compared
to retrospective data. In contrast, our sepsis prediction model
performed better on live data as compared to retrospective data,
whereas the AKI prediction model performed equally well on
both. At the hospital level, evaluation on live data led to higher
model performance in hospital N (+0.1 percentage points) but
to lower performance in hospitals M and H (–1.8 and –0.7
percentage points, respectively). When averaged across all three
use cases and all three hospitals, the performance of our
prediction models declined slightly when evaluated on live data
(AUROC values: 83.1% at admission, 94.2% at discharge, and
88.6% on average) as compared to retrospective data (AUROC
values: 83.0% at admission, 94.8% at discharge, and 89.4% on
average).

Figure 4. Model performance: live data vs retrospective data. The table was generated using the AUROC values for the live and retrospective data
(Table S6 in Multimedia Appendix 1). adm: admission; AKI: acute kidney injury; AVG: average; AUROC: area under the receiver operating characteristic
curve; dis: discharge; H: Herz- und Diabeteszentrum Nordrhein-Westfalen Bad Oeynhausen; M: Marienhospital Stuttgart; N: Medius Klinik Nürtingen.
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Cross-Hospital Evaluation
Cross-hospital evaluation was performed by extracting the
observations from the prediction request in one hospital and
generating predictions using a model trained on data from a
different hospital. We evaluated our models in a live clinical
workflow based on the logging information stored in the
prediction service. The prediction requests made at different
stages of a medical stay were used to generate corresponding
predictions by prediction models of other hospitals. By using
the prediction models of other hospitals, we simulated the
performance of these models in a live clinical workflow, without
the model being installed on-site.

Figure 5 shows an example of simulating the performance of
models trained on data from hospitals M and N, but applied to
live data of the medical stay of a sample patient in hospital H.
The red vertical line indicates the point in time of the patient’s
surgery. The three colored lines reflect the simulated model
prediction over the course of the patient’s medical stay in
hospital H, using models trained separately on data from hospital
H, M, and N.

In the presented case, postoperative delirium was confirmed by
an independent evaluation—the Confusion Assessment Method
for the ICU (CAM-ICU) [20]—on the first postoperative day.
The CAM-ICU evaluation was not included as a feature of our
training model. Of the three models, the one trained at hospital
H predicted the risk of delirium before surgery and identified

an increased risk after surgery. The risk after surgery increased
gradually when lab results and clinical entities were added. The
models trained at the other hospitals both predicted the risk of
delirium before surgery, but both failed to properly identify the
severity of the risk after surgery.

The detailed outcome of cross-hospital evaluation on prediction
requests extracted from the live clinical workflow is provided
in Table S7 in Multimedia Appendix 1. Prediction models for
three different diseases (ie, delirium, sepsis, and AKI) were
evaluated by comparing the AUROCs of different models at
discharge. Figure 6 depicts the performance degradation of a
model when trained in a certain hospital and deployed in another
hospital. For each use case, AUROC values in a row are
compared to the white cell in the same row, which indicates
within-hospital performance. For example, when the delirium
model trained on data from hospital H was deployed in hospital
M (91.2%, column 2, row 1; Table S7 in Multimedia Appendix
1), the AUROC was 3.2 percentage points lower as compared
to its performance in hospital H (94.4%, column 1, row 1; Table
S7 in Multimedia Appendix 1). The largest performance
degradation (–20.5 percentage points) was observed when the
AKI model trained on data from hospital H was deployed in
hospital M.

On average, the AUROC was 8 percentage points lower when
a model was deployed in a hospital other than where it was
trained (from 94.2% to 86.3%).

Figure 5. Delirium risk prediction of a sample patient during his medical stay based on data from the live electronic health record system. H: Herz-
und Diabeteszentrum Nordrhein-Westfalen Bad Oeynhausen; M: Marienhospital Stuttgart; N: Medius Klinik Nürtingen.
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Figure 6. Performance degradation of a model trained in a certain hospital (rows) and deployed in another hospital (columns). The table was generated
from the AUROC values from cross-hospital evaluation on the live data (Table S6 in Multimedia Appendix 1). AKI: acute kidney injury; AUROC:
area under the receiver operating characteristic curve; H: Herz- und Diabeteszentrum Nordrhein-Westfalen Bad Oeynhausen; M: Marienhospital Stuttgart;
N: Medius Klinik Nürtingen.

Preliminary Evaluation of Clinical Soundness and
Usefulness
The prediction models were installed in the live EHR systems
of three different hospitals. These models generated predictions
and triggered alerts in a live clinical workflow. Those alerts
were displayed in the production EHR system and are currently
under the evaluation of domain experts. A quantitative
evaluation of the impact on clinical outcomes has not yet been
performed. Nevertheless, the preliminary evaluation made by
the domain experts assures the correctness and effectiveness of
the predictions. A case study has been conducted to evaluate
the performance of the delirium prediction models installed in
hospital H [21]. Predictions made by the delirium risk prediction
model following cardiac surgery were evaluated in the study.
A cohort study investigating a larger population is also ongoing
in the same hospital. The investigations identified that the
prediction service could have an influence on anesthesia
planning, as risk prediction is crucial for an early prevention
strategy. The machine learning approach also improved
postoperative care by enhanced screening efforts. In addition,
the rest of this section presents our analysis of calibration and
decision curves at hospital H, as well as our preliminary analysis
on user feedback at hospital M.

Calibration and Decision Curve Analysis
Figure 7 shows the calibration and decision curve analysis for
three use cases with the live data retrieved from hospital H. We

first applied probability calibration [22,23] to generate
calibration curves for each use case. The calibration curves plot
the true frequency of the positive cases against its averaged
predicted probability for each bin. We divided the probability
into 10 bins. Predictions on the live data before and after
probability calibration are shown. We used isotonic regression
to perform the probability calibration. The calibration process
used the first half of the live data, and the calibration curves
and decision curves were generated using the second half of the
live data. Due to the limited amount of available data, there are
a few spikes in the calibrated curves. After the probability
calibration, the decision curves [24,25] were generated to
evaluate the net benefit of using the prediction models. The net
benefits of the prediction models were compared with either
“alert all patients” or “no alerts.” It can be observed that the
prediction models were clinically useful when the threshold
probability was below 90% for the AKI and sepsis use cases.
For the delirium use case, the model had benefits when the
threshold probability was below 70%.

Figure 8 shows the decision curves for the prediction models
trained at hospitals H and M on the sepsis use case. Both curves
in Figure 8 were generated using the live data from hospital H,
and the predicated probabilities were both calibrated. It can be
observed that the model trained at hospital H was superior
compared with the model trained at hospital M.
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Figure 7. Calibration and decision curve analysis. The model and data were both from hospital H (Herz- und Diabeteszentrum Nordrhein-Westfalen
Bad Oeynhausen). AKI: acute kidney injury.

Figure 8. Decision curve analysis for the sepsis use case. Models trained at hospitals H and M, both using the live data from hospital H, are compared.
H: Herz- und Diabeteszentrum Nordrhein-Westfalen Bad Oeynhausen; M: Marienhospital Stuttgart.

Preliminary Analysis of User Feedback
When the prediction models were installed in the production
EHR system, the end user was able to provide their feedback
when they closed an alert. There were 134 feedback entries
collected for the AKI use case at hospital M. More than
one-third of the feedback entries (n=46, 34.3%) indicated that
the users found the predictions useful. Details of the user

feedback entries can be found in Figure S2 in Multimedia
Appendix 1.

A total of 27.6% (37/134) of the alerts were considered to be
false positives by the end users. This is a satisfactory result,
considering the low incidence of AKI (838/8861, 9.46% at
hospital M). Moreover, among 37 of those evaluated as false
positive cases, 20 (54%) were already discharged and coded.
Of these 20 discharged cases, 4 (20%) were actually coded as
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having AKI. This means that even if the physician disagrees
with a prediction of high risk, there seems to still be a high risk
that some patients will ultimately develop AKI, and our model
can identify that risk.

In 38.1% (51/134) of the cases, the end users were already aware
of the risk of AKI raised by the alert. There were two main
reasons for this. Firstly, there was a clear gap between the time
that the alert was created and the time that the feedback was
given when the alert was closed. Secondly, alerts were only
displayed in departments where the prediction service was
activated; if a patient was transferred from a department where
the prediction service was not activated, there would not be any
alert displayed there.

Discussion

Principal Findings
The state of the art of machine learning development is to either
design and train a single model and use it in different hospitals
or design and train a specific model for a single hospital. We
claim that defining a generic model design and training a
specific instance of the model with data from a specific hospital
has additional benefits for replicating the results. We observed
performance degradation when a model was deployed in another
hospital in our cross-hospital evaluation, a typical limitation of
developing a single model for different hospitals. In the
meantime, having a generic process and common model design
to generate hospital-specific prediction models is a more robust
solution. It resolves the intrinsic differences between different
hospitals and guarantees sound performance at target hospitals.
The evaluation of model performance in live clinical workflows
assured the feasibility of such a generic approach, by checking
the performance on three use cases at three different hospitals.
In addition, by storing the logging data from live clinical
workflows and having a common model design, the evaluation
presented in this paper allows one to simulate the performance
of a model in a live clinical workflow without it being installed
on-site.

Motivations
Machine learning–based prediction models are closely tied to
the data used in the training process. This dependency largely
restricts the reusability of a prediction model in other hospitals.
A generic model that delivers unbiased performance in different
hospitals is what machine learning scientists and clinicians
earnestly long for but also often fail to achieve.

The prerequisite to generate a generic model that can be used
in different hospitals is to achieve semantic interoperability that
guarantees a common understanding between different EHR
systems [26,27]. In order to achieve semantic interoperability,
clinical terminologies need to be mapped onto a standard
representation. However, a recent study [28] also showed safety
risks related to the use of standard terminologies, such as LOINC
(Logical Observation Identifiers Names and Codes), for
interoperability between organizations due to inaccurate
mappings.

In addition, a disease may have very different incidence rates
in different hospitals due to the type and specialties of a hospital.

Such a variety also results in different clinical workflows
performed in different hospitals that determine the data the
hospital records. A prediction model is, therefore, considered
an algorithm that captures the knowledge and practice of the
physicians of a hospital, by processing hospital-specific data
that are presented in their specific representation. It is
challenging to overcome the vulnerability of data shifts caused
by diverse clinical workflows in different hospitals. Therefore,
it is hard to maintain good performance when a model runs in
a different hospital than the one within which it was trained,
especially if the characteristics of the EHR data and the clinical
workflow differ significantly. For example, the sepsis prediction
of one particular vendor achieved satisfactory results in one
hospital [29], but it was substantially worse when evaluated in
another hospital [15].

We also observed performance degradation when a model was
deployed in other hospitals in our cross-hospital evaluation.
Therefore, instead of delivering a generic prediction model to
different hospitals, we designed a generic procedure for
prediction model development and applied it to different
hospitals. Having a generic process to generate hospital-specific
prediction models is a more robust solution; it resolves the
intrinsic differences between different hospitals.

Strengths
Evaluating prediction models in a live clinical workflow is
crucial for validating their performances. To the best of our
knowledge, we are the first to evaluate clinical prediction models
on such a large scale in live clinical workflows. Such a thorough
evaluation avoids overfitting to a certain disease or the settings
of a particular hospital, thus allowing a fair, unbiased evaluation.
The models deployed in the live clinical workflows delivered
similar performances compared with those reported in our
previous study [9], which were evaluated using retrospective
data.

Sharing the same feature processing approach allows us to reuse
the prediction requests by different prediction models. We,
therefore, performed cross-hospital evaluation on three use cases
in three different hospitals, mimicking the performance in a live
clinical workflow rather than on retrospective data. To the best
of our knowledge, this is the first study that performed
cross-hospital evaluations on multiple use cases and simulated
model performance in live clinical workflows.

Limitations
This study had some limitations. First, our model development
and evaluation on metrics reported in this paper lacked a
dynamic evaluation to predict the risk within a time window of
event onset. For example, the most widely used diagnostic
criterion for AKI is based on changes in serum creatinine, as
defined by the Kidney Disease: Improving Global Outcomes
(KDIGO) guidelines [30]. Tomašev et al [31] reported an AKI
prediction model that predicts the AKI risk 48 hours before the
KDIGO-defined event. In the three use cases presented in this
paper, delirium was considered a mental health disease that
normally does not have a precise time of onset. We have
developed an AKI prediction model based on retrospective data
at our development site using KDIGO events as labels. The
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models were not deployed in the production system; however,
their performance at two hospitals on retrospective data is
enclosed (Table S8 in Multimedia Appendix 1). The AKI risk
prediction curve of a sample patient during his medical stay is
also provided (Figure S3 in Multimedia Appendix 1). For the
sepsis prediction, we did not yet perform such a dynamic
evaluation due to the lack of both scalable and accurate
indicators of documented or suspected infection. Nevertheless,
the AUROC for sepsis at the end of the day of admission ranged
between 86.9% and 88.5% in the live system at the three
different hospitals, which assures a satisfactory performance.

Second, although the metrics of the prediction models in the
live clinical workflows were evaluated in different hospitals,
the corresponding clinical outcomes in clinical practice are yet
to be measured. Nevertheless, the preliminary clinical evaluation
in hospital H affirms that there was a positive impact in the live
clinical workflows, and a quantitative evaluation is scheduled
as our next step of this work. The decision curve analysis and
the preliminary analysis of user feedback also affirms the
usefulness of our prediction models.

Third, machine learning approaches that are used to generate
and validate prediction models are always data hungry [32].
Current external validation studies often suffer from small
sample sizes compared with the large amount of predictor

features [33]. The sample size presented in this paper was also
relatively small compared with the number of predictor features
used in our prediction model. Nevertheless, we also argue that
for diseases with low incidence, it is difficult to obtain a large
number of positive samples. The three use cases presented in
this paper were running in live EHR systems for more than half
a year, which we consider to be a reasonable amount of time.
In addition, we ran evaluations on three different use cases at
three different hospitals, which helps to justify the outcomes.

Future Directions
Our future work will focus on evaluating the detailed clinical
outcomes of prediction models in clinical practice. In addition,
we will also evaluate the impact of different labeling strategies,
such as defining AKI events with KDIGO criteria, in live
systems.

Conclusions
In this study, we found consistent performance of models when
evaluated on retrospective and live data, and performance
differences were observed in the cross-hospital evaluations.
This ensures that designing a generic process for model
development, implementing that design in a calibration tool,
and generating hospital-specific prediction models with a
common model design is a valid approach that guarantees model
performance in different hospitals.
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Abstract

Background: Early recognition of severely injured patients in prehospital settings is of paramount importance for timely
treatment and transportation of patients to further treatment facilities. The dispatching accuracy has seldom been addressed in
previous studies.

Objective: In this study, we aimed to build a machine learning–based model through text mining of emergency calls for the
automated identification of severely injured patients after a road accident.

Methods: Audio recordings of road accidents in Taipei City, Taiwan, in 2018 were obtained and randomly sampled. Data on
call transfers or non-Mandarin speeches were excluded. To predict cases of severe trauma identified on-site by emergency medical
technicians, all included cases were evaluated by both humans (6 dispatchers) and a machine learning model, that is, a
prehospital-activated major trauma (PAMT) model. The PAMT model was developed using term frequency–inverse document
frequency, rule-based classification, and a Bernoulli naïve Bayes classifier. Repeated random subsampling cross-validation was
applied to evaluate the robustness of the model. The prediction performance of dispatchers and the PAMT model, in severe cases,
was compared. Performance was indicated by sensitivity, specificity, positive predictive value, negative predictive value, and
accuracy.

Results: Although the mean sensitivity and negative predictive value obtained by the PAMT model were higher than those of
dispatchers, they obtained higher mean specificity, positive predictive value, and accuracy. The mean accuracy of the PAMT
model, from certainty level 0 (lowest certainty) to level 6 (highest certainty), was higher except for levels 5 and 6. The overall
performances of the dispatchers and the PAMT model were similar; however, the PAMT model had higher accuracy in cases
where the dispatchers were less certain of their judgments.

Conclusions: A machine learning–based model, called the PAMT model, was developed to predict severe road accident trauma.
The results of our study suggest that the accuracy of the PAMT model is not superior to that of the participating dispatchers;
however, it may assist dispatchers when they lack confidence while making a judgment.
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Introduction

Background
Trauma is a leading cause of accidental death globally.
According to the World Health Organization, injuries contribute
to >5 million deaths each year. Road traffic accidents accounted
for most injuries and were the ninth leading cause of death in
2012 [1]. Severe trauma is a time-sensitive emergency condition.
Prompt transport is beneficial for patients with neurotrauma
and penetrating injuries with unstable hemodynamic features
[2]. Delays in transportation are associated with poor functional
outcome [3].

Prehospital triage allows severely ill patients to receive
appropriate time-sensitive management. For cardiac arrest and
stroke victims, dispatchers can obtain critical information on
the phone, such as the patient’s level of consciousness, breath
patterns, or prehospital stroke scales [4,5]. However, no
standardized questions have been designed for dispatchers when
they encounter severe trauma. Only a few studies on helicopter
emergency medical services have addressed the accuracy of
dispatch for trauma victims [6]. Current trauma scales for
predicting severity require either physiological or anatomical
assessments [7]. Therefore, a victim’s condition cannot be
identified or evaluated until the first batch of emergency medical
technicians (EMTs) arrives at the scene.

Motivation
Content analysis has been conducted on emergency calls to
discover the factors that affect dispatch and have the potential
to assist prehospital triage [8,9]. Specifically, text classification
has demonstrated the effectiveness of classifying events recorded
during phone calls [10]. In addition, natural language processing
has been used in emergency medicine. Text mining techniques
have been used to predict the triage level, length of stay,
disposition, and mortality in emergency department patients
[11-16]. A textual analysis–based machine learning framework
was developed to assist dispatchers during the prehospital phase
in out-of-hospital cardiac arrest (OHCA) recognition; this
framework has been commercialized [17-20]. These techniques
make it possible to stratify the risk to patients when structured
questions are unavailable, similar to the assessment of trauma
patients over the phone.

The classic process of text classification includes text
preprocessing, feature extraction, and classifier construction.
Text preprocessing aims to remove noise and effectively retrieve
information through text cleaning and organization [21].
Common feature extraction approaches can be loosely divided

into two domains: word frequency and semantics [22,23].
Machine and deep learning models, such as k-nearest neighbors,
decision trees, support vector machines, multilayer perceptron
classifiers, and naïve Bayes, are widely used as classifiers
[24-28].

Aim
We hypothesized that severe trauma cases could be recognized
based on the content of communication between callers and call
takers during emergency calls. The main research question and
objective of this study was to develop a machine learning–based
model through text mining of emergency calls to automatically
identify severely injured patients in road accidents. We focused
on road accidents instead of all trauma cases because they are
the major cause of trauma, and compared with other types of
injuries, the content of emergency calls for road accidents is
homogeneous. As there are no suitable previous studies for
comparison, our second objective was to compare the results
of the model with 6 participating dispatchers’ judgment.

Methods

Study Design and Setting
This paper describes a cross-sectional study on identifying
severely injured patients in road accidents by analyzing
Mandarin text of emergency calls using machine learning. The
results were compared with those of human judgment. We
defined severely injured patients as those who fit the major
trauma criteria of the EMT trauma triage protocol, that is,
prehospital-activated major trauma (PAMT).

Data Acquisition
Data were obtained from the Taipei Trauma Registry, which is
a database of trauma accident information from 8 out of 18
hospitals with first aid capabilities. A random sample of
one-fourth of the total cases considered as PAMT in 2018 was
retrieved. After excluding cases without complete information,
92 PAMT patients (92 of 377 registered cases) were enrolled.
As control cases, 3 consecutive non-PAMT road accident calls
were matched with each PAMT on the same day from the
dispatch system. If the number of non-PAMT cases to be
matched on a given day was insufficient, only 1 or 2 calls were
included. A total of 92 PAMT calls and 255 non-PAMT calls
were considered in this study. The exclusion criteria were as
follows: the caller was not by the side of the victim, the caller
did not speak Mandarin, the accident was not vehicle-related,
and the calls did not provide sufficient information. The final
data for analysis included 114 cases in total, which comprised
42 PAMT and 72 non-PAMT cases (Figure 1).
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Figure 1. Data acquisition and study design. PAMT: prehospital-activated major trauma.

Ethics Approval
This study was approved by the institutional review board of
the National Taiwan University Hospital (case number
201902043RINB).

Model Development
As shown in Figure 2, formal model development comprises
four steps: (1) text preprocessing, (2) feature engineering, (3)
model classification, and (4) model enhancement, which was
conducted to improve model performance.
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Figure 2. Model development. PAMT: prehospital activated major trauma; TF-IDF: term frequency–inverse document frequency; KNN: k-nearest
neighbors; SVM: support vector machine; MNB: multinomial naïve Bayes; BNB: Bernoulli naïve Bayes; MLP: multilayer perceptron; SENS: sensitivity;
SPEC: specificity; PPV: positive predictive value; NPV: negative predictive value; ACC: accuracy. Repeated random subsampling-cross validation
(RRS-CV) for 100 times were performed in the step of model enhancement. All training data include 39 PAMT and 65 non-PAMT cases; testing data
included 3 PAMT and 7 non-PAMT cases.

Text Preprocessing (Step 1)
The purpose of text preprocessing is to organize the data such
that useful information can be retrieved. This process includes
word segmentation, stop word removal, and synonym grouping
(Figure 2). First, each emergency call was manually converted
into a text form. The continuous text string was then segmented
into words, which were the shortest units of meaning, consisting

of at least one character. Segmentation was performed using
the Chinese word segmentation system developed by the
Institute of Information Science and the Institute of Linguistics
of Academia Sinica [29,30]. To eliminate segmentation errors
caused by ambiguous Chinese compound words, a dictionary
of special terms with specific weights was manually constructed
based on experience and trial and error. The segmentation
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system refers to the weight required to force certain words to
merge or separate. Subsequently, stop words were removed to
remove insignificant words, such as conjunctions, pronouns,
and articles. Then, synonyms were grouped and regarded as the
same word, potentially reducing the model overfitting to specific
words, thus providing a means for bias-variance control. From
>27,000 characters in the original 114 texts, approximately 7000
different word meanings were identified.

Feature Engineering (Step 2)
In feature engineering, the segmented words were transformed
into a machine-readable format by feature extraction (step 2.1,
Figure 2). As emergency calls are often short, and conversations
are urgent, important words are frequently mentioned
(Multimedia Appendix 1). Thus, we used term
frequency–inverse document frequency (TF-IDF) to weigh each
word. The TF-IDF calculation consists of two sections: TF and
IDF (Multimedia Appendix 2). TF illustrates the word
frequency, whereas IDF explains the rarity of words appearing
in the entire document. A higher frequency of occurrence of a
word in one specific text indicates its importance. In contrast,
a higher frequency of occurrence of the word in the entire body
of texts lowers its importance. By considering these 2
frequencies simultaneously, we ranked all words by importance
to conduct feature selection (step 2.2, Figure 2). The most
important 160 out of 7000 words were chosen based on the
experiments. The selected features were placed in a feature
space to reduce the number of dimensions and to make the
results more explanatory. The feature space included the selected
features used to develop the model.

Model Selection (Step 3)
For model selection, we evaluated several commonly used
machine learning models for text classification, including

k-nearest neighbors, decision tree, support vector machine,
multilayer perceptron, multinomial naïve Bayes, and Bernoulli
naïve Bayes (BNB). Repeated random subsampling
cross-validation (RRS-CV) was conducted 100 times to avoid
overfitting and to obtain more stable and reliable classification
results. RRS-CV splits samples in a randomized and repeated
manner without replacement. The performance of the different
models used for comparison was the average of 100 RRS-CV
scores. According to Table 1, among these, the BNB-based
model achieved the best results. The BNB classifier, which is
a supervised learning model, is based on Bayes’ theorem. It
assumes that each input variable is independent of the other
variables. According to the BNB equation in Multimedia
Appendix 2, the calculation concentrates on binary information
of whether the word appears in a document. The Boolean
expression of the selected features forms the feature vector for
each document. The category estimation of a document depends
on the maximum a posteriori of each class k, which consists of
the likelihood of the document being given by class k and its
prior probability. The category with the highest maximum a
posteriori labeled the classified documents. To avoid a
zero-probability situation, Laplace smoothing was used to set
the additive smoothing parameter to one. Consequently, no
hyperparameter tuning was required for BNB. Compared with
other text classification models, the BNB model has the
advantages of simplicity, efficient computational speed, and
ability to achieve a high level of accuracy without
hyperparameter tuning. Furthermore, this model is suitable for
processing small-scale data and short texts [31,32]. The results
and hyperparameter tuning of other models are presented in
Multimedia Appendix 3.

Table 1. Comparison of machine learning models.

Youden indexACCe (%)NPVd (%)PPVc (%)SPECb (%)SENSa (%)Model

0.07767.972.132.689.018.7KNNf

0.08763.072.935.976.032.7Decision tree

0.29768.580.349.374.055.7SVMg

0.15173.073.842.296.119.0MNBh

0.397 j76.6 j81.6 j67.0 j86.7 j53.0 jBNBi

0.32771.480.655.679.053.7MLPk

aSENS: sensitivity.
bSPEC: specificity.
cPPV: positive predictive value.
dNPV: negative predictive value.
eACC: accuracy.
fKNN: k-nearest neighbors.
gSVM: support vector machine.
hMNB: multinomial naïve Bayes.
iBNB: Bernoulli naïve Bayes.
jBNB-based model achieved the best ACC and Youden index.
kMLP: multilayer perceptron.
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For the split of training and validation data, we set a fixed ratio
of PAMT to non-PAMT cases in the validation data. As shown
in Figure 3, when the amount of training data becomes larger
than that of the validation data, the training score gradually
decreases and the validation score increases. The 2 lines were
closest when the training and validation data sizes were 104
and 10, respectively. The convergence illustrates that, at this
number of training samples, adding more training data does not
significantly improve the classification performance. Therefore,
for all text classification models, 104 texts were randomly
selected as training data and the remaining 10 texts were used

as validation data (Figure 2). The training data included 39
PAMT and 65 non-PAMT cases, and the validation data
included 3 PAMT and 7 non-PAMT cases. The ground truth of
model classification is the on-scene judgment of the EMT, which
is presented in the form of binary labels. Figure 4 shows the
scalability of the BNB-based model. As the training data
increased, the model-fitting time fluctuated moderately around
0.002 seconds but significantly increased when the training data
size was >104. In addition, 104 training data points with 10
validation data points had the highest validation score and the
third shortest model-fitting time (Figure 5).

Figure 3. Learning curve of the Bernoulli naïve Bayes.
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Figure 4. Scalability of the Bernoulli naïve Bayes.

Figure 5. Performance of the Bernoulli naïve Bayes.

Model Enhancement (Step 4)
To optimize the final performance of our model, we enhanced
the BNB-based models using feature addition (step 4.1) and
rule-based judgment (step 4.2). In feature addition, we gathered
37 keywords provided by the experts and combined them with
the 160 words chosen in step 2.2 to form a new feature space
(Figure 2). The experts included 6 participating dispatchers and
2 emergency physicians. After they had listened to the 114 audio
recordings, they were asked, “Which keyword in an emergency

call indicates whether a patient is a PAMT or non-PAMT
patient?” They then provided keywords based on their personal
experience. The 37 keywords were expected to expand the
important feature set, which may be limited by the small amount
of data. The feature space created by the union of 160 and 37
words was used to develop enhanced models. Although
important features must be included, their contribution to the
classification may be small if their frequencies are not
significant. Therefore, a rule-based judgment (step 4.2) was
designed to highlight the importance of the 37 suggested
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keywords. Specifically, any text used in the validation that
contained at least 2 of the 37 words provided by the experts was
classified as PAMT. Texts that did not fit this rule were further
examined by a BNB classifier (Figure 2).

The enhanced BNB-based model was compared with various
derivative models based on combinations of different steps. The
4 derivative versions of the BNB-based model are presented in
Table 2. Model A comprised manually selected features and

rule-based judgment. Model B was a classical text classification
model that included TF-IDF feature extraction and selection
with BNB classification. Model C comprised feature engineering
steps and manual feature addition with BNB classification.
Finally, we named the best version as the PAMT model. It
comprises steps 1 to 4.2, including text preprocessing, feature
engineering, model classification, and both model enhancement
approaches.

Table 2. BNB-based models of different combinations of steps.

BNBb classificationSteps includedaPerformanceModel

4.24.121Youden in-
dex

ACCg (%)NPVf (%)PPVe (%)SPECd (%)SENSc (%)

✓✓✓0.36873.980.956.882.154.7Model A

✓✓✓0.39776.681.667.086.753.0Model B

✓✓✓✓0.41377.382.167.887.354.0Model C

✓✓✓✓✓0.46075.085.860.678.068.0PAMTh model

aStep 1, text preprocessing; step 2, term frequency–inverse document frequency feature extraction and selection; step 4.1, manual feature addition; step
4.2, rule-based judgment.
bBNB: Bernoulli naïve Bayes.
cSENS: sensitivity.
dSPEC: specificity.
ePPV: positive predictive value.
fNPV: negative predictive value.
gACC: accuracy.
hPAMT: prehospital-activated major trauma.

Human Participants
For a reference comparison with the PAMT model, we
conducted a survey to collect severe trauma judgments from 6
volunteer dispatchers. They were from the fire departments of
Taipei City and New Taipei City (Table 3). The participants
were asked to listen to 114 road accident audio clips. As we
focused on text analysis, the participants were not allowed to
receive any information other than the text. Therefore, the audio

clips were transcribed into a computer-synthesized voice using
a text-to-speech tool. The audio clips were played randomly in
both female and male voices. In this way, the tone, speed, and
emotions of the speech were neutralized. While listening to the
clips, each participant classified the cases as PAMT or
non-PAMT depending on their personal experience and
intuition. They also shared information regarding their certainty
(certain or uncertain) in each case.

Table 3. Profiles of the participating dispatchers.

Dispatch experience (year)EMTa experience (year)Service cityAge (years), rangeSexParticipant

613New Taipei City30-39MaleA

210New Taipei City40-49FemaleB

114New Taipei City30-39MaleC

110New Taipei City30-39MaleD

410Taipei City30-39MaleE

49Taipei City30-39MaleF

aEMT: emergency medicine technician.

Data Analysis
The analysis determined the accuracy, positive predictive value,
negative predictive value, sensitivity, and specificity of the
PAMT model prediction and average judgments of the
participants [33,34].

Accuracy refers to the proportion of correctly predicted PAMT
and non-PAMT cases. The proportion of cases with
true-predicted PAMT and non-PAMT results can be presented
as positive predictive value and negative predictive value,
respectively. sensitivity and specificity represent the ability of
a classification system to correctly identify PAMT and
non-PAMT cases, respectively. The Youden index was
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calculated using different models and can be expressed as the
sum of sensitivity and specificity minus 1.

All 114 cases were categorized into certainty levels from 0 to
6, depending on how many participants regarded a case as
certain. For example, a case with certainty level 4 indicated
that 4 participants were certain of their judgment, whereas the
other two were not. The accuracy was also calculated for
different certainty levels.

Data management and statistical analyses were performed using
Python (Python Software Foundation) and Excel (Microsoft
Corporation).

Results

Sample
In total, 114 patients were included in the final analysis. The
transcribed texts ranged from 84 to 652 characters, with a mean
of 241.4 (SD 106.7) characters; the mean character count of
PAMT cases was greater than that of non-PAMT cases (266,
SD 102 vs 227, SD 107). The transcribed computer-synthesized
audio ranged from 24 to 145 seconds in length, with a mean of
58.9 (SD 24.5) seconds, and the mean call length of PAMT
cases was longer than that of non-PAMT (64, SD 24 vs 54, SD
24 seconds) cases (Multimedia Appendix 4).

Outcome Data
In this study, the machine learning model was trained on a
random sample of 104 cases and validated on the remaining 10
cases. RRS-CV was conducted 100 times to obtain greater
unbiased validation results; moreover, no external data were
used to test the performance of the trained models. According

to Table 1, BNB outperformed the other models because it had
the highest overall metrics: accuracy (76.6%) and Youden index
(0.397). The mean sensitivity, specificity, positive predictive
value, and negative predictive value for BNB were 53.0%,
86.7%, 67.0%, and 81.6%, respectively. As there was still room
for improvement, model enhancement was performed based on
BNB to increase the performance. The enhanced BNB-based
model, known as the PAMT model, exhibited the best
performance. Its Youden index was 0.460, and it achieved a
mean sensitivity, specificity, positive predictive value, negative
predictive value, and accuracy of 68.0%, 78.0%, 60.6%, 85.8%,
and 75.0%, respectively (Table 2). The performance of model
C, which was only enhanced by adding the features provided
by the 6 volunteer dispatchers, was ranked after the PAMT
model. The mean sensitivity, specificity, positive predictive
value, negative predictive value, accuracy, and Youden index
of model C were 54.0%, 87.3%, 67.8%, 82.1%, 77.3%, and
0.413, respectively. Model A contained only the features
provided by the experts and was classified based on rule-based
judgment. It achieved the worst results (sensitivity 54.7%;
specificity 82.1%; positive predictive value 56.8%; negative
predictive value 80.9%; accuracy 73.9%; Youden index 0.368).

In contrast, the mean sensitivity, specificity, positive predictive
value, negative predictive value, and accuracy of the 6
participants were 63.1%, 85.0%, 71.7%, 80.3%, and 76.8%,
respectively (Multimedia Appendix 5). The PAMT model with
the best performance had a higher sensitivity and negative
predictive value but a lower specificity, positive predictive
value, and accuracy than the participants. Overall, the PAMT
model did not surpass the performance of the participating
dispatchers (Figure 6).
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Figure 6. Overall performance of participating dispatchers versus prehospital-activated major trauma (PAMT) model. ACC: accuracy; NPV: negative
predictive value; PAMT: prehospital activated major trauma; PPV: positive predictive value; SENS: sensitivity; SPEC: specificity.

In the subgroup analysis, as shown in Figure 7, the mean
accuracy of the participants at certainty levels from 0 to 6 was
66.7%, 64.3%, 68.2%, 76.4%, 56.9%, 79.8%, and 87.1%. The
mean accuracy of the PAMT model at certainty levels from 0
to 6 was 83.3%, 70.4%, 72.7%, 91.7%, 58.3%, 64.3%, and
81.3%. After all cases were categorized based on different
certainty levels, the accuracy of the participants for levels 0 to
6 generally increased, except for level 4, whereas the accuracy
of the PAMT model did not show such a linear pattern. The

results of the PAMT model did not display a clear trend; that
is, they were affected by the certainty level because the BNB
model classified cases according to the feature distribution. If
we define levels 5 and 6 as certain cases and levels 0 to 4 as
uncertain cases, we can observe that, although the accuracy of
the PAMT model was lower than that of the participants in
certain cases (77.52% vs 85.48%), it was greater than the
accuracy of the participants in uncertain cases (73.57% vs
66.34%; Figure 7).
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Figure 7. Accuracy of predicting prehospital-activated major trauma (PAMT) by participating dispatchers and PAMT model over different certainty
levels.

Discussion

Principal Findings
Our study makes 3 major contributions to the field. First, this
is the primary study to use a machine learning–based model to
identify severely injured patients during the dispatch phase.
Second, the overall performance of the model was similar to
that of human dispatchers (Figure 6). Third, the model produced
favorable results for cases in which dispatchers were uncertain
(Figure 7).

With no suitable previous studies as a reference, we enrolled 6
volunteer dispatchers in our study. Their judgment was regarded
as a reference for comparison with the models. Although such
a small sample size cannot represent all dispatchers, we were
still able to observe heterogeneity in human performance. As
shown in Multimedia Appendix 5, three participants (A, B, and
E) had a high specificity and low sensitivity, whereas the other
three (C, D, and F) had more balanced figures between
specificity and sensitivity. We can speculate that different
experiences may affect judgment, and that the policy each
participant chose, either aggressive or conservative, also made
a difference. With the assistance of the proposed model, which
is more stable and adjustable, it is possible to narrow the range
of human discrepancies and decrease the uncertainty.

The proposed machine learning models are text classification
models. As important words were repeatedly mentioned in often
short and intermittent emergency calls (Multimedia Appendix
1), the frequency-based feature extraction method, TF-IDF,
demonstrated the ability to select representative words in severe
trauma calls. In addition, feature correlation analysis was
performed for these words (Multimedia Appendix 6). Features
with high correlation coefficients were words that frequently
appeared together in Mandarin, or in the question required to

be asked during a call. In contrast, low correlation words
indicated that they appeared independently. Despite varying
degrees of correlation, all the selected features are meaningful
and have the potential to be keywords for judging PAMT.
Therefore, the occurrence of these words was the main input
for the machine learning models. Furthermore, we analyzed the
length of the texts and the accuracy between the PAMT and
participants. As each text was represented by a feature vector
formed by word occurrences, the original length may be one of
the factors affecting accuracy. Multimedia Appendix 7 presents
further results.

To explore why machine learning performed better in classifying
uncertain cases, we compared the words suggested by experts
and the words selected by the model. Of the 37 words provided
by the experts, 23 were regarded as keywords specifically for
PAMT. In Multimedia Appendix 8, we compare these 23 words
and the top 23 decisive words selected by the model that were
most likely to occur in the PAMT texts. In the left column, most
words are aggregated in the “Patient status” and “Patient basic
information” categories; few are in the “Geographic
information” and “Auxiliary words and other information”
categories. In contrast, the words in the right column are grouped
not only in the “Patient status” category but also in “Geographic
information” and “Auxiliary words and other information.” This
phenomenon shows that the participants focused more on the
situations and injury mechanisms of the patients, whereas the
proposed model was able to capture other information such as
the location of an accident or wording in a conversation. In
uncertain cases, there may be fewer obvious keywords for
PAMT, which is possibly why the proposed model is more
helpful.

In addition to the PAMT model, we tried different feature
combinations and classification approaches to develop three
other models. Models A, B, and C refer to manual feature
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addition with rule-based judgment, TF-IDF feature engineering
with BNB classification, and TF-IDF feature engineering plus
manual feature addition with BNB classification, respectively
(Table 2). The PAMT model consisted of steps 2.1 to 4.2. It is
important to consider sensitivity and specificity while
developing a triage tool; therefore, we chose the model with
the highest Youden index as our final model, which was the
PAMT model. The sensitivity of the PAMT model was also the
highest, making it suitable for use as a triage tool.

Our results demonstrate that it is necessary to combine machine
learning (steps 2.1 and 2.2) and human experience (steps 4.1
and 4.2) to develop a prehospital dispatching triage tool (Table
2). A purely manual model using the features provided by
experts with rule-based judgment, such as model A, or a
classical machine learning–based text classification model, such
as model B, did not perform sufficiently well. Although the
features of model C are composed of the TF-IDF selection and
are provided by experts, without rule-based judgment to increase
the importance of these keywords, it failed to outperform the
PAMT model. Rule-based judgment makes the added feature
of experts suggesting words more significant in classification,
which is a complement of limited data. Although the best
classification performance of the BNB model indicates that the
occurrence of words in a call is key to identifying PAMT cases,
there is currently no machine learning model that can completely
replace human dispatchers.

Comparison With Prior Work
Abundant research has been conducted on field triage and
prognosis prediction using prehospital data for the early
recognition of severely injured trauma patients. However, the
dispatching accuracy has seldom been addressed in previous
studies [35,36]. The predictors used in these studies, either
physiological data or injury mechanisms, were difficult to
acquire through telephone calls. In the few studies regarding
the accuracy of dispatching, most dealt with helicopter
emergency medical services dispatching [6,37-40]. In another
study, all trauma emergency calls were included and compared
between clinicians and nonclinicians in a prehospital critical
care team in Scotland [41]. The sensitivity of the two groups,
in the study, for identifying major trauma (injury severity
score>15) were 0.112 and 0.259 and the specificity was 0.998
and 0.995. Our model had a significantly higher sensitivity and
lower specificity. However, the results varied as the gold
standards differed. We chose the judgment of the on-scene EMT
as the gold standard as it represents comprehensive prehospital
information, whereas injury severity score is prognostic data
that can only be obtained in the hospital. Moreover, a higher
sensitivity, which avoids undertriage, allows us to apply the
model as an early triage tool that can determine the priority of
dispatching based on patient severity.

For a machine learning dispatch support system, a
commercialized model for the recognition of OHCA through
dispatching was proposed [17]. The model consists of an
automatic speech recognition and textual analysis. In 2
retrospective studies conducted in Denmark and Sweden,
positive results were reported in terms of both accuracy and
time [18,19]. In a randomized controlled trial in Denmark, the

performance of this model surpassed human recognition;
however, no significant improvements were found in
dispatchers’ ability to recognize OHCA with model assistance
[20]. Although there are numerous differences in recognizing
OHCA and severe trauma, this model also uses machine
learning–based text analysis. Another machine learning–based
voice analysis model was proposed to recognize the emotional
state of OHCA callers [42]. Although the goal differed from
our approach, the study also had a small sample size, and the
data source was the audio of emergency calls. It is reasonable
to expect that the performance of future models may improve
with a combination of semantic and emotional analyses.

Limitations
Our study had several limitations. First, human intervention is
required for text preprocessing. Conversations in the recordings
were often in fragments without a complete grammatical
structure and contained specific terms. A customized dictionary
for word segmentation, stop word removal, and synonym
grouping must be constructed according to the specific medical
domain, regional features, and culture. Although there are
references, applying these procedures requires researchers to
fully comprehend phone conversations [29]. We assumed that
everyone who understood the conversation would process the
audio and text materials in the same way; otherwise, the features
we used in the later steps would be different. This limitation
can be overcome by replacing this step with an automatic
program [10]. Second, the dispatchers listened to 114 audio
clips before providing the keywords. Although they did not
know the answers and were asked to provide their opinions
based on their experience, they might have chosen words from
the audio that they had just heard. Third, owing to strict
protocols and the administration’s concern for this novel study
concept, the recordings of the emergency calls were not allowed
to be copied, and only a limited number of crews were permitted
to access them over a short period. Given that the preprocessing
steps were labor intensive, we could not enroll a large sample
size. To compensate for this shortage, we randomly sampled
the PAMTs during the entire year of 2018 in the Taipei Trauma
Registry. For text classification, the main factors that affect the
results may not be determined by data size [43]. Another
innovative study with a small amount of data contributed to
specific fields [42]. This study serves as a proof of concept and
aims to reveal the potential of this methodology for target
applications. Nevertheless, some advanced text classification
models, such as deep learning models with semantic feature
extraction methods [44], may be limited by the size and
characteristics of the data. Therefore, research should be
conducted on a larger scale with more participants and integrated
data to develop a more mature model for actual deployment.

Conclusions
The results of our study suggest that the applied machine
learning model is not superior to dispatchers in identifying road
accident calls in severe trauma cases; however, the model can
assist dispatchers when they lack confidence in the judgment
of the calls. A study conducted on a larger scale is required for
further model development and validation.
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Abstract

Background: Free-text communication between patients and providers plays an increasing role in chronic disease management,
through platforms varying from traditional health care portals to novel mobile messaging apps. These text data are rich resources
for clinical purposes, but their sheer volume render them difficult to manage. Even automated approaches, such as natural language
processing, require labor-intensive manual classification for developing training data sets. Automated approaches to organizing
free-text data are necessary to facilitate use of free-text communication for clinical care.

Objective: The aim of this study was to apply unsupervised learning approaches to (1) understand the types of topics discussed
and (2) learn medication-related intents from messages sent between patients and providers through a bidirectional text messaging
system for managing participant blood pressure (BP).

Methods: This study was a secondary analysis of deidentified messages from a remote, mobile, text-based employee hypertension
management program at an academic institution. We trained a latent Dirichlet allocation (LDA) model for each message type
(ie, inbound patient messages and outbound provider messages) and identified the distribution of major topics and significant
topics (probability >.20) across message types. Next, we annotated all medication-related messages with a single medication
intent. Then, we trained a second medication-specific LDA (medLDA) model to assess how well the unsupervised method could
identify more fine-grained medication intents. We encoded each medication message with n-grams (n=1-3 words) using spaCy,
clinical named entities using Stanza, and medication categories using MedEx; we then applied chi-square feature selection to
learn the most informative features associated with each medication intent.

Results: In total, 253 participants and 5 providers engaged in the program, generating 12,131 total messages: 46.90% (n=5689)
patient messages and 53.10% (n=6442) provider messages. Most patient messages corresponded to BP reporting, BP encouragement,
and appointment scheduling; most provider messages corresponded to BP reporting, medication adherence, and confirmatory
statements. Most patient and provider messages contained 1 topic and few contained more than 3 topics identified using LDA.
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In total, 534 medication messages were annotated with a single medication intent. Of these, 282 (52.8%) were patient medication
messages: most referred to the medication request intent (n=134, 47.5%). Most of the 252 (47.2%) provider medication messages
referred to the medication question intent (n=173, 68.7%). Although the medLDA model could identify a majority intent within
each topic, it could not distinguish medication intents with low prevalence within patient or provider messages. Richer feature
engineering identified informative lexical-semantic patterns associated with each medication intent class.

Conclusions: LDA can be an effective method for generating subgroups of messages with similar term usage and facilitating
the review of topics to inform annotations. However, few training cases and shared vocabulary between intents precludes the use
of LDA for fully automated, deep, medication intent classification.

International Registered Report Identifier (IRRID): RR2-10.1101/2021.12.23.21268061

(J Med Internet Res 2022;24(6):e36151)   doi:10.2196/36151
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Introduction

Background
Digital health technology has enabled patient-clinician
communication to move beyond the confines of a face-to-face
clinician-patient encounter. For years, the patient portal has
been the primary route of electronic patient communication
with providers [1-5]. Increasingly, there are mobile health apps
that also enable communication between patients and providers
through SMS, particularly for management of chronic conditions
like hypertension [6,7]. SMS platforms add to the increasing
number of channels for facilitating low-threshold, frequent,
asynchronous communication between patients and clinical
teams. However, enhancing communication pathways also adds
burden to clinical teams, which are often already struggling to
manage patient message volume through more conventional
paths, such as the patient health portal. These pathways can be
a source of clinician burnout due to technostress, time pressure,
and workflow-related issues [8,9].

Despite the importance of patient message data for clinical care,
the current state for clinical review of patient message data is
largely manual [10,11]. Natural language processing (NLP) and
machine learning (ML)–based systems could facilitate triaging
of messages to the right clinical sources (providers, nurses,
medical assistants, billing, etc) for appropriate decision-making
[12], thereby minimizing the burden of messages on
already-strained personnel.

Natural Language Processing and Digital Health
Technology
There are some promising examples in the literature of NLP
and supervised ML approaches to more efficiently filter and
review messages for clinical purposes [13-15]. Chen et al [15]
developed HypoDetect (Hypoglycemia Detector) to
automatically identify hypoglycemia incidents within messaging
threads reported by US veterans with diabetes through SMS.
They trained and tested three supervised ML algorithms to
classify each thread as containing a hypoglycemia incident
(positive) or not (negative). Liu et al [14] trained and tested a
deep learning approach—Longformer-masked language models
using Hugging Face—to classify conversation stages of
messages and behaviors present in messages from both texters
and volunteers. Stenner et al [13] developed PASTE

(Patient-Centered Automated SMS Tagging Engine), a
rule-based NLP system for encoding medication-related
messages from MyMediHealth, which is a medication
management system for scheduling and administering
medications and sending reminders to patient cell phones.
Although all three examples cited are promising ways to harness
NLP and ML for clinical patient-facing applications, a large
amount of labeled data is necessary to train and test robust NLP
or ML models. Stenner et al [13] focused narrowly on NLP for
medication-related concepts and, therefore, used existing
libraries of annotated data. However, this strategy is not possible
for identification of novel intents. Thus, in the cases of
HypoDetect and Shout, which represented the application of
ML to novel topics, researchers manually annotated 3000 and
8844 messages, respectively, to begin training their models.

Unsupervised ML approaches have been shown to subgroup
texts with similar word usage and could reduce the burden of
manual annotation for training clinical models for intent
classification. Therefore, we investigated the utility of
unsupervised methods for deriving message intents, in particular,
latent Dirichlet allocation (LDA). LDA is an unsupervised,
generative statistical model for learning subgroups of
observations within a data set based on similarities among
observations [16]. LDA has been leveraged to derive insights
into patient communication data in patient portals [17,18], but
its usage to classify message intent, particularly in mobile text
messaging technologies, has been largely unexplored. The
purpose of this proof-of-concept study was to explore the extent
to which LDA might be applied to patient-provider messages
to accurately identify domains (ie, topics) of clinical relevance
(ie, those topics that were deemed informative for clinical action
that are indicative of intents). In this study, we applied LDA to
a database of patient-provider messages exchanged in a mobile
app designed for remote hypertension monitoring and examined
the usability of LDA-derived topic classes for identifying and
classifying novel intents.

Methods

Overview
In this study, we retrospectively studied messages exchanged
through a third-party mobile app. Participants were adults
enrolled in Penn Medicine’s Employee Hypertension
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Management Program (eHTN) from 2015 to 2019. To protect
the privacy of our study participants, all data were deidentified
using a text deidentification system called De-Id prior to the

study and the analyses [19]. In Figure 1, we outline our
methodology, and we describe our analytical framework in
subsequent sections.

Figure 1. Study workflow. LDA: latent Dirichlet allocation; med: medication; medLDA: medication-specific LDA model; msg: messages.

Ethics Approval
This study was approved by the Institutional Review Board at
the University of Pennsylvania (approval No. 834667).

Employee Hypertension Management Program
The eHTN is a primarily remote hypertension management
program for Penn Medicine employees with uncontrolled
hypertension. Through the eHTN, employees diagnosed with
uncontrolled hypertension at an initial office visit receive a
prescription medication, a treatment plan for blood pressure
(BP) management, and a BP cuff for home-based measurements.
A critical component of the program is out-of-office
communication of BP readings, typically once every 2 weeks,
plus unlimited bidirectional text message conversation between
the clinical team and patients for issues related to BP
management. These patient-clinician interactions were facilitated
through a proprietary Health Insurance Portability and
Accountability Act–compliant, bidirectional text messaging
mobile app. Topics discussed reflected the spectrum of issues
related to hypertension management, including questions about
BP, medication-related questions or complaints, refill requests,
and BP machine or cuff issues, as well as questions about the
app itself. There were no technical restrictions to the

conversation, though content that was less relevant to
hypertension management (eg, a statin medication refill request)
was generally redirected by the BP clinical team. Conversations
could be initiated by patients (eg, a medication question) or by
clinicians (eg, to request an updated BP reading). Our study
period was the duration of app usage, from June 2015 to
November 2019.

Generating and Characterizing Role-Based Data Sets
To automatically identify topical themes by the roles of patients
and providers, we classified messages into two data sets:
inbound (ie, patient-generated messages) and outbound (ie,
provider-generated messages). For each data set, we removed
messages that appeared to be automatic messages generated by
the app, such as patient enrollment (eg, “Registered to use the
PROGRAM app”) or calendar events (eg, “Calendar event
created: Plan Check-In”). Among inbound messages, patients
could report BP readings as structured data elements (eg,
“Annotation: Pulse 76”) and could add contextual information
as free text (eg, “left arm”): for example, “Annotation: Pulse
95. Ran down the steps.” We removed all app-specific prefixes
(eg, “Annotation:”) from the messages, but kept the remaining
parts of the text messages in the model. Next, we preprocessed
each message by changing words to lowercase (eg, “Meds”
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reduced to “meds”), removing stop words (eg, “of” and “the”),
and stemming terms (eg, “scheduling” stems to “schedul”). To
better understand commonality and differences between the
patient and provider messages, we analyzed and visualized
individual words between data sets according to their frequency
and informativeness. We computed and visualized the word
frequencies according to their scaled L2-penalized regression
coefficients using scattertext [20].

Generating LDA Models by Roles: Topics and
Subtopics
Next, we aimed to automatically learn topics dispersed within
each message data set. For each processed data set (ie, patient
and provider independently), we applied LDA. LDA is an
unsupervised, generative statistical model for learning subgroups
of observations within a data set based on similarities among
observations [16]. We leveraged LDA to identify subgroups of
messages with similar term usage and derive topics that might
correlate to high-value intents hypothesized a priori (eg,
medication reorders and appointment scheduling requests). To
generate useful LDA models, we experimented with
hyperparameters of α and β by varying their values from .01 to
1, their symmetry parameters, and the number of topics from 5
to 75 [21]. Our goal was to optimize the topics such that they
should be precise, but the words that compose a topic can be
diverse and be comprised of most words in the corpus. After
manual inspection, the parameters for each model were set as
follows to provide the most precise and diverse range of
semantically coherent topics: α was set as asymmetric to ensure
that document-topic density would result in more specific topic
distributions per document; β was set as symmetric to ensure
that word-topic density would result in less specific word
distributions per topic. We also limited the number of topics to
50 after observing that the exact composition of terms listed
across models with topics over 50 were identical with near zero
weights, suggesting that LDA was unable to identify any
additional distinct topics beyond 50 topics. In LDA models,
each unit of analysis (eg, each message) is assigned
LDA-derived topics with associated probabilities. For each
message, the probabilities of each topic sum to 1; therefore, a
message could have one or more significant subtopics. For
example, a message may be assigned LDA topics 1, 2, and 5
with high probabilities associated with each topic. We defined
a primary topic as the topic with the highest probability; a
secondary subtopic was defined as any topic with a probability
equal to or greater than .20. We chose a threshold of .20 based
on the observation that most messages had single-digit
probabilities or ones that were close to 0, and when messages
contained multiple themes they often coincided with
probabilities greater than .20. Note that a main topic can have
a probability of less than .20 because some messages may or
may not have a significant topic (ie, above .20 probability).
Additionally, a given message could be assigned to two or more
topics if both topics exceeded a probability of .20 (eg, if a
message has a probability of including topic 15 of >.20 and
topic 37 of >.20, the message will appear in both topics 15 and
37). For each message, we identified both primary and secondary
topics.

Comparing LDA-Generated Topics With Manually
Derived Intents
To explore the clinical validity of the LDA-derived topics, we
manually annotated a subset of messages with their intents,
which is the term used to describe the goal or main idea of the
text. The codebook for manual annotation was loosely based
on an annotation schema from prior work on clinician-patient
text communication [22]; briefly, two research team members
(TL and NL) developed a common annotation codebook for
messages exchanged through a different text message–based
platform for remote hypertension management. The codebook
was refined by review of over 1200 text messages exchanged
in the program between October 1, 2020, and January 31, 2021;
the review was conducted by our team members (TL and NL)
for a separate internal pilot study. The codebook was further
refined based on iterative discussion and review of the study
text data by three team members (TL, NL, and DM). We
attempted to apply this schema to each LDA-derived topic, but
determined that the patient messages still contained
heterogeneity (ie, 1 topic does not correlate to a single intent)
and variability of intents.

Given these factors, we attempted to apply LDA to a more
limited data set. We focused on the short messages that had a
single LDA intent, occurred frequently, and appeared clinically
useful; we chose medication-related intents for this last category,
given the clinical importance of identifying medication-related
communication. Each of three reviewers (TL, DM, and NL)
manually reviewed the data set and annotated only those
messages with a single intent related to medication; any
messages that were deemed to have more than one intent were
excluded from review, with the exception of messages where
the second intent was a pleasantry. All medication messages
were reviewed among the team to resolve disagreements through
consensus. For all messages annotated with a single medication
intent, we generated another medication-specific LDA
(medLDA) model and attempted to reclassify the resulting
messages according to the set k topics: k=4 for both patient and
provider messages, based on manual annotation. Across each
k topic, we report the majority class intent for that topic number
and apply the heuristic of classifying each message within a
particular topic to the majority class intent. We report the recall,
precision, and F1 score of applying this heuristic for classifying
each medication intent class [13,23].

Visualizing Sublanguage of Medication Intents
We aimed to automatically capture the sublanguage of
medication intents by identifying the most significant language
features for each medication intent. To identify lexical features,
each text message was preprocessed using spaCy by removing
stop words, reducing case, and encoding n-grams. We applied
term frequency–inverse document frequency to extract the most
informative lexical features. To identify semantic features, we
encoded the named entities of problems, treatments, and tests
using the i2b2 (Informatics for Integrating Biology and the
Bedside) named entity recognition (NER) model from the Stanza
package in Python (version 3; Python Software Foundation)
[24]. To standardize medication-related details, we encoded
RxNorm categories and semantic medication categories of drug
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name, strength, route, frequency, form, dose amount, intake
time, duration, dispense amount, refill, and necessity using the
MedEx package [25]. Examples of semantic features can be
found in Table 1. The stop words were removed in the
preprocessing step, and question marks were represented by the
word “question.” Within each subclass, we computed the word

frequencies (n=1-3 words) and identified the most informative
words using chi-square feature selection. We selected the lexical
and semantic features (ie, n-grams, Stanza NER, and MedEx)
that were most significantly associated with each medication
intent (P<.05). We report the sublanguage features associated
with each medication intent.

Table 1. Examples of lexical and semantic features.

ExampleaPackage type and category

Stanza

“Musinex, proair inhaler and delsym for cough”Problem

“Took meds between 8:30 and 9:00 am after my MRIb”Test

“Medsc taken late”Treatment

MedExd

“Sorry Lisinopril was stopped HCTZe 25 mg added / daily Metoprolol decreased to 50 mg / daily.”Drug product name (DPN)

“Sorry Lisinopril was stopped HCTZ 25 mg added / daily Metoprolol decreased to 50 mg / daily.”Drug ingredient (DIN)

“Hi have only 11 tablets of amlodipine left. Are you able to issue me a new prescription?”Drug brand name (DBN)

“Dr doubled my Lisinopril and removed the water pill See OVf”Drug dose form (DDF)

“Sorry Lisinopril was stopped HCTZ 25 mg added / daily Metoprolol decreased to 50 mg / daily.”Dose (DOSE)

“Hi have only 11 tablets of amlodipine left. Are you able to issue me a new prescription?”Dose amount (DOSEAMT)

“Sorry Lisinopril was stopped HCTZ 25 mg added / daily Metoprolol decreased to 50 mg / daily.”Frequency (FREQ)

“Lossrtan is giving me SOBg chest pressure on inhalation is this l? Happens about 20 min after I take it and
lasts thru day.”

Route (RUT)

“Lossrtan is giving me SOB chest pressure on inhalation is this l? Happens about 20 min after I take it and
lasts thru day.”

Duration (DRT)

“Good Morning can you call me in a refill for my bphpills please?”Dose unit

aKeywords are italicized.
bMRI: magnetic resonance imaging.
cmeds: medications.
dThe MedEx semantic type for each term is included in parentheses.
eHCTZ: hydrochlorothiazide.
fOV: office visit.
gSOB: shortness of breath.
hbp: blood pressure.

Results

In this retrospective observational study, we studied text
messages exchanged through a third-party mobile app between
253 participants who were enrolled in the eHTN and their
clinicians. Of the patients who participated, 96.0% (243/253)
were actively engaged in the program, sending at least one
inbound message. Of the total 12,131 messages collected,
46.90% (n=5689) were generated by patients and 53.10%
(n=6442) were generated by providers (Table 2).

Using word frequency and L2-penalized regression coefficients,
we identified distinct language use by role (ie, patient and
provider; Figure 2). Within the patient messages (blue), we
observed terms with higher coefficients and higher frequency,
including temporal expressions (eg, “morning,” “evening,”
“tonight,” “gm” [good morning], and “hr” [hour]), medical

terms (eg, “rx” [prescription] and “pulse”), and confirmations
(eg, “okay” and “thx” [thanks]). Within the provider messages
(red), we observed terms with lower coefficients and higher
frequency including salutations (eg, “mrs” and “mr”), directive
verbs (eg, “check record,” “sign,” “send,” “confirm,” “recheck,”
and “look”), and positive and negative sentiment (eg, “nice,”
“great,” and “worry”).

When we applied LDA to the patient and provider text data sets,
we observed a broad distribution of messages, with certain
topics occurring more frequently for both patients and providers
(Figure 3 and Table 3). In Figure 3, among the 5689 patient
messages, the majority of messages occurred within topic 1
(n=1117, 19.63%; eg, “thank,” “ok,” “great,” and “nice”), topic
17 (n=412, 7.24%; “pulse,” “mg,” “daili” [daily], “take,” “tab”
[tablet], “dose,” “losartan,” and “amlopidin” [amlodipine]), and
topic 7 (n=395, 6.94%; “bp,” “read,” “hi,” “record,” “check,”
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and “today”). Among the 6442 provider messages, the majority
of messages occurred within topic 47 (n=1249, 19.39%;
“record,” “please,” “bp,” “update,” “read,” “hi,” and “check”),
topic 12 (n=665, 10.32%; “good,” “look,” “work,” “bp,” “keep,”
and “great”), and topic 42 (n=419, 6.50%; “call,” “schedul”
[schedule], “hi,” “appt” [appointment], “please,” “appoint”
[appointment], “come,” and “see follow” [see at follow-up]).

In Table 3, among 5689 patient messages, the majority were
assigned 1 significant topic (n=2851, 50.11%), but it was also

common for messages to be more heterogeneous, with 2
(n=1893, 33.27%) or 3 (n=564, 9.91%) co-occurring primary
and secondary topics (Figure S1 in Multimedia Appendix 1).
Similar heterogeneity was observed among provider messages;
the majority of the 6442 messages were assigned to 1 topic
(n=3311, 51.40%), but many had 2 (n=2466, 38.28%) or 3
(n=503, 7.81%) co-occurring topics (Figure S2 in Multimedia
Appendix 1).

Table 2. Statistics according to patient and provider messages.

Provider messages (n=6442), mean (SD)Patient messages (n=5689), mean (SD)Message type

26.75 (28.79)17.01 (23.40)Words per message

3.11 (2.11)2.71 (2.02)Sentences per message

521.83 (1588.20)23.84 (26.22)Messages per user

Figure 2. Characteristics of messages shown with a scatterplot image using word frequency and L2-penalized regression coefficients. Terms with
higher usage are colored according to patients (blue) and providers (red). Terms with intermediate colors, such as green, yellow, and orange, reflect
coefficients with values that have less of an association with patient or provider usage. Coef: coefficient; Reg: regression.

Figure 3. Distribution of patient (left) and provider (right) messages according to major topics. LDA: latent Dirichlet allocation.
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Table 3. Distribution of patient and provider messages according to shared significant subtopics within each main topic.

Messages, n (%)Number of LDAa topics by data set

Patient (n=5689)

2851 (50.11)1

1893 (33.27)2

564 (9.91)3

49 (0.86)4

0 (0)5

Provider (n=6442)

3311 (51.40)1

2466 (38.28)2

503 (7.81)3

22 (0.34)4

0 (0)5

aLDA: latent Dirichlet allocation.

In Table 4, we depict the distribution of messages that were
manually classified according to medication intent. Among the
282 patient medication messages, the intent of the majority of
messages was medication request (n=134, 47.5%), followed by
medication taking (n=79, 28.0%) and medication location (n=54,
19.1%). Among the 252 provider medication messages, the
intent of the majority of messages was medication question
(n=173, 68.7%), followed by medication question response
(n=41, 16.3%). We observed lexical and semantic sublanguage
features associated with each medication intent category
according to the patient and provider data sets. Among the
patient medication intents, for the medication location intent,
terms associated with drug dispensaries (eg, “pharmacy” and
“apothecary”), hospitals (eg, “hup” [Hospital of the University
of Pennsylvania]), and street locations (eg, “Spruce” and
“Market”) were common. For the medication question intent,
we observed semantic types associated with MedEx drug names
(eg, “DPN” [drug product name], “DBN” [drug brand name],
“DDF” [drug dose form], and “DIN” [drug ingredient]), course
(eg, “start” and “stop”), use of a question mark, and Stanza
problem entity. The medication request and medication-taking
intents commonly included MedEx categories (eg, “DOSE” and
“FREQ” [frequency]), terms for refills and verbs (eg, “need”
and “taking”), and Stanza treatment entities. Among the provider
medication intents, for the medication change intent, terms
associated with temporal expressions (eg, “tomorrow” and
“week”), MedEx categories (eg, “DBN” and “DOSE”), and
program references were common. Among the medication
question and medication refill question intents, we observed
terms associated with refill requests (eg, “refill,” “refilled,” and

“need”), use of a question mark, and Stanza treatment entity.
Among the medication question response intents, we observed
terms associated with references and change (eg, “baseline” and
“increasing”) as well as side effects.

In Figure 4, we depict the outcomes of applying the medLDA
model for both patient and provider messages. Among the
patient messages manually classified according to medication
intent and automatically classified within a topic, we observed
a majority medication intent within each topic: medication
request (topic 1), medication location (topic 2), medication
taking (topic 3), and medication request (topic 4). Among the
provider messages, the majority of medication intents within
each topic were medication question (topics 1 and 2) and
medication question response (topics 3 and 4).

In Table 5, by applying a majority intent class heuristic to
classify each message within a topic number, we computed
performance for predicting each medication intent category by
message type. For patient messages, we observed high recall
and moderate precision for medication location (recall=0.833;
precision=0.682) and medication request (recall=0.843;
precision=0.685). In contrast, we observed moderate recall and
high precision for medication taking (recall=0.481;
precision=0.745). For provider messages, we observed excellent
recall and high precision for medication question (recall=0.965;
precision=0.726). Conversely, we observed low recall and
moderate precision for medication question response
(recall=0.342; precision=0.636). All other classes could not be
predicted with this approach.
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Table 4. Distribution of medication intent categories with examples from patient and provider messages.

Sublanguage featuresaExample messageaMessages, n
(%)

Message type and medica-
tion intent category

Patient (n=282)

need, taking, refill, dose, script“Yes I am. Sent in a new prescription for the 10 mg
when we changed the dosage because I needed to
refill my pills.”

134 (47.5)Medication request

taking, dose_freqc, doseamtd, dine_dose, started,
stopped, dose_treatment

“Sorry Lisinopril was stopped HCTZb25 mg added
/ daily Metoprolol decreased to 50 mg / daily 25
mg started today”

79 (28.0)Medication taking

apothecary_market_st, pcamf_pharmacy,

pahg_pharmacy, huph_pharmacy, cvs, ravdini

“You sent it to apothecary at 3737 market st?”54 (19.1)Medication location

dpnj_question, night, feeling, really_tired“So at what point would / should I start 5 mg of
amlodipine or another drug?”

15 (5.3)Medication question

Provider (n=252)

need_refilled, refill, question, taking“Hi - we got your refill request - have you been
taking your blood pressure medicine everyday?”

173 (68.7)Medication question

typical_side_effects, side_effect, feel, effect_din,
morning

“I have not heard of amlodipine causing loose stool
- if anything very rarely it can cause some constipa-
tion.”

41 (16.3)Medication question re-
sponse

refill, refill_needed, medsk_need, refill_test re-
filled_treatment, need_refilled

“Do you need refills on anything? do you need the
enalipril refilled too? ok what do you need refilled?”

21 (8.3)Medication refill ques-
tion

see_tomorrow, dose_question, week, lets_increase,
dpn_dose_program

“Hi talked to Dr [**NAME**] lets increase your
amlodipine to 10mg and see what your readings are
like in a couple of weeks....”

17 (6.7)Medication change

aItalics indicate encoded features identified and shared by the example sentence and sublanguage features.
bHCTZ: hydrochlorothiazide.
cfreq: frequency.
ddoseamt: dose amount.
edin: drug ingredient.
fpcam: Perelman Center for Advanced Medicine.
gpah: Pennsylvania Hospital.
hhup: Hospital of the University of Pennsylvania.
iravdin: Ravdin building.
jdpn: drug product name.
kmeds: medications.

Figure 4. Distribution of medication intents among patient messages (left) and provider messages (right) in the medLDA model. medLDA:
medication-specific latent Dirichlet allocation.
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Table 5. Performance of majority class by topic classification.

F1 scorePrecisionRecallMessage type and medication intent category

Patient

0.7490.6820.833Medication location

———aMedication question

0.7560.6850.843Medication request

0.5850.7450.481Medication taking

Provider

———Medication change

0.8290.7260.965Medication question

0.4450.6360.342Medication question response

———Medication refill question

aThe class could not be predicted with this approach.

Discussion

Principal Findings
We developed and applied an unsupervised method, LDA, to
facilitate the review and derivation of patient and provider
intents from a large data set of messages produced using an
asynchronous, bidirectional communication platform. We
learned that LDA can be leveraged to identify subgroups of
messages, but with some limitations.

First, we successfully applied a data-driven approach using
single-word frequencies scaled by L2-penalized regression
coefficients and detected distinct word usage by role (ie, patients
and providers). Patients used temporal expressions (eg,
“morning” and “evening”) to initiate requests, medical terms
(eg, “rx” and “pulse”) to communicate medication and BP
reporting, and confirmations (eg, “okay” and “thx”) to convey
information understanding. Providers commonly used salutations
(eg, “mrs” and “mr”) to initiate communication with patients,
directive verbs (eg, “check record,” “sign,” “send,” “confirm,”
“recheck,” and “look”) to instruct the patient, and positive and
negative sentiments (eg, “nice,” “great,” and “worry”) to
encourage patients to continue program engagement. We did
not conduct a formal sentiment analysis.

These initial insights informed the decision to develop LDA
models based on roles—patient and provider—to identify
potentially distinct topics among messages. In the summary
overview of the 50 LDA-derived topics, the results initially
seemed promising. In LDA models for both patient and provider
messages, the majority of messages occurred within a few
prominent major topics, and the terms comprising each topic
appeared sensible. For example, among the most common topics
from provider-generated messages, we observed topics with
terms indicative of BP checking and reporting (ie, topic 47:
“bp” and “check”), BP reporting encouragement (ie, topic 12:
“good,” “work,” “keep,” and “great”), and appointment
scheduling (ie, topic 42: “call,” “appt,” and “come”). Among
the most common topics from patient-generated messages, we
observed topics with terms suggestive of confirmation and
gratitude (ie, topic 1: “thank” and “nice”), medication adherence

and BP reporting (ie, topic 17: “pulse,” “mg,” “tab,” and
“dose”), and BP reporting (ie, topic 7: “bp,” “record,” and
“check”). However, when we set out to validate the
LDA-derived topics via manual annotation, we still observed
significant heterogeneity of intents within LDA-derived topics.
For example, in topic 17, the patient-derived topics composed
of words like “mg,” “tab,” and “dose” contained diverse
messages citing medication dosage, ranging from medication
adherence reports to questions about medication, as well as
nonmedication-related messages (eg, BP values). The topics
were also not comprehensive, as several other topics contained
medication-related messages. We hypothesized that the data set
might be too heterogeneous for LDA; in particular, we were
concerned that the messages were too complex (ie, messages
often contained more than one intent) for the effective
application of LDA.

Therefore, we focused our efforts on a curated subset of the
data. We manually identified messages containing a single
medication-related intent and annotated them according to four
different medication-related intent categories, for both patient
and provider messages (4 topics each). We aimed to determine
how well the medLDA model could identify these medication
intents as distinct topics. We observed that, generally, for each
medLDA model–derived topic, there was a dominant intent,
resulting in moderate precision for some classes (ie, patient:
medication location, medication request, and medication taking;
provider: medication question and medication question
response). However, each topic still contained heterogeneity in
intent, and the distribution of intents was skewed across topics.
There are several potential explanations for these observations.
One is that in our manually annotated reference standard, the
distribution of messages with a single medication intent were
largely skewed within both the patient-generated and
provider-generated medication messages. Among the
provider-generated medication intents, the medication question
intent was predominant (~70%) among messages. Among
patient-generated medication intents, the medication request or
medication-taking intents were common, and they tended to
co-occur among medication LDA topics. Studies of patient
portal message classification also demonstrate somewhat skewed
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distributions in message type [26,27]. These skewed
distributions and shared common vocabulary terms may explain
why the medLDA models were not able to perfectly discern
each medication intent across topics. Another consideration is
that in narrowing our data set to single-intent messages related
to medication, there was a several factor–fold reduction in our
data set. Thus, the resulting data set may have been too small
for LDA to learn nuanced pattern differences.

Our findings suggest that LDA may still hold promise for
automatically discerning novel topics within a large corpus of
text data. However, there is likely a “just right” database for its
application, one where the unit of analysis contains one or two
primary intents, and different intents are well represented (ie,
the database is very large). Currently, the use of LDA for
analyzing text data may be limited to identifying broad
differences in language use patterns, with the caveat that lexical
similarity does not necessarily mean intent similarity. For
example, De et al [28] applied LDA topic modeling to narrow
down classes of patient messages—those relating to fatigue,
prednisone, and patient visits—to identify commonly occurring
themes within those message classes. Our work demonstrates
that LDA is limited for providing further clinical insight. Further
investigation of terms and semantic categories encoded by
MedEx and Stanza provided some insights of shared and distinct
concepts; however, more powerful language models might be
necessary to discern intents with subtle semantic differences
that are important for clinical contexts.

Limitations and Future Work
Our pilot study has several limitations. Notably, we conducted
our analysis with a single data set generated from a particular

patient-provider engagement program. However, we believe
that unsupervised learning approaches can be beneficial for
streamlining the mining of free-text data with customization to
each individual program or application. As a result, this work
is important because it highlights potential approaches for
incorporating unstructured learning into this process.
Customizations could be achieved with a larger annotated corpus
and more powerful language models. Also, our unit of analysis
was each message; we could have chosen to analyze other units
(eg, sentences) that could improve LDA performance. However,
this would not resemble real messaging practices, which often
contain more than one sentence and intent. Another limitation
is that our intent categories were clinically oriented, that is, they
were based on clinically actionable intents. The model may
have performed differently with a different reference standard
framework (eg, negative, positive, or neutral sentiment). In the
future, we will develop patient-provider language models, such
as Bidirectional Encoder Representations from Transformers
models, that might improve our ability to capture and leverage
differences between message types to improve automatic intent
classification.

Conclusions
We demonstrated how unsupervised learning can be applied to
group text messages and identified medication-related messages
within a bidirectional text messaging system for hypertension
management. While LDA was useful in generating coarse
categories, more detailed intent annotation is needed to develop
reliable NLP-based intent classifiers that drive clinical actions
and address subtopic heterogeneity.
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Abstract

Background: A clinical trial management system (CTMS) is a suite of specialized productivity tools that manage clinical trial
processes from study planning to closeout. Using CTMSs has shown remarkable benefits in delivering efficient, auditable, and
visualizable clinical trials. However, the current CTMS market is fragmented, and most CTMSs fail to meet expectations because
of their inability to support key functions, such as inconsistencies in data captured across multiple sites. Blockchain technology,
an emerging distributed ledger technology, is considered to potentially provide a holistic solution to current CTMS challenges
by using its unique features, such as transparency, traceability, immutability, and security.

Objective: This study aimed to re-engineer the traditional CTMS by leveraging the unique properties of blockchain technology
to create a secure, auditable, efficient, and generalizable CTMS.

Methods: A comprehensive, blockchain-based CTMS that spans all stages of clinical trials, including a sharable trial master
file system; a fast recruitment and simplified enrollment system; a timely, secure, and consistent electronic data capture system;
a reproducible data analytics system; and an efficient, traceable payment and reimbursement system, was designed and implemented
using the Quorum blockchain. Compared with traditional blockchain technologies, such as Ethereum, Quorum blockchain offers
higher transaction throughput and lowers transaction latency. Case studies on each application of the CTMS were conducted to
assess the feasibility, scalability, stability, and efficiency of the proposed blockchain-based CTMS.

Results: A total of 21.6 million electronic data capture transactions were generated and successfully processed through blockchain,
with an average of 335.4 transactions per second. Of the 6000 patients, 1145 were matched in 1.39 seconds using 10 recruitment
criteria with an automated matching mechanism implemented by the smart contract. Key features, such as immutability, traceability,
and stability, were also tested and empirically proven through case studies.

Conclusions: This study proposed a comprehensive blockchain-based CTMS that covers all stages of the clinical trial process.
Compared with our previous research, the proposed system showed an overall better performance. Our system design,
implementation, and case studies demonstrated the potential of blockchain technology as a potential solution to CTMS challenges
and its ability to perform more health care tasks.

(J Med Internet Res 2022;24(6):e36774)   doi:10.2196/36774
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Introduction

Clinical trials are considered to be the cornerstone of the
development of new drugs or treatments because they have
investigated the safety and efficacy of new therapeutics using
a standard protocol [1]. As conducting clinical trials involves
complex processes, good management is critical for success
[2]. The clinical trial management system (CTMS) is a set of
software tools used for managing clinical trial processes
including but not limited to protocol development, site
selections, patient recruitment, study conduct, data collection,
data analysis, and study closeout. With the increasing adoption
of the CTMS, many substantial benefits such as accessing
up-to-date information, improving data quality, and boosting
overall study efficiency have simplified the traditional
labor-intensive management process [3-5]. A complete CTMS
design must be secure, cost-efficient, compliant with regulations,
traceable, and auditable to manage the process in each phase of
the study [5-9]. However, the current CTMS market is
fragmented and lacks thorough designs with all the required
features and management tools [2,7]. According to the 2019
Unified Clinical Operations Survey provided by Veeva (a global
life science service), nearly all respondents (99%) had issues
with their current CTMS, and 90% of the respondents reported
a significant deficiency in at least 1 CTMS application [10,11].
Emerging technologies, such as blockchain, are believed to
potentially re-engineer CTMSs and provide a comprehensive
solution [12].

Blockchain is an open-source distributed ledger technology that
has been proven in the areas of security, stability, and robustness
in real-world applications, including cryptocurrencies [13-15].
A blockchain consists of continuously generated blocks
containing validated transactions, time stamps, and block IDs
used for chaining to the previous block. It is considered to be
a revolutionary technology, as it has unique features such as
immutability to ensure data consistency; a peer-to-peer system
with public auditability (all blockchain transactions can be
audited by any user at any time) to provide regulatory
compliance; anonymity (all users are represented by a unique
hash string) to protect patient privacy [16]; and a smart contract,
which is a self-executing programmable computer protocol that
can be designed for different applications. These features are a
perfect fit for health care applications [17-19]. However, most
blockchain designs used for health care applications remain in

the conceptual stage, and there are several technical challenges
such as scalability constraints [20-24]. Quorum blockchain, a
private blockchain developed by JP Morgan that requires
participating users to gain permissions from the blockchain
initiator before joining, has enhanced security, scalability, and
efficiency based on the original blockchain [25,26]. The
performance of the Quorum blockchain in areas such as
transaction throughput and transaction latency has been
evaluated as extraordinarily improved (compared with the
original blockchain) using the Raft consensus mechanism for
the validation process without compromising its unique
properties [25].

We have implemented a blockchain platform that provides
unique software designs for key components of CTMSs to
achieve better management and monitoring of clinical trials
with the following applications: (1) an auditable, sharable, and
transparent electronic trial master file (eTMF); (2) a fast patient
recruitment model with an automated matching mechanism
through the smart contract and a simplified enrollment using a
digital signature validated by the blockchain; (3) a timely
electronic data capture (EDC) system that ensures data
consistency, traceability, and security through blockchain’s
properties; (4) a reproducible data analytics module that keeps
records of data and code use; and (5) a secure, auditable, and
efficient payment and reimbursement model. We conducted
case studies for each application to empirically prove its
feasibility and test its scalability, stability, and efficiency.

Methods

Overview
Figure 1 depicts the overall architecture and main smart contract
designs that span five different stages of the clinical trial
process: (1) study planning targets on the eTMF for clinical
trial protocol development; (2) following the protocol’s
establishment, study start-up focuses on recruiting participants
for clinical trials; (3) while the clinical trial is in progress, study
conduct develops EDC for data collection and monitoring the
safety and efficacy of the treatment; (4) during the closing phase,
study closeout collaborates with statistical tools to provide a
reproducible analytics report; and (5) study finance adopts the
blockchain’s nature of cryptocurrency for payment and
reimbursement.
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Figure 1. The overall architecture of 5 different clinical trial processes. Different applications are implemented by smart contracts defined through
blockchain initiation. Participating sites require blockchain adapters to interact with the blockchain system and the secure database protected by local
health information technology regulations. CTMS: clinical trial management system; EDC: electronic data capture; eTMF: electronic trial master file.

This architecture is generalizable to all different clinical trials;
therefore, the participating site can use the same CTMS to
manage simultaneous clinical trials by switching trial IDs
obtained by the sponsors, whereas the registration on the
blockchain-based CTMS remains constant. It is noteworthy to
mention that CTMSs may require additional functions such as
protocol development, which are not included in our system
design, as the current procedures for protocol development are
sophisticated enough [27] with no need to adopt a new approach
such as blockchain to reinstate the existing process, although
most present tools can be integrated with our proposed
blockchain-based CTMS without extensive arrangement.

The remainder of this paper is organized as follows: (1) the
environment setup specifies the details of the hardware and
software required to construct the system, notably the blockchain
adapters shown in Figure 1; (2) the following sections describe
the blockchain settings as smart contracts for each stage of the
CTMS process, as shown in Figure 1; and (3) as shown in the
Results section, we conducted case studies on study planning,
study start-up, and study conduct to test the blockchain features
and overall performance, such as scalability.

Environment Setup
In this study, we used a laptop equipped with 16 GB of RAM,
an i5 processor, and a 1 TB hard drive to represent the
authority’s node and 5 Intel NUC machines, each equipped with
16 GB of RAM, an Intel i3 processor, and a 1.5 TB hard drive
to represent the clinical trial sites’ and sponsors’ nodes. These
machines were set up at 2 different locations under different
networks. Owing to the regulatory compliance required by each
participating site, we converted each blockchain node into a
blockchain adapter that abides by local health information

technology regulations [28]. As shown in Figure 2, each
blockchain adapter installed the Ubuntu operating system, which
in turn runs GoQuorum, an Ethereum-based Quorum blockchain
client. Once the authority node started the client, the Quorum
blockchain with the Raft consensus mechanism was built
automatically. Then, the blockchain adapter will be added to
the blockchain by the authority and will be able to communicate
with other blockchain adapters as well as the local secured
database protected by health IT when the participating site
obtains permission to join the system. Tools can be installed on
the blockchain adapter and integrated with the blockchain
through a remote procedure call server. For example, a team of
professionals such as medical experts, statisticians, clinical
research coordinators, and medical writers can use the
blockchain adapters for protocol development. Existing tools
can still be used as anticipated. The sole exception (limited to
development scenarios) was the ability to store a log file in the
blockchain after each use. In all other aspects, users can take
advantage of blockchain's unique features such as immutability
to ensure file consistency and traceability to acknowledge the
users who edited the file, as well as decentralization to improve
the efficiency of working distributively without changing the
existing legacy process. Each adapter has an interplanetary file
system (IPFS) installed, which is an innovative peer-to-peer
distributed file system. Each file stored in the IPFS is assigned
a unique cryptographic hash for indexing and ensuring
consistency. Compared with other distributed file systems, the
IPFS has shown great improvement in efficiency, scalability,
and stability [29]. However, the design concept of the IPFS
lacks the capability of access control and file use tracking [30].
However, this makes it a perfect match for blockchain. The
IPFS can be used for data storage, whereas blockchain serves
as a content management system.
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Figure 2. Blockchain adapter design and connections. All adapters have the same setup with an RPC server connecting local applications and databases,
an IPFS that connects to other IPFS on each adapter, and a GoQuorum application programming interface that connects to the blockchain. GUI: graphical
user interface; IPFS: interplanetary file system; RPC: remote procedure call.

A unique public-private key pair will be generated for each user
such as participants, investigator, sponsor, and others, after the
user registers a blockchain account through a site’s blockchain
adapter. Patients and potential participants must register on-site
so that the administrators from the trial sites can prove their
identities and map their local patient ID to the blockchain
account with their consent. A hash value of the public key, also
known as the blockchain account address, will be used to
represent the user’s identity. A private key will be used as a
digital signature. All transactions must be signed by the sender’s
private key before they can be recorded in the blockchain. Each
group, such as the financial management team, has an umbrella
account in addition to separate individual user accounts, each
of which maps to the umbrella account for each member so that
the entire group can share permission when authentication to
the group is made. Potential participants must visit trial sites to
opt in to the system and generate their blockchain account so
that the trial site can verify their identities. Instead of
memorizing the key pair, a username and password or biometric

authentication mechanism can be used on a graphical user
interface (GUI) for users to log into the blockchain system.

To build the blockchain-based CTMS, we made the following
assumptions: (1) each participating site, including the sponsor,
trial sites, site institutional review boards, and the Food and
Drug Administration, is required to provide at least 1 blockchain
node, which can be any electronic device that can install the
Quorum blockchain; (2) the authority (eg, Food and Drug
Administration) has initiated the blockchain system so that all
that the participating site requires is to obtain permission from
the authority before joining the system by proving their identity;
and (3) each participating site has an administrator to operate
the system.

Study Planning
With the increasing adoption of electronic documents for clinical
trials, planning, sharing, and managing documents have become
increasingly critical and intricate [31]. The eTMF is a form of
content management system used to manage and collaborate in
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a timely fashion on essential clinical documents throughout the
life cycle of clinical trials. However, several persistent
challenges exist in most eTMF designs, such as the inability to
audit unlocatable files; inaccurate metrics for timeliness, quality,
or completeness; inconsistency caused by loss or alteration of
the information; and collaboration issues caused by different

trial master file (TMF) standards. Our eTMF design contains a
smart contract used to control file access, validate file
consistency, and manage collaboration in TMF development
and the IPFS network used for file storage and file indexing.
Figure 3 shows a portion of the source code of the smart contract
for each function.

Figure 3. A portion of the source code of the electronic trial master file (eTMF) contract design. These codes show the main logic of each function.
All smart contract functions are predefined, and users can use graphical user interfaces to call the functions.

The TMF document list and other expected artifacts list must
be identified in the eTMF smart contract at the beginning of the
study planning phase. Sponsors must assign files to team
members so that they can work jointly by adding their
blockchain accounts to the smart contract associated with the
file ID from each TMF. All TMFs are encrypted using OpenSSL
and a randomly generated key pair before being stored in the
IPFS [32]. All users can download the file from the IPFS using
the file hash, but only users who have permission from the
sponsor can retrieve the decrypt key from the smart contract to
decrypt the file. When a team member works on a certain file,
the blockchain adapter from the member’s site automatically
sends a flag to the smart contract to block other team members
from working on the same file. When the team member finishes
editing the file, the blockchain adapter will encrypt the new
version of the file with a random new pair of keys, upload the
encrypted file to the IPFS, obtain a new hash value from the
IPFS, and send the decrypt key, hash value, and negative flag
to the blockchain to update the file registration information.
The completeness metric (the percentage of expected artifacts
that are completed) will be updated automatically.

Using blockchain technology for eTMF can provide the
following unique features: (1) consistency—each version of a
file will have a hash value stored in the blockchain, and any
changes to the file will result in a mismatch of its new hash with
the original hash; (2) traceability and auditability—each team
member must work on the file sequentially so that any changes
can be traceable to the editing user through blockchain

transaction history [33] (users can audit who has changed the
file by checking the log files in the blockchain, but only the
sponsors, or the authority, know the real identity of the user);
(3) efficiency—using IPFS as file storage is efficient compared
with other file transferring processes because team members
can collaboratively work on the same file; and (4) security—with
blockchain’s security setting, all transactions are considered
secure so that only the recipients can receive the correct decrypt
key for the file.

Study Start-up
After the study team has selected trial sites and defined target
enrollment metrics, clinical trials must meet the recruitment
goal. Patient recruitment has been recognized as a key to
success. However, 86% of clinical trials fail to meet their
recruitment goals on time. We refined our earlier work, which
was a blockchain-based recruitment model using a smart
contract for automated matching [13] for use under the CTMS
study start-up scheme, as shown in Figure 4. We have developed
a patient credential wallet for patients to store their key pairs
as well as the credentials issued by the health care facilities on
their local device. Verifiable credentials contain issuers’
information such as hospital ID and issuer ID, patients’protected
health information, and the ID of the blockchain transaction
that was made and signed by the issuer when the patient presents
their blockchain account on-site. In this configuration, each
health care facility has the protected health information mapped
to the patients’ public key, but the patients’ private keys are
maintained locally.
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Figure 4. Trial sites must register participants and input primary medical history to the smart contract. The smart contract will automatically send
notifications to the matched patients, asking for authentication through their mobile device using their fingerprint. DOB: date of birth; MPI: master
patient index; PHI: protected health information.

Users who want to participate in clinical trials must follow the
same procedure outlined for patients and participants. They also
need to provide permission for the use of their electronic health
records (EHRs) for future matching purposes. The hospital
administrator must input the basic user information into the
recruitment contract, including demographic information and
primary diagnoses from past visits. As soon as the sponsor
inputs the recruitment inclusion and exclusion criteria into the
smart contract, the smart contract can automatically screen
potential participants by matching the basic information. After
the initial screening is accomplished, hospitals can perform
precise matching by checking the full EHRs of matched users.
When a user is fully matched, the sponsor will send a transaction
to the user to ask for enrollment. Future on-site visits are still
required, but the enrollment process can be operated by sending
out the consent form and asking the user to sign it using their
private key [34], which will send a confirmation transaction to
the smart contract. The smart contract also contains personalized
metrics such as time consumption, cost, and retention, used to
evaluate the performance of the team in the recruitment process
and the timeliness of decisions to increase productivity.

The features of blockchain technology are a great fit for the
needs of recruitment and enrollment for the following reasons:
(1) transparency can improve the awareness of clinical trials
for patients, (2) auditability ensures the legitimacy of clinical
trials, (3) anonymity protects patient privacy, (4) asymmetric
encryption eases the process for patient enrollment, and (5) the
automated matching mechanism operating via a smart contract
can significantly reduce the time required for recruitment.

Study Conduct
Data collection is one of the most important processes for the
evaluation and monitoring of aspects of the experimental
condition (eg, drug effect) as clinical trials are conducted.

Compared with the traditional paper-based case report form
(CRF), which serves the sole purpose of recording information,
EDC systems are used to collect data electronically, reduce data
errors, improve the efficiency of the collation process, and
enable faster data access. However, there are several challenges
faced by both the paper form and the EDC system, such as
security concerns, data inconsistency, and untimely (slow) data
input. All clinical trials were monitored, which was a process
of data and safety monitoring. The Data and Safety Monitoring
Board comprises a group of professionals from different fields
such as biostatistics, medicine, and ethics, who monitor patient
safety and treatment efficacy. The legacy data monitoring
method is source data verification (SDV), which is resource
intensive and accounts for up to 30% of the total clinical trial
budget. We designed an EDC contract to effectively collect
data, reduce the need for SDV, and monitor patient safety
persistently.

After participants submit their consent to the blockchain during
the recruitment phase, the system administrator from each trial
site must register them in the participant list in the EDC contract
to map their blockchain account to the trial ID and their local
patient IDs. Figure 5A shows a customized CRF converted
through a smart contract shown in Figure 5B. Data fields and
types, such as selection and input, can be defined in the smart
contract and retrieved by blockchain adapters for conversion
into a GUI-based CRF. After each participant’s site visit, the
investigator needs to input the records into the electronic CRF
(eCRF). The records will then be automatically encrypted,
hashed, and stored in the IPFS using the blockchain adapter of
the site. Figure 6 shows the encryption, storing, and retrieving
process after the data are input through the GUI. The smart
contract will validate whether the trial site has permission to
store the participant’s data, after which the visit ID and decrypt
key will be sent through Quorum blockchain’s private
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transaction. This ensures that the data contained in the private
transaction are encrypted, and only the recipient can decrypt
using their private key, or the information can be made available
to the sponsor by the site’s administrator. The sponsor’s
blockchain adapter will automatically retrieve the decrypt key
and hash from the blockchain, decrypt the records, and hash the
records to compare with the hash stored in the blockchain.
Mismatching hashes will create an alert to the trial site and for
the sponsor to initiate further investigation. This can eliminate
data inconsistency caused by falsification. However, most EDCs
require manual input, and human data errors can also cause a
data inconsistency issue. We have implemented a data extraction
application on each blockchain adapter to automatically extract
the CRF-required data from the visit records before storing it

in the secured EHR database to reduce the risk of human errors.
However, most CRFs have partial data fields that are trial
oriented and are not included in the EHR, meaning that manual
input is still needed. Although blockchain’s immutability
features were intended to be designed as unchangeable for all
records, some modifications may still occur owing to
unintentional human error. However, the updated (erroneous)
records cannot replace the previous input and will contain a
pointer to the former hash of the data record for future
validation. In this blockchain-based CTMS system, safety
monitoring relies on the investigators to report through the EDC
so that the safety monitoring team can evaluate only true issues
of data and safety.

Figure 5. (A) The graphical user interface for principal investigators containing a sample electronic case report form (eCRF) coded through the smart
contract and a sample timeline for the participant. (B) The smart contract is used for defining data fields and types of the eCRF. Blockchain adapters
will retrieve the information from the smart contract and generate the eCRF.

Figure 6. (A) The investigator’s blockchain adapter retrieves the data through the graphical user interface, encrypts the data using the investigator’s
public key, and stores the encrypted data into the interplanetary file system (IPFS). (B) The sponsor’s blockchain adapter retrieves the encrypted data
through the IPFS and decrypts the data using the private key.

In this module, using blockchain and an IPFS for EDC has the
following benefits: (1) immutability ensures data consistency
from the data input through data analysis to reduce the need for
SDV; (2) traceability improves the auditability as to who, when,
and how the records were changed; (3) the efficiency of the
IPFS permits fast data retrieval; and (4) the security property
of blockchain protects patient privacy and data security. With
the addition of the automated extraction mechanism added to
the blockchain adapters, the efficiency and accuracy of the data
collection process are significantly enhanced.

Study Closeout
When the last participant completes their site visit, the clinical
trial will enter the closeout phase. There will be a closeout
checklist that can be collaboratively completed by sponsors and
the team using the eTMF. The clinical trial database can be
locked to prevent future changes after validation of the final
data. Statistical analysis must be conducted to evaluate the
outcomes of clinical trials. In the blockchain-based CTMS
system, we created several R scripts for several statistical models
in each blockchain adapter and added the names of the available
statistical methods in the smart contract. The statisticians can
use the existing script or use their preferred statistical tool to
analyze the final data, after which they can generate the final
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statistical report. The source code must be encrypted and stored
in the IPFS for validation purposes. The team members or
authority can request the decrypt key from the sponsor and
reproduce the results using the source code and clinical trial
data.

Barriers to analyzing clinical trials are mainly those of selective
reporting [35], incomplete reporting data [36], and a lack of
appropriate statistical methods [37]. Blockchain provides
solutions to the challenges in this stage through its immutability
and auditability features, which help to ensure the completeness
of reports. The analyzed data and applied methods will store a
log file in the blockchain so that the study group and the
authority can reproduce the results at any time to validate the
completeness and appropriateness of audits of the analyzing
methods.

Study Finance
Numerous components can add to the cost of a clinical trial,
such as regulatory services, start-up, and medical writing, of
which all can create challenges in financial management. In this
module, we use payment and reimbursement to the trial sites
and patients [38] as an example of the potential use of
blockchain technology as a financial management tool. The
validation of the payment or reimbursement requests as to when
and how the recipient is paid is a time-consuming process,
making on-time payments challenging [39]. In this module, we
designed a smart contract and a collaborative validation network
in the blockchain-based CTMS.

Before a clinical trial begins, the study team should define a list
of payable entities (as well as payable items) and input this list
into the smart contract. This can standardize the payable items
and reduce the risk of hidden fees. Each trial site may have
different rates for the same payable item. The rates must also
be defined through a smart contract accessible only by the
sponsor and trial site. Compensation for the patient is normally
based on the time required for the participant to take part in the
study. After each visit, the trial site must send a request
transaction containing the time spent and the payable items to
the blockchain, store the encrypted proof in the IPFS, and send
the decrypt key and hash to the sponsor. The clinical trial
financial management team can validate the proof and send the
payment requests to the sponsor. A transaction that contains a
payment receipt will be sent from the sponsor to the trial site
and marks the status of the request as paid in the trial site’s GUI.
The payment to or reimbursement of the trial site has a similar
process, as trial sites send request transactions that contain
payable items to the sponsor and wait for the approval. However,
payable items may not cover all requested payments. Trial sites
need to follow the same request process with additional items
in the payable items. Sponsors can collaborate to validate the
proof and price the additional items to make payments.

Using blockchain technology for financial management has the
following benefits: (1) a customizable charging standard for
different trial sites as long as the sponsor agrees (all payable
items and rates are preferred to be defined in the smart contract

for an expedited validation process); (2) the traceability feature
ensures that all requests and payments are traceable by the
requester and the recipient (all the proof needs to be stored in
the IPFS); (3) the immutability feature ensures that the request,
payment, and proof of payment are not modifiable after the
payment is made; and (4) the security property of blockchain
protects user privacy.

Results

Overview
We implemented the blockchain-based CTMS and installed it
on 6 blockchain nodes representing 1 authority, 2 sponsors, and
3 trial sites. Each blockchain node has been converted into a
blockchain adapter. We generated 2 clinical trials with 1000
participants at each trial site for each study. We conducted 3
case studies to simulate the processes described in the study
planning, start-up, and conduct sections to evaluate the
feasibility and performance of the system. These studies were
also conducted to assess the key components of the processes
discussed in the Study Closeout and the Study Finance sections,
such as ensuring the consistency of data recorded from statistical
tools and reimbursement or payment forms.

Study Planning
During this stage, the key benefit of the blockchain system is
to record all changes in the essential files and ensure file
consistency. The case study simulates the TMF collaboration
process, as all experts are working on the same file named
protocol.txt and sharing an umbrella ID for encryption purposes.
The goal of this case study is to test the capability of (1)
handling file conflicts while collaborating on master files, (2)
ensuring traceability and auditability of file changes using
blockchain’s properties, and (3) storing files into and retrieving
files from the IPFS efficiently. We created 2 accounts for each
node representing the 2 experts from each participating site to
simulate the TMF collaboration process. The script is designed
as follows: (1) an expert retrieves the file hash from the smart
contract and the file from the IPFS using the hash, (2) the expert
writes their blockchain ID (for tracing validation purposes) to
the file and keeps the file open for 10 seconds, (3) encrypts the
file and stores the new hash to the smart contract, and (4) repeats
this script 20 times. The script is deployed on each blockchain
adapter, and all scripts run simultaneously. If the file is being
opened, the file will not be retrievable. In this case, the script
will keep running until successfully executed.

After 12 minutes and 38 seconds, the scripts were successfully
executed, and all 60 records were moved into the final protocol
file as shown in Figure 7A. Records can be traced from the
blockchain by tracing transactions. For example, the first record
is recorded in the transaction inside block 7 as shown in Figure
7B, where we can extract the transaction ID from the block and
check the details using the ID, as shown in Figure 7C. Then,
the encrypted file can be retrieved from the IPFS using the hash
stored in the transaction and decrypted using the decrypt key
under the umbrella ID as shown in Figure 7D.
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Figure 7. (A) Part of the final master file with all experts’ blockchain IDs and input times. (B) Trace the input record from the blockchain by checking
the block number and transaction ID. (C) Decode the details of the transaction input. (D) Retrieve and decrypt the file using the hash stored in the
blockchain transaction.

Study Start-up
In addition to blockchain features such as transparency,
auditability, and anonymity, the key contribution of this module
is to provide an automated matching mechanism that can filter
out the potential participants that matched the recruitment
criteria. We have repeated the case study from our previous
recruitment work [13] using the Quorum-based approach to
assess the accuracy and performance and comparing it with our
previous Ethereum-based approach. The case study simulates
the participant matching and recruitment process. The goal of
this case study is to test the accuracy and efficiency of an

automated matching engine and anonymity during the
recruitment process.

We selected 6000 patient records of breast cancer from the
Surveillance, Epidemiology, and End Results database and
evenly distributed them into 3 clinical sites. Common inclusion
and exclusion criteria from 10 recruiting clinical trials for breast
cancer were selected to simulate the recruitment process. We
created a script to populate the smart contract with criteria and
patient records, such as demographic information and primary
diagnosis. After calling the automated matching function, a total
of 1145 of 6000 patients’ blockchain accounts were matched
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in 1.39 seconds, which was slightly better than the 2.13 seconds
that resulted from our previous Ethereum approach.

Study Conduct
The case study simulated the data collection process during a
clinical trial using a sample eCRF designed through a smart
contract. A script was created to mimic the data capture process:
(1) the script randomly generated data for the data fields defined
by the eCRF from the 3 trial site adapters; (2) the trial site
adapters encrypt the data file using a random public key, store
the encrypted data file in the IPFS and obtain the hash value,
and send decrypt key and hash value to the sponsor through a
private transaction; and (3) the sponsors’ adapters retrieve data
from the IPFS and decrypt the data files. The goal of this case
study is to test the following aspects: (1) data consistency from
the input to the retrieval, (2) the successful rate and accuracy
of the transactions for data collection, and (3) the scalability
and efficiency of the system.

We ran the script on each participant from each blockchain
adapter every second for an hour. There were 1.2 million

transactions written into the blockchain with an average latency
of 1.73 seconds and 335.4 transactions per second (TPS), a key
measurement of blockchain scalability. The remainder of the
transactions were held in the buffer to sequentially push them
into the blockchain. It took nearly 18 hours to send 21.6 million
transactions generated by the script into the blockchain with a
100% success rate. All records have been precisely collected.
Figure 8 shows the blockchain performance after submitting
2000 transactions simultaneously. The average TPS was 458.9
(SD 21.224), but it gradually decreased and stabilized during
the simulation. The TPS was not associated with the block
generation time from our simulation results.

As script 3 is purely off-chain, the stability is based on the
performance of the IPFS and the specifications of the adapter’s
devices. We did not included script 3 in our stability test, as
many researchers have proven the performance of the IPFS
[40]. To test system robustness, we manually shut down the
sender’s blockchain adapter after the transaction and found that
the recipient could still retrieve the data.

Figure 8. Scalability and stability test results of the first 2000 simultaneous transactions. (A) Transactions per second (TPS) values were calculated
using every 1, 3, 5, and 10 blocks. (B) Time consumption of generating a new block.

Discussion

Principal Findings
In addition to the scalability test, we have evaluated various
blockchain features that are critical at different stages of a
clinical trial. Blockchain demonstrates auditability, transparency,
and immutability in the Study Planning section. We manually
submitted malicious transactions to tamper with the current
eTMF using a random blockchain account outside the umbrella
ID. These transactions were automatically filtered out by the
blockchain with no responses. All transactions are publicly
auditable, and the recorded data cannot be changed. From our
simulation, blockchain plus IPFS is also efficient for file storage
and retrieval. In the study start-up case study, we mainly tested
the feasibility and efficiency of subject matching through smart
contracts. The simulation results show that the smart contract
can match potential participants accurately and efficiently
without exposing the patients’ identities. During study conduct
case study, we evaluated data consistency and scalability
efficiency and robustness of the blockchain. TPS is a key
measurement of blockchain’s scalability, and Quorum

blockchain shows a better performance compared with
Ethereum. All legitimate transactions have been successfully
executed and recorded in the blockchain. The blockchain also
shows robustness when a single node fails in our simulation.

Limitations
The main limitation of the proposed architecture is that health
care facilities must cooperate to provide blockchain adapters to
join the system. As blockchain adapters need to communicate
with secure databases protected by local health care facilities’
firewalls and store classified documents and patient records
outside the firewall to the IPFS, health care facilities need to
follow the local health information technology regulations to
set up the blockchain adapters. Although there are no hardware
requirements for blockchain adapters, the device specifications
may affect their performance. From our simulation experience,
too much transaction generation may take up memory and crush
the blockchain node. From a previous study that evaluated the
scalability of Quorum blockchain using powerful cloud service
as 8 blockchain nodes, their testing result of 8 nodes with Raft
consensus mechanism has a similar TPS with slightly lower
latency which is 1.4 seconds compared with our 1.7 seconds
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[41]. Both studies have empirically proved the Quorum
blockchain as stable, robust, and scalable. Another limitation
is that the designed eCRF is intended only for simulation
purposes, and the data are randomly generated to test the
scalability of the system. The real eCRF may have more
complex designs, but because data are collected and transferred
through the IPFS while blockchain only serves as a key
distributor, access controller, and log auditor, there should not
be significant changes in the sizes of blockchain transactions
that cause concerns about the feasibility, scalability, and stability
of the blockchain system.

Future Work
Our future work will continue to investigate the needs of the
clinical trial process and add more comprehensive functions to
the proposed blockchain-based CTMS architecture, such as
adding machine learning tools to monitor patient conditions
persistently and predict side effects and overall outcomes. The
current safety monitoring process described in the Study Conduct
section relies on the EDC process. However, the Data and Safety
Monitoring Board convenes only when the clinical trial has
been conducted for a while and the data have met a certain point.
Adding artificial intelligence components to the Study Conduct
module can achieve more efficient monitoring. We will also

investigate more potential in CTMS design using blockchain
technology, such as integrating secure multiparty computation
with blockchain for computational applications such as subject
matching and using the cryptocurrency concept to build a novel
CTMS that will help ensure timely validation and payment.

Conclusions
In this study, we described a blockchain-based CTMS that
covers 4 different stages of clinical trials. Through our
simulation process, we empirically proved the feasibility of
each application in the blockchain architecture. Compared with
the scalability test on the Ethereum blockchain from our
previous research, Quorum blockchain shows an overall better
performance. The unique contribution of this work is the
exploration of the benefits of blockchain technology in targeting
the needs of CTMSs. This covers several essential functions
(each of which is a part of the clinical trial process) using a
distinctive blockchain adapter design to support an efficient,
secure, traceable, transparent, and auditable management system.
Our system design, implementation, and simulation results
demonstrate the potential of blockchain to create a CTMS, and
we suggest that this should serve as a notice for the health IT
community to consider this emerging technology.
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Abstract

Background: The digital health sector has experienced rapid growth over the past decade. However, health care technology
stakeholders lack a comprehensive understanding of clinical robustness and claims across the industry.

Objective: This analysis aimed to examine the clinical robustness and public claims made by digital health companies.

Methods: A cross-sectional observational analysis was conducted using company data from the Rock Health Digital Health
Venture Funding Database, the US Food and Drug Administration, and the US National Library of Medicine. Companies were
included if they sell products targeting the prevention, diagnosis, or treatment phases of the care continuum. Clinical robustness
was defined using regulatory filings and clinical trials completed by each company. Public claims data included clinical, economic,
and engagement claims regarding product outcomes made by each company on its website.

Results: A total of 224 digital health companies with an average age of 7.7 years were included in our cohort. Average clinical
robustness was 2.5 (1.8 clinical trials and 0.8 regulatory filings) with a median score of 1. Ninety-eight (44%) companies had a
clinical robustness score of 0, while 45 (20%) companies had a clinical robustness score of 5 or more. The average number of
public claims was 1.3 (0.5 clinical, 0.4 economic, and 0.4 engagement); the median number of claims was 1. No correlation was

observed between clinical robustness and number of clinical claims (r2=0.02), clinical robustness and total funding (r2=0.08), or

clinical robustness and company age (r2=0.18).

Conclusions: Many digital health companies have a low level of clinical robustness and do not make many claims as measured
by regulatory filings, clinical trials, and public data shared online. Companies and customers may benefit from investing in greater
clinical validation efforts.

(J Med Internet Res 2022;24(6):e37677)   doi:10.2196/37677

KEYWORDS

digital health; health tech; software as a medical device (SaaMD); real-world evidence; venture capital

Introduction

The digital health sector has grown rapidly over the past decade
[1,2]. There are more than 1900 digital health startup companies
in the United States that have raised more than US $2 million
in venture funding, which in total have raised more than US
$77 billion in venture capital funding since 2011 [3].

Although growth is apparent, the ability to measure impact is
not. Several studies have highlighted the need for greater clinical
validation [4,5] and found that many solutions were not
supported by robust clinical evidence [6,7] and demonstrated
mixed results on cost savings and cost-effectiveness [8,9]. In
addition, there is evidence that some claims made by digital
health companies have been misleading [10-12], with a few
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highly publicized cases resulting in legal action by the Federal
Trade Commission and state attorneys general [13-15]. Most
studies focusing on clinical impact are narrowly defined to
specific clinical therapeutic areas (eg, diabetes, cardiac
arrhythmia), making it difficult to extrapolate findings to the
broader field of digital health [16-22]. Additional limitations
include a small sample of companies and the use of publications
as a proxy for clinical impact. Other studies in digital health
have examined larger clinical trends, such as growth in clinical
trials, but these often lack data on clinical and customer focus
[23,24].

As a result, the literature is often too narrow or too broad to
enable an understanding of clinical impact. In addition, no
studies have examined both clinical rigor and public claims
made by companies. To address these limitations, we sought to
comprehensively examine the topic of clinical robustness in
digital health companies by using a more comprehensive
definition of clinical rigor and examining companies’ public
claims across the most in-depth database of US-based digital
health companies. These findings provide additional context
for all stakeholders in health technology that rely on a more
accurate characterization of digital health solutions.

Methods

Population
Companies were identified using the Digital Health Venture
Funding Database maintained by Rock Health Inc, a digital
health venture fund and advisory firm, which has been used in
prior studies [25-27]. The database includes all digital health
companies with headquarters in the United States that have
raised at least one venture funding round of US $2 million or
more since 2011. Our analysis included companies that sell

products targeting the prevention, diagnosis, or treatment phases
of the care continuum, which raised at least one round of funding
between 2011 and 2020. Digital health companies are defined
as those that build and sell digital technologies in health care
[28,29].

Company Variables
Total venture funding, clinical area(s) of focus, care continuum
phase(s), and customer data were collected for each company.
Clinical areas represented 1 of 20 specific clinical domains (eg,
cardiovascular, nephrology). Care continuum phase was defined
according to the following: prevention, diagnosis, or treatment.
Customer type referred to the category of buyer for a company’s
products, such as payer (ie, health insurance companies),
biopharma (ie, pharmaceutical or biopharmaceutical companies),
and medical devices (ie, companies that manufacture medical
devices). Companies can be categorized into multiple categories
(ie, companies may address multiple phases of the care
continuum or multiple clinical areas). Company variables were
gathered from the Digital Health Venture Funding Database,
which Rock Health maintains using publicly available
information such as company websites, press releases, and US
Securities and Exchange Commission filings. Data for
companies were collected through August 3, 2021.

Claims Variables
The number and type of claims, defined as unique quantitative
statements about product outcomes, made on a company’s
website were collected in the following categories: clinical,
economic, and engagement. The definitions of these claim types
are detailed in Table 1. Data were obtained by reviewing all
pages of a company’s website, excluding links to external pages
such as press releases, between May 3, 2021, and August 3,
2021.

Table 1. Types of claims made by digital health companies.

Claim subtypeDefinitionClaim type

A quantitative statement on how engaged users are
with the technology or that it provides a better patient
experience

Engagement • Number of active users/user retention rate
• Measure of user engagement per unit time (ie, monthly, annual)

A quantitative statement about a product’s impact
on health-related expenses or revenue for the buyer
or end user of the product

Economic • Money saved per stakeholder, including return on investment (either to
patient, payer, or provider) or as compared to competition/existing standard
of care

• New revenue generation for stakeholders
• Decrease in health care services utilization

A quantitative statement about a product’s impact
on patient health or well-being

Clinical • Diagnostic efficacy
• General clinical improvement/reduction in symptoms or condition
• Change in objective clinical metric (including validated patient-reported

metrics)
• Disease cure (reversal or permanent cure of a disease)
• Prevention (prevents progression or occurrence of a specific disease)
• Improvement in quality of life
• Improvement in medication adherence

Clinical Robustness Variables
We collected regulatory data from the Food and Drug
Administration (FDA), including the number of 510(k), De
Novo, and premarket approval filings (where the company was

listed as the “Requester” on fda.gov). In addition, we collected
the number and type of clinical trials by searching
ClinicalTrials.gov where the company was listed as “Sponsor
/ Collaborator.” Data on both FDA filings and clinical trials
were collected between July 1, 2021, and September 2, 2021,
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through a combination of web scraping and manual searching.
Data collection on claims was completed by at least 3 authors,
with blinded cross-review to ensure consistency in data
collection.

A “clinical robustness” score was calculated for each company,
defined as the sum of the number of regulatory filings and
clinical trials. Each regulatory filing and clinical trial was
weighted equally in the calculation.

Data and Statistical Analysis
All data were stored in Microsoft Excel (Microsoft Corp), where
all descriptive and statistical analyses including coefficient of
correlation between variables were calculated.

Results

Population Characteristics
There were 224 companies in the cohort, with an average age
of 7.7 years. Collectively, these companies have raised a total
of US $8.2 billion in venture capital funding since 2011. The
companies spanned 3 phases of the care continuum, with 25
offering solutions for prevention, 106 offering solutions for

diagnosis, and 110 companies offering solutions for treatment
(Multimedia Appendix 1). Some companies offered products
across multiple phases of the care continuum and were therefore
counted in multiple categories. Average company funding was
similar across phases of care—prevention companies raised US
$35.3 million; diagnosis companies raised US $37.8 million;
and treatment companies raised US $37.9 million.

Clinical Robustness
The average clinical robustness score for all companies was 2.5
(clinical trials: 1.8; regulatory filings: 0.8). The median clinical
robustness score was 1, with 98 companies (44%) having a
score of 0 and 34 companies (15%) having a score of 1.
Diagnosis companies had the highest average clinical robustness
scores (2.8), followed by treatment companies (2.2), and then
prevention companies (1.9).

The average clinical robustness score of companies that sold to
employers was 3.1, compared to 2.0, 2.2, and 2.7 for those
companies that sold to payers, consumers, and providers,
respectively (Multimedia Appendix 2). Fifteen of the 18 clinical
areas had a higher average number of clinical trials than
regulatory filings. The distribution of companies by clinical
robustness score can be found in Table 2.

Table 2. Distribution of companies by clinical robustness score.

Companies, n (%)Clinical robustness score

98 (44)0

34 (15)1

24 (11)2

15 (7)3

8 (4)4

13 (6)5

7 (3)6

4 (2)7

7 (3)8

1 (0)9

13 (6)≥10

Claims
The average number of total claims for all companies was 1.3
(0.5 clinical, 0.4 economic, and 0.4 engagement) with the
median number of total claims equal to 1 (0 clinical, 0 economic,
0 engagement) (Multimedia Appendix 3). The median number
of claims of any type was zero for companies that sold to

consumers and providers. The median number of economic and
engagement claims for companies that sold to payers was also
zero. Companies that sold to employers made more clinical,
economic, and engagement claims than companies that sold to
all other customer types (Figure 1). Many companies (43%)
made zero claims.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37677 | p.652https://www.jmir.org/2022/6/e37677
(page number not for citation purposes)

Day et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Average number of claims made by start-ups broken out by customer type.

Clinical Robustness and Claims
There was no correlation between clinical robustness and

number of clinical claims (r2=0.02), clinical robustness and total

funding (r2=0.08), or clinical robustness and company age

(r2=0.18). In addition, there was no strong correlation between
clinical areas that had higher clinical robustness scores and
clinical areas where companies have received higher average

funding (r2=0.07).

Discussion

Principal Findings
Our findings indicate that many venture-backed startups in
digital health have limited clinical robustness as measured by
regulatory filings and clinical trials. There was, however, a
sizable minority (20%) that had a score of 5 or more, suggesting
a small population of rigorously tested solutions (Table 2).
Although this subpopulation may portend progress, the lack of
meaningful clinical validation for nearly half of digital health
companies (44% had a clinical robustness score of 0) highlighted
a major gap in health care technology today. The lack of overall
correlation between a company’s total venture funding and its
clinical robustness score similarly highlighted a significant
asymmetry in how companies are potentially valued in today’s

marketplace (ie, no correlation between clinical impact and
funding) (Figure 2). However, it is possible that funding amounts
reflect future anticipated value rather than current value [30].

Although average clinical robustness was quite low across the
population, there was significant variation across clinical areas
(eg, high in cardiovascular and nephrology and low in oncology
and primary care) (Figure 3). This may reflect the varying levels
of technological maturity of digital health solutions across
clinical disciplines. Prior literature points to significant
differences in technological maturity between well-funded
clinical areas such as diabetes [27] and less well-funded areas
such as reproductive and maternal health [31].

The average and median number of all claims was also low.
These findings indicated that digital health companies largely
did not share outcomes publicly. This may have reflected a
desire to keep this data private, but more likely represented a
lack of meaningful analyses of any impact (clinical, economic,
or engagement) since this data could be used as a competitive
differentiator if shared publicly. Separately, we identified 32
companies that had one or more clinical claims and a clinical
robustness score of 0. These findings may suggest a disconnect
between marketing and evidence. Additional future research
could examine the links between public claims and clinical trials
or regulatory filings (ie, are individual claims directly supported
by clinical trials or regulatory filings?).
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Figure 2. Clinical robustness, total claims, and total company funding across the digital health landscape.

Figure 3. Funding and clinical robustness across various clinical areas.

Companies that sold to employers made more claims and had
higher clinical robustness scores compared to other customer
types (Figure 1). This may suggest that this customer base is
currently the most competitive and/or has the highest entry
standards, despite accounting for a relatively small percentage
(<12%) of companies in the sample. A competitive employer
market for digital health tools is unsurprising given the rising
cost burden of health care on employers [32] and evidence that
employers are increasingly offering digital health benefits to
improve health outcomes [33,34] and contain health care costs
[35,36].

Limitations
Our definition of clinical robustness was limited to clinical trials
and regulatory findings, which remain proxies for effectiveness
and require companies to register their activities. However, we
believe these elements offer a better estimation of clinical rigor
than publications, which can lag in timing and may not always
relate to clinical outcomes. We chose to focus on clinical trials
and regulatory filings because they were publicly available data
and are generally undertaken to demonstrate an impact on
clinical outcomes. Our approach to measuring clinical robustness
equally accounts for clinical trials that demonstrate a technology
does and does not work. Additionally, our data collection
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methodology could have missed clinical trials that were not
registered on ClinicalTrials.gov or regulatory filings that were
submitted to the FDA under an individual’s name rather than
the company name (both scenarios are atypical). Future research
could incorporate condition- or disease-specific metrics of
effectiveness that are then standardized across clinical areas to
provide a more accurate measure of clinical impact.

In addition, our cohort only included venture-backed companies
above US $2 million in funding. This may have resulted in
selection bias by excluding both ends of the spectrum (ie, not
including earlier stage companies or large conglomerate
technology companies). Although our population excludes these
companies, we believe that our sample represents the most

comprehensive assessment of outcomes or claims across the
digital health landscape and encompasses the majority of funded
companies and activity in this space. As a point of reference,
the average seed stage deal size in 2021 was US $3.5 million,
75% higher than our minimum funding threshold [37].

Conclusions
Despite the hundreds of digital health companies targeting the
myriad of needs across the care continuum, clinical robustness
and public communication of claims remains low across much
of the sector. These results highlight a significant opportunity
for companies to differentiate themselves and for customers to
demand greater validation for the products and services they
purchase.
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Abstract

Background: Research into mobile health (mHealth) technologies on weight loss, physical activity, and sedentary behavior
has increased substantially over the last decade; however, no research has been published showing the research trend in this field.

Objective: The purpose of this study was to provide a dynamic and longitudinal bibliometric analysis of recent trends of mHealth
research for weight loss, physical activity, and sedentary behavior.

Methods: A comprehensive search was conducted through Web of Science to retrieve all existing relevant documents published
in English between January 1, 2010, and November 1, 2021. We developed appropriate research questions; based on the proven
bibliometric approaches, a search strategy was formulated to screen the title for eligibility. Finally, we conducted bibliometric
analyses to explore the growth rate of publications; publication patterns; and the most productive authors, institutions, and
countries, and visualized the trends in the field using a keyword co-occurrence network.

Results: The initial search identified 8739 articles, of which 1035 were included in the analyses. Our findings show an exponential
growth trend in the number of annual publications of mHealth technology research in these fields. JMIR mHealth and uHealth
(n=214, 20.67%), Journal of Medical Internet Research (n=71, 6.86%), and BMC Public Health (n=36, 3.47%) were the top 3
journals, publishing higher numbers of articles. The United States remained the leading contributor in these areas (n=405, 39.13%),
followed by Australia (n=154, 14.87%) and England (n=125, 12.07%). Among the universities, the University of Sydney (n=36,
3.47%) contributed the most mHealth technology research in these areas; however, Deakin University (n=25, 2.41%) and the
National University of Singapore (n=23, 2.22%) were in the second and third positions, respectively.

Conclusions: Although the number of papers published on mobile technologies for weight loss, physical activity, and sedentary
behavior was initially low, there has been an overall increase in these areas in recent years. The findings of the study indicate
that mobile apps and technologies have substantial potential to reduce weight, increase physical activity, and change sedentary
behavior. Indeed, this study provides a useful overview of the publication trends and valuable guidance on future research directions
and perspectives in this rapidly developing field.

(J Med Internet Res 2022;24(6):e35747)   doi:10.2196/35747
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Introduction

Mobile health (mHealth) has emerged as a potential tool to
support physicians and patients in many areas [1,2]. Recent
evidence shows that mHealth is an easily accessible and
cost-effective tool to assist in improving health outcomes [3].
The widespread availability of mobile phones paves the way to
conduct advanced research in health care. mHealth-related
research is thriving and gaining in popularity [4]. Over the past
few years, it has become clear that mHealth technologies (eg,
apps or SMS) can help to reduce weight loss, improve physical
activity, and change behavior [5-8]. Previous reviews evaluated
the effectiveness of mHealth interventions in these three
domains [9-12]. These reviews suggest that mHealth
interventions appear to be promising for preventive and
therapeutic activities. Given the numerous mHealth-related
publications, it is important to analyze these research studies to
provide an overview of these domains.

Bibliometric analysis is considered a popular and rigorous
statistical method for exploring and analyzing a large volume
of scientific literature [13]. It can identify the main themes and
emerging trends of certain research topics, and detect knowledge
in the literature [14]. Bibliometric analyses that summarized
the research landscape in various fields have generated valuable
insights [14-18], allowing researchers to study specific research
areas by analyzing citations, cocitations, geographical
distribution, and word frequency, and by providing insightful
conclusions [19]. Thus, bibliometric analyses are contributing
to monitoring the development and patterns of effective
publications. Moreover, bibliometric analyses help researchers,
clinicians, and health care policy makers to collect information
to understand the particular area of research and their
applications, and to promote interdisciplinary collaborations
[20].

The aim of this study was to provide a comprehensive picture
of mHealth-related research and the direction of future research
to benefit the general population, health care policy makers,
and researchers.

Based on the research scope and objectives, we developed the
following research questions:

• RQ1: What are the basic characteristics of the publications?
How many articles on “mobile technologies” for “weight
loss, physical activity, and sedentary behavior” have been
published between 2010 and 2021?

• RQ2: Who are the most productive authors/coauthors in
these areas, and what were the countries of origin?

• RQ3: Which journal published the most? Which
organizations mainly contributed to this area?

• RQ4: What are the most frequent cowords
(titles/abstract/keywords) associated with these
publications?

Methods

Search Strategy
We searched for potential publications in Web of Science (WoS)
with terms related to mHealth technology, weight loss, physical
activity, and sedentary behavior. However, we conducted a
comprehensive search in WoS only because it is an extensive
database of approximately 10,000 prestigious and high-impact
research journals. Moreover, WoS has now been widely used
and is the most reliable database for conducting bibliometric
analyses [20-22]. WoS contains the following information: title,
author, institution, country/region, publication year, citation
history, funding source, research types, and keywords [23]. A
comprehensive search strategy is presented in Multimedia
Appendix 1, Table S1.

Inclusion and Exclusion Criteria
In our study, all journal articles about mHealth for these three
topics were included for screening. The articles were included
in the analysis if they (1) were written in the English language;
(2) focused on weight loss, physical activity, and/or sedentary
behavior; and (3) were involved in mobile technologies. As
mHealth is a leading-edge and rapidly updated research area,
research or review articles published in peer-reviewed journals,
conference proceedings, and early access articles were included.
However, letters, editorials, book chapters, and books were
excluded from the bibliometric analysis.

Screening Strategy
Two authors independently screened all the titles and abstracts
of retrieved articles and checked the validity of those articles.
Any confusion at this stage was resolved by discussing with a
third author. Finally, data were collected from selected articles
and saved in TXT formats.

Bibliometric Analysis
We aimed to provide a holistic view of mHealth research on
these topics to obtain the knowledge structure, potential authors,
research trends, most prolific country and institutions, and
research hot spots. Bibliometric analysis was used to show
bibliometric maps and the graphical representation of such maps.

Growth Rate of Publications
The annual number of publications, annual growth, and average
growth rate of publications were calculated in the following
ways:

Where P is the total number of publications in the current year,
and Pn – 1 is the total number of publications in the previous
year.
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Publication Patterns
In this study, we also analyzed the publication trends by
countries (top 10 most prolific countries), distribution of source
journals (top 10 most productive journals), distribution and
coauthorship of institutions (top 10 institutions), and distribution
of authors (top 10 most productive authors). The rank of the
country, journal, institutions, and authors was selected based
on the number of publications.

Research Hot Spot Tendencies
We developed citation bursts and a timeline map using the
VOSviewer software (Centre for Science and Technology
Studies, Leiden University). We also constructed and visualized
clusters based on publications between 2010 and 2021.
However, each cluster was labeled by the keywords provided
by the included articles. The top 100 keywords were selected
for mapping with their co-occurrence in 5 clusters. A circle with
a label illustrates each node in the keyword map: the bigger

circles represent higher frequencies. The color of each circle
indicates which cluster it belongs to. Finally, the thickness and
length of links between nodes show their association strength.

Results

Publication Outputs
Based on our comprehensive search on WoS, we identified a
total of 8739 articles on mHealth technologies in the three areas
(weight loss, physical activity, and/or sedentary behavior). After
removing 7704 articles, 1035 articles remained (Table 1). The
reasons for the exclusion of studies are given in Multimedia
Appendix 1, Figure S1. The number of annual publications on
mHealth technologies in these domains increased from 7 articles
in 2010 to 173 articles in 2021 (Figure 1). Before 2018, the
number of annual articles did not reach 100. The average annual
growth rate of articles was a maximum of 228.57% in 2012 and
showed a –7.93% decline in 2021.

Table 1. The distribution of articles by year between 2010 and 2021.

AGRa (%)Annual growth, nPublication, nYear

N/AN/Ab72010

0.00072011

228.5716232012

78.2618412013

21.959502014

42.0021712015

25.3518892016

5.615942017

30.85291232018

35.77441672019

13.17221892020

–7.93–151742021

aAGR: average growth rate.
bN/A: not applicable.
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Figure 1. Number of publications on mobile health technologies in these areas between 2010 and 2021.

Distribution of Source Journals
There were a total of 337 journals that published articles on
mHealth technologies in these three domains. However, the
Canadian JMIR mHealth and uHealth was the most productive
journal, publishing 214 (20.67%) articles in these three domains
(Table 2). Journal of Medical Internet Research, BMC Public

Health, and International Journal of Environmental Research
and Public Health were in the second, third, and fourth
positions, publishing 71, 36, and 30 articles, respectively, on
these topics. The top 10 journals published 441 articles,
accounting for 42.6% (441/1035) of all publications in these
domains.

Table 2. Top 10 journals that published articles on mobile health technologies for these three domains, 2010-2021.

Publication (N=1035), n (%)CategoriesCountryJournalRank

214 (20.67)Medical informaticsCanadaJMIR mHealth and uHealth1

71 (6.86)Medical informaticsCanadaJournal of Medical Internet Research2

36 (3.47)Public, environmental, and occupational
health

EnglandBMC Public Health3

30 (2.89)Public, environmental, and occupational
health

SwitzerlandInternational Journal of Environmental Research
and Public Health

4

21 (2.02)Public, environmental, and occupational
health

SwitzerlandTranslational Behavioral Medicine5

18 (1.73)Medicine (general and internal)EnglandBMJ Open6

16 (1.54)Nutrition and dieteticsEnglandInternational Journal of Behavioral Nutrition
and Physical Activity

7

16 (1.54)Multidisciplinary scienceUnited StatesPLOS One8

15 (1.42)Public, environmental, and occupational
health

United StatesAmerican Journal of Preventive Medicine9

14 (1.35)Public, environmental, and occupational
health

EnglandDigital Health10

Distribution of Coauthorship of Countries/Regions
Our study showed that researchers from 73 countries and regions
conducted research on these topics and published articles in
different international peer-reviewed journals (Figure 2). Of the

total 1035 articles, the United States contributed the highest
number (n=405, 39.13%), followed by Australia (n=154,
14.87%), England (n=125, 12.07%), China (n=68, 6.57%), Spain
(n=60, 5.79%), and Canada (n=52, 5.02%) (Table 3).
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Figure 2. The coauthorship network of countries/regions that published at least one article in these domains, 2010-2021. Peoples R China: People’s
Republic of China; U Arab Emirates: United Arab Emirates.

Table 3. Top 10 countries that published articles on mobile health technologies for these three domains, 2010-2021.

Citations, nPublications, nCountryRank

12,672405United States1

4301154Australia2

4602125England3

81968China4

111560Spain5

87652Canada6

56449South Korea7

138343Netherlands8

51936Germany9

57131Ireland10
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Distribution of Coauthorship of Institutions
According to our study findings, 1494 institutes contributed to
at least one study. Table 4 shows the top 10 most productive
research institutes that used mHealth technologies in these
domains. The University of Sydney (36 articles) ranked first
among all research institutions, followed by Deakin University

(25 articles), the National University of Singapore (23 articles),
and Duke University (22 articles). Figure 3 displays the
coauthorship analysis of 117 institutions that published at least
5 articles. It forms a total of 12 clusters (cluster 1, red color, 19
institutions; cluster 2, blue color, 18 institutions; and cluster 12,
ash color, 3 institutions), differentiated by various color.

Table 4. Top 10 institutions that published papers on mobile health technologies for these three domains, 2010-2021.

Citations, nPublications, nCountryInstitutionRank

100936AustraliaUniversity of Sydney1

41325AustraliaDeakin University2

32423SingaporeNational University of Singapore3

97322United StatesDuke University4

100421AustraliaCentral Queensland University5

56921United StatesUniversity of California, San Francisco6

75420AustraliaUniversity of Newcastle7

161320United StatesThe University of California, Los Angeles8

50420United StatesArizona State University9

88219New ZealandUniversity of Auckland10

Figure 3. The coauthorship network of institutions that contributed at least 5 articles in these domains, 2010-2021.

Distribution and Coauthorship of Authors
Based on our study, 1035 articles were published by 4976
authors with at least one article. Table 5 shows the top 10 most
productive authors who conducted and published articles in
these domains. Ralph M ranked highest among all authors (23

articles), followed by Corneel V (22 articles), Robyn W (13
articles), and Marie L (12 articles). Our analysis shows that 43
of 4976 authors had published at least 5 articles. The largest set
of associated authors consisted of 20 authors in 3 clusters
(Figure 4).
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Table 5. Top 10 authors that published papers on mobile health technologies for these domains, 2010-2021.

Citations, nPublications, nAuthorsRank

77523Ralph M1

112422Corneel V2

66513Robyn W3

6812Marie L4

51611Artur D5

55110Mitch JD6

3159Yoshimi F7

858Ilse DB8

297Pontus H9

2907Yannan J10

Figure 4. The coauthorship network of authors who contributed research regarding mobile health technologies for these domains, 2010-2021.

Co-occurrence Analysis of Top 100 Keywords
The top 100 keywords were classified into 5 clusters using
keyword-clustering analysis (Figure 5). The five most common
keywords for mHealth technologies were physical activity
(n=282), mHealth (n=260), exercise (n=220), obesity (n=220),

and health (n=220). The 5 clusters are represented by color: red
(cluster 1), green (cluster 2), blue (cluster 3), yellow (cluster
4), and violet (cluster 5). The node labels are the keywords, and
the node size depends on the number of keyword
co-occurrences. The links connecting two nodes show a
co-occurrence relationship between the keywords.
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Figure 5. The co-occurrence network of the top 100 keywords in these domains, 2010-2021.

Discussion

Main Findings
The use of mHealth technologies has been rapidly increasing.
mHealth technologies are virtually ubiquitous and provide great
opportunities to deliver health care management and health
promotion to people in low-resource settings and with limited
access to care [24-26]. It also facilitates the tracking of activity,
behavior, and weight, allowing for real-time recording, feedback,
and accountability [27]. Previous studies have shown that
mHealth technologies support a reduction in obesity, improving
physical activity and reducing the risk of developing
life-threatening complications [28-30].

This study explored the bibliometric analyses of mHealth
intervention research in weight loss, physical activity, and
sedentary behavior. By analyzing the results of the data set
regarding the publication pattern on research related to mHealth
technology with these areas, we found a rapid increase in the
growth of interest in this subject in the last decade. The trend
substantially increased in the most recent years, from 2018 to
2021. This increased trend of publication could reflect the
improvements, functionality, and developments of mHealth

research in parallel with comparison to other areas of use.
Therefore, mHealth offers patients many high-quality choices
in the self-management of their chronic diseases, provides new
opportunities and convenience, and addresses potential benefits.
However, an effective cooperation among clinical experts,
mHealth technology developers, and providers must achieve
the ultimate goal and objectives. The primary objective of this
study was to highlight the most frequent subject categories,
along with popular keywords and terms. These aspects reflected
recent research trends and influential articles, authors, and
collaboration networks among researchers and institutions. Our
findings show that the United States was the most substantial
contributor, and 4 of the 10 most productive institutions were
from the United States. The Journal of Medical Internet
Research was also the leading journal publishing research in
these three areas as well as a bibliometric study that examined
the overall mHealth literature [15].

Global Trends in mHealth Research
The emergence of mHealth technologies has opened up new
opportunities to improve patient care in many ways. The
obstacles of remote locations and accessibility to a wide range
of populations, especially in areas with minimum medical
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resources, have been reported. The publication growth trends
on these domains between 2010 and 2021 had increased
exponentially. This suggests that the acceptability of mHealth
research on these domains has been increased, and research into
mHealth progressed relatively higher. Since the number of
mHealth users is gradually increasing, more and more
researchers are focusing on these domains, while the number
of mHealth-related publications are showing increased trends
[31,32]. The number of research papers published in these areas
since 2010 was more than 1000. For journal sources, the top 3
journals publishing mHealth in these domains belong to the
area of medical informatics and public health. As mHealth
technologies evaluated weight management, increasing physical
activity, and changing sedentary behavior, the authors preferred
top-ranking and reputed journals in medical informatics and
public-related journals. JMIR mHealth and uHealth, the Journal
of Medical Internet Research, and BMC Public Health are the
most popular open-access journals and the most popular outlet
for researchers in these fields. Moreover, journals that publish
open access obtain a higher number of citations than non–open
access journals [33,34].

International Trends
The findings of our study show that the United States remained
the most productive country in these areas. The number of
annual publications in the United States had steadily increased.
This is followed by Australia, England, China, Spain, and
Canada, which were experiencing the rapid growth of research
in these areas using mHealth technologies. The vast majority
(approximately 97%) of American adults own a mobile phone
[35,36], which opens up the opportunity to conduct research
that is particularly relevant to the management of chronic
diseases [37,38]. A previous study reported that more than 40%
of US adults have two or more chronic diseases [39] and 71%
of all US health care spending is for chronic diseases [40]. The
prevalence of obesity in the United States, England, and
Australia are 37.7% [41], 28% [42], and 26% [43], respectively.
Obesity and sedentary behavior are the major risk factors for
several chronic conditions such as dyslipidemia [44],
cardiovascular disease [45], and cancer [46]. These conditions
are also associated with detrimental psychological, social, and
economic consequences [47]. Therefore, mHealth technologies
have become more attractive for conducting research in these
domains. The five most productive countries had potential
research collaboration in these domains. A coauthorship network

always reflects the collaborative relationship among researchers
and provides possible opportunities for other researchers to
collaborate. The most productive European countries (England,
Netherlands, Spain, Ireland, and Norway) had close
collaboration. However, they had a strong collaboration with
the United States and Australia. Moreover, Asian countries such
as China, Korea, and India were the most productive countries
and established strong research collaboration with the United
States, England, Netherland, Canada, and Australia. However,
international research collaboration always depends on several
key factors such as international relations, geography, and
political and economic alliances [25].

Limitations
Even though our study provided a comprehensive picture of
mHealth research on weight loss, physical activity, and
sedentary behavior, there are still several limitations that need
to be addressed. First, we collected data from a single database.
Although, WoS is an extensive database that offers a wide
variety of publications needed for the comprehensive analysis
of any topic [25,48]. However, future studies might include
other popular databases such as Scopus or PubMed to include
more potential studies. Second, we included only studies
published in English; however, we might have missed some
publications due to this language restriction. Third, we did not
consider gray articles and published material such as meeting
abstracts, letters, and editorials. Finally, we were unable to
conduct individual analyses of weight loss, physical activity,
and sedentary behavior due to the limited number of studies.

Conclusion
We aimed to present a clear picture of mHealth-related research
in weight loss, physical activity, and sedentary behavior. Likely,
the findings of this study show that the growth rate of mHealth
research regarding these three domains has been rapid in the
past decade and the annual growth rate is continuously growing;
high-income countries like the United States, England, and
Australia are the main force behind mHealth-related research
on these topics; and medical informatics journals such as JMIR
mHealth and uHealth and the Journal of Medical Internet
Research are the top contributors to this topic based on the
amount of articles published. Since mHealth research into health
care, including these three topics, is accelerating rapidly, these
findings can assist researchers and health care policy makers in
taking proper directions in future research.
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Abstract

Background: Patients with retinal diseases may exhibit serious complications that cause severe visual impairment owing to a
lack of awareness of retinal diseases and limited medical resources. Understanding how artificial intelligence (AI) is used to make
predictions and perform relevant analyses is a very active area of research on retinal diseases. In this study, the relevant Science
Citation Index (SCI) literature on the AI of retinal diseases published from 2012 to 2021 was integrated and analyzed.

Objective: The aim of this study was to gain insights into the overall application of AI technology to the research of retinal
diseases from set time and space dimensions.

Methods: Citation data downloaded from the Web of Science Core Collection database for AI in retinal disease publications
from January 1, 2012, to December 31, 2021, were considered for this analysis. Information retrieval was analyzed using the
online analysis platforms of literature metrology: Bibliometrc, CiteSpace V, and VOSviewer.

Results: A total of 197 institutions from 86 countries contributed to relevant publications; China had the largest number and
researchers from University College London had the highest H-index. The reference clusters of SCI papers were clustered into
12 categories. “Deep learning” was the cluster with the widest range of cocited references. The burst keywords represented the
research frontiers in 2018-2021, which were “eye disease” and “enhancement.”

Conclusions: This study provides a systematic analysis method on the literature regarding AI in retinal diseases. Bibliometric
analysis enabled obtaining results that were objective and comprehensive. In the future, high-quality retinal image–forming AI
technology with strong stability and clinical applicability will continue to be encouraged.

(J Med Internet Res 2022;24(6):e37532)   doi:10.2196/37532
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Introduction

Retinal diseases are the main afflictions affecting human vision.
Diabetic retinopathy (DR) is an eye vascular disease caused by
diabetes [1]. Following DR, retinal vein occlusion is the most

frequent retinal vascular disorder [2]. Drusen, long-spaced
collagen, and phospholipid vesicles are all linked to age-related
macular degeneration (AMD). These structures exist between
the retinal pigment epithelium’s basement membrane and the
rest of the Bruch membrane [3]. Glaucoma is a disease that
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leads to the death of retinal ganglion cells as well as the loss of
axons that make up the optic nerve [4]. Early detection of the
disease is challenging; however, the condition may be improved
with appropriate treatment [5]. These lesions are the major cause
of vision loss or impairment in working-age and elderly adults
worldwide [6,7]. The identification of retinopathy and
maculopathy retinopathy may be time-intensive and requires
expert training.

Artificial intelligence (AI), in which training data are used to
develop a system, has become increasingly popular regarding
clinical image analysis and disease diagnosis [8-13]. The US
Food and Drug Administration has approved a device based on
AI to diagnose DR, despite the fact that the application and
development of AI in medicine are still in an infancy stage [14].
To address the current limitations of auxiliary examination
processes, computer algorithms determine the optimal decision
boundary in a multidimensional feature space [15]. At present,
such systems are still being improved by researchers.

The aim of this study was to gain insights into the overall
application of AI technology in the research of retinal diseases
from specific time and space dimensions. We used bibliometric

methods to analyze papers in the Science Citation Index (SCI)
reporting studies performed from January 1, 2012, to December
31, 2021, on AI in retinal disease research. The citations of
countries, regions, institutions, periodicals, study categories,
keywords, and references were included in the data. In addition,
we established a visual and unbiased approach to explore hotspot
knowledge frontiers in a research area. This study thus provides
a useful reference for algorithm researchers, ophthalmologists,
and experts in the field of medical engineering.

Methods

Paper Selection
On February 15, 2022, all citation data published between
January 1, 2012, and December 31, 2021, were retrieved from
the Web of Science Core Collection (WoSCC). The data were
independently verified by two authors (YL and JZ). The detailed
search string is listed in Figure 1. The document type was article.
From each publication, we gathered the following basic data:
title, abstract, authors, institution, country or region, journal,
keywords, and references. The detailed search and analysis
processes are depicted in Figure 1.

Figure 1. Frame flow diagram for the detailed selection criteria and bibliometric analysis steps of applying artificial intelligence (AI) to the study of
retinal diseases in the Web of Science Core Collection database.

Data Exclusion
Unpublished and document types other than articles were
excluded. The citation data were downloaded on February 15,
2022, and some 2021 documents included by WoSCC were not
published and were thus not included in this study. Some data
were excluded because their document types were not articles,
such as procedures, papers, review articles, meeting abstracts,

early access, editorial materials, book chapters, letters,
corrections, data papers, books, and retracted publications.

Statistical Analysis
Collaborative networks of countries, institutions, journals,
keywords, and research categories were analyzed and visualized
using the bibliometrics online analysis platform Bibliometrc
[16], CiteSpace V, and VOSviewer. We collected detailed

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37532 | p.671https://www.jmir.org/2022/6/e37532
(page number not for citation purposes)

Zhao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


citation features for analysis, including the number of annual
publications, countries, institutes, journals, subject categories,
cocited references, and keywords. The H-index represents an
estimate of the importance and general impact of the research
contributions [17].

Results

Distribution of Articles by Publication Year
We analyzed a total of 2275 papers published between 2012
and 2021. The numbers of published studies on the application
of AI technology to retinal illnesses over time are summarized
in Figure 2. Since 2017, the number of studies on the use of AI
in the treatment of retinal illnesses has skyrocketed.

Figure 2. Trends in the number of publications on applying artificial intelligence to the study of retinal diseases from 2012 to 2021.

Countries or Regions and Institutes
These citations mentioned a total of 86 nations or territories. In
Figure 3, the publications from different countries or regions
are represented by blocks of different colors. The size of the
colored block area represents the number of citations and the
size of the different colored coverage areas represents the
intensity of the cooperation. In Figure 4, a larger label area for
a given country represents a greater contribution to the related
literature. The purple node area indicates the strength of the
centrality; the higher the centrality value, the more cooperative
the relations it establishes in the country where the node is
located. As per Figures 3 and 4, China and the United States
have contributed the largest number of documents to this field.
The United States, the United Kingdom, and Singapore
cooperated more with other countries.

Table 1 lists the top 10 countries cited. China had the largest
number of publications, followed by the United States, India,

and the United Kingdom. Britain had the strongest centrality,
followed by the United States and Singapore.

A total of 197 institutions have published relevant papers, and
the clustering of their cooperative relationships is shown in
Figure 5. The top 10 institutions regarding the frequency of
cited institutions are listed in Table 1, including three Chinese
institutions (Sun Yat Sen University, Chinese Academy of
Sciences, and Shanghai Jiao Tong University), three US
institutions (Johns Hopkins University, Oregon Health and
Science University, and Stanford University), two Singapore
institutions (Singapore National Eye Centre and National
University Singapore), one Austrian institution (Medical
University of Vienna), and one UK institution (University
College London). Among them, the number of citations with
authors from University College London ranked in 10th position;
however, their H-index was the highest. In addition, Johns
Hopkins University and University College London, which
were the two highest-ranked institutions in the center, appeared
in the same cluster.
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Figure 3. The cooperation of countries or regions that contributed to publications on applying artificial intelligence to the study of retinal diseases from
2012 to 2021.

Figure 4. The cooperation of countries or regions that contributed to publications on applying artificial intelligence to the study of retinal diseases from
2012 to 2021.
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Table 1. The top 10 countries or regions and institutions with publications on the application of artificial intelligence in retinal diseases from 2012 to
2021.

H-indexCentralityCountRank

Country or region

420.166341. People’s Republic of China

560.576202. United States

330.043093. India

331.002054. England

240.001505. South Korea

240.041326. Germany

300.001207. Australia

190.00988. Japan

200.49989. Singapore

190.067410. Canada

Institution

160.05621. Sun Yat Sen University

14008512. Chinese Academy of Science

160.13493. Johns Hopkins University

160.01484. Oregon Health and Science University

180.03475. Stanford University

190.06426. Medical University of Vienna

180.11397. Singapore National Eye Centre

200.07388. National University of Singapore

100.00389. Shanghai Jiao Tong University

210.123710. University College London

Figure 5. Network map of institutions that contributed to publications on the application of artificial intelligence in retinal diseases from 2012 to 2021.
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Journals
Citing journals represents the research frontier and cited journals
represents the research foundation. The top 10 citing journals
and cited journals are shown in Table 2. The most frequently
cited journals in the included citations were Translational Vision
Science Technology, Scientific Reports, and IEEE Access. The
journals that appeared most frequently among the cited journals

were Ophthalmology, British Journal of Ophthalmology, and
IEEE Transactions on Medical Imaging. PLoS One appeared
in both the top-ranked citing and cited journals lists. The dual
map of the journals is shown in Figure 6. Red represents the
discipline field with the greatest influence. The research
influence in the field of mathematics/systems/mathematical
subject ranked first among the citing journals.

Table 2. The top 10 citing journals and cited journals of publications on the application of artificial intelligence in retinal diseases from 2012 to 2021.

CountRank

Citing journals

1001. Translational Vision Science Technology

862. Scientific Reports

853. IEEE Access

674. Biomedical Optics Express

535. PLoS One

486. IEEE Transactions on Medical Imaging

417. American Journal of Ophthalmology

408. Computer Methods and Programs in Biomedicine

369. British Journal of Ophthalmology

3110. Eye

Cited journals

11401. Ophthalmology

10832. Investigative Ophthalmology & Visual Science

9743. IEEE Transactions on Medical Imaging

8554. Lecture Notes in Computer Science

7785. British Journal of Ophthalmology

7756. PLoS One

7147. Medical Image Analysis

6818. JAMA (Journal of the American Medical Association)

6739. American Journal of Ophthalmology

64710. JAMA Ophthalmology
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Figure 6. The dual-map overlay of journals that contributed to publications on the application of artificial intelligence in retinal diseases from 2012 to
2021. Red represents the greatest influence.

Research Category
Figure 7 and Table 3 present the research areas of the citations.
The most involved research areas were Ophthalmology and
Engineering Electrical Electronic. The highest H-index score

areas were Engineering Biomedical and Radiology Nuclear
Medicine Medical Imaging. This indicates that research on AI
in retinal diseases is primarily focused within the fields of
computer engineering and medical imaging.

Figure 7. Network map of the research categories of publications on the application of artificial intelligence in retinal diseases from 2012 to 2021.
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Table 3. The top 10 research categories of publications on the application of artificial intelligence in retinal diseases from 2012 to 2021.

H-indexCountResearch categoryRank

40489Ophthalmology1

33332Engineering Electrical Electronic2

42318Engineering Biomedical3

34265Computer Science Artificial Intelligence4

40250Computer Science Interdisciplinary Applications5

42246Radiology Nuclear Medicine Medical Imaging6

23206Computer Science Information Systems7

25185Multidisciplinary Sciences8

30173Medical Informatics9

24139Mathematical Computational Biology10

Keywords
Keywords were retrieved and examined from the relevant
literature. Table 4 lists the top 20 keywords used. Among them,
the keywords cited over 200 times were “diabetic retinopathy,”
“classification,” “validation,” and “imaging.” The keywords of
the 2267 articles were analyzed and divided into four categories
(deep learning, DR, optical coherence tomography, and
classification), as shown in Figure 8. The time trend was

examined using the hotspot transfer method, which was applied
to the first 15 keywords with the highest citation outbreak. As
shown in Figure 9, the key words with the greatest outburst
intensity were “pattern” and “retinal ganglion cell.” The red
grid indicates the emergence of keywords. “Information” and
“neuron” were the keywords with the longest use (2012-2019),
and “eye disease” and “enhancement” were the most popular
keywords from 2018 to 2021.

Table 4. The top 20 keywords on the application of artificial intelligence in retinal diseases from 2012 to 2021.

CountKeywordRank

380Diabetic retinopathy1

271Classification2

270Image3

224Validation4

213Segmentation5

154Optical coherence tomography6

152Diagnosis7

133System8

124Prevalence9

118Macular degeneration10

111Algorithm11

110Retinal image12

106Disease13

105Model14

104Neural network15

103Blood vessel16

101Retinopathy17

99Eye18

82Progression19

77Automated detection20
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Figure 8. Network map of the 50 top-ranking keywords divided into four clusters.

Figure 9. Top 15 keywords with the strongest citation bursts of publications on the application of artificial intelligence in retinal diseases from 2012
to 2021. Red indicates the emergence of keywords.

Reference Network
A reference’s citation frequency represents its influence. We
constructed a cocited literature network and analyzed the
scientific relevance of the publications. The modularity of the
network was measured using the modularity index; the higher
the modularity Q score, the better the network’s clustering.
Q>0.3 indicates that the network community structure obtained

is noteworthy. The better the network’s homogeneity, the closer
the Silhouette S value is to 1. The cited documents were grouped
into 12 clusters, as shown in Figure 10. The homogeneity of
these clusters was characterized by modularity Q=0.838 and
weighted mean Silhouette S=0.9474. Cluster markers were
created using the index items taken from the literature. The
modularity of the network was measured using the modularity
index. “Deep learning“ was the cluster with the widest range.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37532 | p.678https://www.jmir.org/2022/6/e37532
(page number not for citation purposes)

Zhao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 10. Reference cocitation map of publications on the application of artificial intelligence in retinal diseases from 2012 to 2021.

Overall Results
There were 2275 SCI papers reviewed in this study of AI and
retinal diseases, which were published from 2012 to 2021, with
a major increase in these publications since 2017. This is due
to one study [18] being cited 506 times in 2016, which provided
an important scientific and technical reference for researchers
in this field. China and the United States had the maximum
number of publications. The United Kingdom had the most
cooperative relations. In addition, the three outcome indicators
of the institution indicated that the research conducted by
University College London and Johns Hopkins University has
had a major influence on this research field. The number of
citations in this field published by citing journals and cited
journals indicated that the application of AI in retinal diseases
has mainly been in the fields of computer engineering and
medical imaging based on digital technology. This same pattern
also applied to the citation categories.

The important nodes in the clustering demonstrated this research
field’s knowledge bases after clustering the cited references.

They were labeled #0 deep learning, #1 artificial intelligence,
#2 optical coherence tomography, #3 image segmentation, #4
vessel segmentation, #5 Kohonen neural network, #6 Brownian
motion, #7 diabetic retinopathy, #8 retina imaging, #9
age-related macular degeneration, #10 image analysis, and #11
glaucoma. The top 10 cocited references in these clusters are
listed in Table 5. These studies’conclusions require a substantial
amount of basic work to be performed by ophthalmologists.
For example, from the top-ranking article, 54 ophthalmologists
or ophthalmic trainees participated in the identification of 5-year
image data of three eye hospital patients presenting for
image-based DR screening. From the second-ranked article,
494,661 retinal photographs were used to assess the diagnosis
performance of a deep-learning system for DR and related eye
illnesses. Each retinal image was analyzed by two trained senior,
certified nonmedical professional graders. To achieve progress
in the application of AI in retinal diseases, more cooperative
and collaborative relationships among ophthalmologists,
imaging technicians, and computer technology researchers are
required in the future.
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Table 5. The top 10 publications on the application of artificial intelligence (AI) in retinal diseases from 2012 to 2021.

Interpretation of the findingsCountTitle of cocited referenceReferenceRank

For diagnosing referable DR, a deep machine
learning method had good sensitivity and specificity

506Development and validation
of a deep learning algorithm

for the detection of DRa in
retinal fundus photographs

Gulshan et al [18]1

The deep learning system demonstrated high sensi-
tivity and specificity for detecting DR and related
eye disorders

270Development and validation
of a deep learning system
for DR and related eye dis-
eases using retinal images
from multiethnic popula-
tions with diabetes

Ting et al [19]2

A high-reliability data-driven AI-based grading
technique for screening and identifying fundus
pictures taken from patients with diabetes. For fur-
ther assessment and therapy, these patients should
be referred to an ophthalmologist

214Automated Identification of
DR using deep learning

Lam et al [20]3

This research provides a network and training
technique that heavily depends on data augmenta-
tion to make better use of existing annotated sam-
ples

208U-Net: convolutional net-
works for biomedical image
segmentation

Ronneberger et al [21]4

This research proposes a residual learning paradigm
for network training

173Deep residual learning for
image recognition

He et al [22]5

This paper describes the development of a diagnos-
tic tool for screening patients with common treat-
able blinding retinal disorders based on a deep-
learning architecture

163Identifying medical diag-
noses and treatable diseases
by image-based deep learn-
ing

Kermany et al [23]6

AI will advance as a result of systems that combine
representation learning and complicated reasoning

162Deep learningLeCun et al [24]7

When using tissue segmentations from a different
type of device, a unique deep learning architecture
was used to a clinically diverse data set to retain
referral accuracy

160Clinically applicable deep
learning for diagnosis and
referral in retinal disease

De Fauw et al [25]8

Deep learning–enhanced algorithms have the poten-
tial to improve the effectiveness of DR screening,
thereby preventing vision loss and blindness from
this dreadful disease

159Improved automated detec-
tion of DR on a publicly
available dataset through the
integration of deep learning

Abràmoff et al [26]9

This research shows how deep learning works in
dermatology and how it can be applied to other
fields, including ophthalmology, otolaryngology,
radiography, and pathology

145Dermatologist-level classifi-
cation of skin cancer with
deep neural networks

Esteva et al [27]10

aDR: diabetic retinopathy.

Discussion

Research Hotspots and Frontiers

Overview
Keywords provide a quick summary of the most important
aspects and points in a collection of articles [28]. Current
research hotspots and frontiers can be identified using burst
keyword analysis. Following the capture of the burst keywords,
two study fields were identified: eye disease (2018-2021) and
enhancement (2018-2021).

Eye Disease
The application of AI technology to eye diseases is comparable
to the best clinical systems and has achieved competitive results
in solving issues related to the diagnosis and monitoring of

complex ophthalmic diseases. AMD is usually asymptomatic,
and an intermediate stage may not be identified. Moreover,
AMD affects several people worldwide and thus identifying it
can be time-consuming and difficult without the assistance of
experts. Fortunately, applying deep learning–based automated
algorithms may solve this challenge. This could also address
the expenses of screening or monitoring, health care access, and
the evaluation of innovative treatments for AMD development
or progression [29]. DR also causes challenges for many people.
It is the leading cause of vision loss and preventable blindness
in adults aged 20-74 years in middle- and high-income countries
[30]. Using a combination of digital retinal image analysis and
telemedicine assessment to help identify people at risk of
cardiovascular disease and cognitive impairment may have
benefits beyond sight-threatening diseases prevention [11,31].
Aamir et al [32] built a hierarchical deep convolutional neural
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network (CNN) for glaucoma recognition and prevention using
an advanced deep-learning technique. This project was then
used to extract multilayer features from 1338 images to verify
the performance of the algorithm, achieving nearly 100%
specificity, sensitivity, accuracy, and precision. These studies
highlight the current research findings based on the use of AI
technology in clinical applications for the management of
ophthalmic diseases.

In addition, AI technology has been applied to the screening,
referral, diagnosis, health care, and follow-up visits of patients
with a variety retinal illness. Wang et al [33] developed a
two-step semiautomatic deep learning algorithm–assisted
technique to identify fundus pictures and aid in the detection
of DR with vision-threatening complications. Optical coherence
tomographic (OCT) angiography is a noninvasive imaging
technology that may generate angiograms at precise depths
within the retina as well as visualize the microvasculature in
real time [34]. A British study published in 2021 assessed an
AI decision support system with the use of OCT scanning of
retinal pictures to identify the digital referral path, providing
evidence of the contributing reasons and difficulties of adopting
the digital path in real life, with the goal of helping to eliminate
unnecessary referrals [35]. To boost doctors’ faith in AI systems
to make accurate diagnoses, some AI systems must be written
as interpretable programs [36]. According to a follow-up poll
conducted in 2017, radiologists used certain touch-environment
solutions forced by the clinical setting at the time, demonstrating
that they are still opposed to the transfer from traditional to
updated interfaces [37].

Enhancement
Ophthalmologists are confused by the quality differences among
fundus diagnostic images [38]. Enhancing the analysis of retinal
image structures requires the development of a
computer-assisted algorithm to correct the low fundus image
quality [39]. Wan et al [40] proposed a deep learning–based
technique that overcomes the limitations of current imaging
algorithms and improves the low retinal image quality. CNN
models may be developed under strong and mostly correct
assumptions regarding the nature of macular disease images
[41]. El-Hag et al [42]established the importance of the proposed
blurry image improvement phase. Additionally, using CNN as
a classification technique with hazy logic augmentation was
shown to improve the classification of normal and abnormal
outcomes. In the testing phase, this resulted in a classification
accuracy of 100% [42]. The blood vessels in the neural network
must be divided into arteries and veins to diagnose hypertensive
retinopathy using retinal diagnostic images. According to this
demand, Hussein and Faheem [43] proposed the use of an AI

method to improve vascular contrast. Zhou et al [44] proposed
the learning of discriminative CNN features and enhanced thin
vessels in color fundus images to further improve the
segmentation performance. This algorithm improves the contrast
of the retinal vessels and was verified by three pediatric
ophthalmologists [45]. Goel et al [46] showed that using a
development learning model to transfer learning can improve
the accuracy of correct classification of different aneurysms in
the retina area caused by DR.

AI technology can improve diagnosis accuracy and can also
save time for both doctors and patients by increasing the contrast
between image structures, such as segmenting distinct blood
arteries or calculating normal and pathological structures. The
image quality of retinal disease examination needs to be unified
with high precision. This is currently a research hotspot to
provide more high-quality research images based on research
and development in AI technology, improvements in image
acquisition technology, and the standardization of acquisition
steps.

Limitations
This bibliometric analysis only included the literature data in
WoSCC. Some other databases were not included, such as
PubMed, Medline, and Cochrane. In addition, the citation data
analyzed were only from the literature published from 2012 to
2021, rather than collecting all articles published in this research
field to date. Some 2022 studies are still ongoing and have not
yet been published. These criteria may result in publication bias.

Conclusions
This study provides a systematic literature analysis on the use
of AI in retinal diseases. Bibliometric analysis enabled obtaining
objective and comprehensive results. Judging by the volume of
published papers and research subjects, this study area is still
popular and a noteworthy topic with major interdisciplinary
exploration space. Ophthalmologists, imaging experts, and
computer algorithm researchers in developing and developed
countries need to make full use of population advantages or
core technologies in different regions to strengthen
collaboration. This idea has become a research hotspot that uses
the existing basic clinical research results and a more advanced
algorithm mode to develop a high-quality ophthalmic
examination image system and further verify its clinical
applicability. At present, an algorithm program with 100%
diagnostic accuracy for retinal disease has been developed [42].
In the future, high-quality retinal image–forming AI technology
with strong stability and clinical applicability will continue to
be encouraged.
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Abstract

Background: Melanoma is one of the most life-threatening skin cancers; immune checkpoint blockade is widely used in the
treatment of melanoma because of its remarkable efficacy.

Objective: This study aimed to conduct a comprehensive bibliometric analysis of research conducted in recent decades on
immune checkpoint blockade for melanoma, while exploring research trends and public interest in this topic.

Methods: We summarized the articles in the Web of Science Core Collection on immune checkpoint blockade for melanoma
in each year from 1999 to 2020. The R package bibliometrix was used for data extraction and visualization of the distribution of
publication year and the top 10 core authors. Keyword citation burst analysis and cocitation networks were calculated with
CiteSpace. A Gunn online world map was used to evaluate distribution by country and region. Ranking was performed using the
Standard Competition Ranking method. Coauthorship analysis and co-occurrence were analyzed and visualized with VOSviewer.

Results: After removing duplicates, a total of 9169 publications were included. The distribution of publications by year showed
that the number of publications rose sharply from 2015 onwards and either reached a peak in 2020 or has yet to reach a peak.
The geographical distribution indicated that there was a large gap between the number of publications in the United States and
other countries. The coauthorship analysis showed that the 149 top institutions were grouped into 8 clusters, each covering
approximately a single country, suggesting that international cooperation among institutions should be strengthened. The core
author extraction revealed changes in the most prolific authors. The keyword analysis revealed clustering and top citation bursts.
The cocitation analysis of references from 2010 to 2020 revealed the number of citations and the centrality of the top articles.

Conclusions: This study revealed trends in research and public interest in immune checkpoint blockade for melanoma. Our
findings suggest that the field is growing rapidly, has several core authors, and that the United States is taking the lead position.
Moreover, cooperation between countries should be strengthened, and future research hot spots might focus on deeper exploration
of drug mechanisms, prediction of treatment efficacy, prediction of adverse events, and new modes of administration, such as
combination therapy, which may pave the way for further research.

(J Med Internet Res 2022;24(6):e32728)   doi:10.2196/32728
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Introduction

In the past 10 years, although the frequency of melanoma has
continued to increase, the lethality of advanced melanoma has
decreased. Nevertheless, melanoma is still one of the most
life-threatening skin cancers [1]. Globally, melanoma cases
have grown rapidly. The incidence of new melanomas exceeded
350,000 in 2015 [2]; moreover, the rate of new melanomas has
continually increased for the last 20 years [3]. Immune
checkpoint blockade (ICB) is widely used in the treatment of
melanomas, especially those with negative regulators, such as
T-lymphocyte associated protein-4 (CTLA-4), programmed
death receptor 1 (PD-1), and the ligands of PD-1 (PD-L1). ICBs
are often chosen as the subject of clinical trials. The reason for
the remarkable efficacy of ICBs in melanoma is the biological
features of the cancer. Melanoma is often described as an
archetypal immunogenic cancer, which guarantees the efficacy
of immunotherapy; this is supported by many studies that have
observed tumor progression and increased rates of melanoma
in immunosuppressed individuals [4,5]. Moreover, melanoma
always carries a large tumor mutation burden [6], which
increases the probability of driving out a stronger immune
response in the host. Because of these biological and clinical
features, ICBs for melanoma have been thoroughly researched
in the past two decades and have gradually became a research
hotspot.

Bibliometric analysis is a quantitative science approach using
methods such as co-occurrence analysis and citation analysis
to evaluate research performance [7,8]. In the health care field,
bibliometrics are mostly used to measure the influence or impact
of research articles. Bibliometric methods estimate how much
influence or impact a selected research article may have on
future research, and the results are especially valuable for those
topics that are gradually becoming more intriguing. However,
there has been no bibliometric analysis of ICB for melanoma.
In this study, we conducted a comprehensive bibliometric
analysis covering recent decades while exploring research trends
and the public interest in ICB for melanoma. We determined
the research landscape of ICB for melanoma in terms of

chronological distribution, geographical distribution, publication
sources, author publications, and cocitations. We also identified
the co-occurrence of authors, organizations, and keywords. The
purpose of this study is to provide a systematic summary of
research trends and the public interest in ICB for melanoma
from an evaluative bibliometric perspective.

Methods

Data Sources and Search Strategy
Bibliographic data for the analysis were all acquired from the
Web of Science Core Collection, which includes the Science
Citation Index Expanded, Social Science Citation Index, and
Emerging Source Citation Index [9]. To perform a
comprehensive literature search of immune checkpoint inhibitors
in melanoma, we designed a systematic search strategy.
Generally, the search strategy was as follows: (TS=(ipilimumab
OR pembrolizumab OR nivolumab OR immunotherapy OR
“immune checkpoint blockade” OR PD-1 OR PD-L1 OR
CTLA-4) OR TI=(ipilimumab OR pembrolizumab OR
nivolumab OR immunotherapy OR “immune checkpoint
blockade” OR PD-1 OR PD-L1 OR CTLA-4 OR yervoy OR
Keytruda OR opdivo) OR AB=(ipilimumab OR pembrolizumab
OR nivolumab OR immunotherapy OR “immune checkpoint
blockade” OR PD-1 OR PD-L1 OR CTLA-4 OR yervoy OR
Keytruda OR opdivo)) AND (TS=(melanoma OR
melanocarcinoma) OR TI=(melano* OR melanoma OR
melanocarcinoma) OR AB=(melano* OR melanoma OR
melanocarcinoma)). The language was restricted to English and
the document type was limited to articles and reviews. The time
span of the search excluded the year 2022 for clearer annual
results.

A total of 24,093 documents were retrieved from the Web of
Science Core Collection. After excluding documents that were
published as preprints in 2021 and then published as final
versions in 2022 and documents with an unknown publication
date, 24,086 documents remained in the bibliometric analysis
and visualization. The search details are presented as a flowchart
(Figure 1). The search was completed on December 6, 2021.
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Figure 1. Detailed search flowchart, showing steps in the identification and screening of papers. Publication years spanned 1999 to 2021. Only documents
published in English were included. Endnote was used to remove duplicates. The R package Bibliometrix was used to remove documents that were
published as preprints in 2021 by extracting the publication date.

Data Extraction and Analysis
The retrieval characteristics used for publications on ICB for
melanoma included the distribution of publication year, country
and region, organization, journal, core authors, keywords, and
key references. The detailed search strategy is shown in
Multimedia Appendix 1. Bibliometric analysis and network
visualization were performed with VOSviewer (version 1.6.14,
Leiden University), CiteSpace (version 5.7.R5W, Drexel
University), and the bibliometrix package in R (version 3.6, R
Foundation). The bibliometrix package was used for data
extraction and visualization of the distribution of publication
year and the top 10 core authors. The keywords citation burst
analysis and cocitation network analysis were performed with
CiteSpace. The Gunn online world map was used to evaluate
the distribution of countries and regions. Ranking was performed
using the standard competition ranking method. Other analyses,

including the coauthorship analysis, co-occurrence analysis,
and visualization, were conducted with VOSviewer.

Results

Distribution of Publications
Figure 2 shows the chronological distribution of publications
by year as a bar chart (Figure 2A). From 1999 to 2013, the
annual number of publications steadily grew, with no obvious
research trends, and remained relatively stable. The annual
number of publications then rose sharply from 2015 to 2020.
Figure 2B shows the total, cumulative number of publications
as a plot. There was a relatively slow increase in the cumulative
number of publications from 1999 to 2015, with the number of
publications growing sharply from 2015 to 2017 onwards; the
peak either occurred in 2020 or has yet to occur.
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Figure 2. Distribution of publications by year. (A) The cumulative number of publications and (B) the annual number of publications on immune
checkpoint blockade for melanoma. The peak of cumulative publications occurred in 2020. The annual number of publications increased relatively
slowly from 1999 to 2021 and sharply from 2014 to 2017 and onwards. The peak of annual publication either occurred in 2020 or has yet to occur. The
publication data for 2021 does not include data for December.

As for geographical distribution, 24,086 documents were
published from 117 different countries and regions. Studies
involving multiple countries were included in the analysis, with
each country being counted individually. We classified
documents by country and visualized the spatial distribution as
a heatmap (Figure 3). Table 1 lists the top 12 most prolific
countries. In total, the country with the largest number of

publications was the United States (11,113/24,086 publications,
46.1%), far surpassing China (2345/24,086 publications, 9.7%)
and Germany (2223/24,086 publications, 9.2%). As for citations,
America was also far ahead. It is interesting that although China
had the second largest number of publications, the number of
citations lagged far behind other countries, which made the
number of citations per publication rather small.

Figure 3. Geographical distribution of global publications. The green-to-red gradient represents a decreasing number of publications. Gray represents
countries with no publications.
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Table 1. Top 12 most productive countries and regions.

Citations per publicationCitationsPublicationsCountry/regionRank

57.84642,78811,113United States1

19.2845,2152345China (mainland)2

58.14129,2482223Germany3

47.5987,9031847Italy4

80.47128,8271601France5

33.3753,3231598Japan6

66.9397,9811464England7

58.7081,0591381Australia8

69.6475,6991087Netherland9

53.6450,695945Switzerland10

89.5277,164862Canada11

88.9758,543658Spain12

Analysis of Leading Organizations and Public Sources
The information on leading organizations was analyzed with
VOSviewer. Generally, 24,086 documents were published by
13,359 different organizations. After merging duplicates and
excluding disjointed organizations, a final total of 243
organizations met the inclusion threshold and are shown in the
visualization. The top 10 most productive organizations are
listed in Table 2. The most prolific organization was the
Memorial Sloan Kettering Cancer Center (903/24,086
publications, 3.7%), followed by the University of Texas MD
Anderson Cancer Center (859/24,086 publications, 3.6%) and
the National Cancer Institute (645/24,086 publications, 2.7%).
Among the top 10 institutions, 9 of 10 were from the United
States, which corresponded to the distribution by country and
region. We also conducted a coauthorship analysis of the
organizations (Figure 4). We found that all 243 top published

institutions were grouped into clusters, with each cluster
representing approximately one country, except for the United
States, which dominated 2 clusters and had wide correlations.
The red and lower yellow clusters mainly represent American
institutions, including Memorial Sloan Kettering Cancer Center,
the MD Anderson Cancer Center, and the National Cancer
Institution. The blue cluster represents Johannes Gutenberg
University, in Germany. The upper yellow cluster represents
universities and institutions in France. The green cluster includes
other European countries and Australia. Two rather further away
clusters mainly represent Japan and Korea, in light blue, and
China, in purple, with few links with other clusters. This result
suggests that the United States apparently led this topic and that
international cooperation among various institutions from
different countries should be strengthened, especially for
institutions in China, Japan, and Korea.

Table 2. Top 10 most productive organizations.

Total link strengthaCitationsArticlesCountryOrganizationRank

3183120,565903United StatesMemorial Sloan Kettering Cancer Center1

238154,089859United StatesUniversity of Texas MD Anderson Cancer Center2

75971,055645United StatesNational Cancer Institute3

307982,093617United StatesDana-Farber Cancer Institute4

274933,668537AustraliaUniversity of Sydney5

131025,886505United StatesUniversity of Pittsburgh6

131721,477480United StatesHarvard Medical School7

192650,391476United StatesUniversity of California Los Angeles8

163432,663440United StatesMassachusetts General Hospital9

82327,207367United StatesMayo Clinic10

aTotal link strength in VOSviewer represents all links between a given node and other nodes, which indicates how the entry interacts with other entries.
The strength of a link is given by a nonnegative number. If one node has no links with other nodes, the total strength of the link equals zero.
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Figure 4. Coauthorship analysis of organizations. Plot showing a coauthorship analysis of organizations. The normalization method was fractionalization.
The weight was the number of publications. The thickness of the lines indicates the strength of coauthorship relationships. Different colors indicate
clusters.

Core journals were identified by analysis of publication sources.
After analyzing bibliographies, we extracted the top 10 most
prolific journals along with their impact factor (IF) in 2020 and
2021 in the field of ICB for melanoma (Table 3). We found that
the most prolific journal was the Journal of Clinical Oncology
(impact factor 44.544), which ranked first, with 1051 documents
published. The second and the third most-prolific journals were

Cancer Immunology,Immunotherapy (677 publications, IF
6.958) and Cancer Research (627 publications, IF 12.701). IF
for the top 10 most prolific journals in 2019 ranged from 4.456
for the Journal of Immunology to 44.544 for the Journal of
Oncology. Our findings for the total number of publications and
IF suggest that Cancer Research might be the most influential
journal in the field of ICB for melanoma.

Table 3. Top 10 most prolific journals.

Impact factor (2021)Impact factor (2020)PublicationsJournalRank

44.54432.9561051Journal of Clinical Oncology1

6.9585.442677Cancer Immunology, Immunotherapy2

12.7019.727627Cancer Research3

12.53110.107602Clinical Cancer Research4

13.7519.913589Journal for Immunotherapy of Cancer5

8.115.869508Oncoimmunology6

32.97618.274498Annals of Oncology7

4.4564.11465Journal of Immunotherapy8

5.4224.886359Journal of Immunology9

7.5615.085336Frontiers in Immunology10

Analysis of Coauthorship and Core Authors
Information on authors and co-authors was also analyzed with
VOSviewer. A total of 24,086 publications were produced by

a total of 93,587 authors. The 3 most important evaluation
criteria for core authors included the number of published
documents, total citations, and the H index. Therefore, we
extracted and visualized the top 10 most prolific authors
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according to these criteria (Table 4 and Figure 5). Paolo A
Ascierto, the director of the Unit of Melanoma, Cancer
Immunotherapy and Innovative Therapy at the National Tumour
Institute, Fondazione G. Pascale, was the most productive author
in this field, publishing 312 articles and being cited 10,756 times
in general, followed by F Stephen Hodi, the director of the
Melanoma Center and Center for Immuno-Oncology of the
Dana-Farber/Brigham and Women’s Cancer Center, with 301
publications and 35,302 total citations, and Caroline Robert,
from the Institut de Cancérologie Gustave Roussy. Five of the

top 10 cited authors were from the United States, and
interestingly, the top 10 most productive authors together
accounted for 9.1% of the total literature, showing the
dominance of the United States in this research field. It is to be
noted that Georgina V Long of Australia (190 publications),
Dirk Schadendorf of Germany (184 publications), and Reinhard
Dummer of Switzerland (152 publications) occupied places 6,
7 and 9 in the table, which, combined with the previous findings
on geographical distribution, indicate that these countries also
have important research roles in the field of ICB for melanoma.

Table 4. Top 10 core authors by number of publications.

H indexCitationsPublicationsOrganizationsAuthorsRank

6410,756312National Tumour Institute, Fondazione G. Pascale (Italy)Paolo A Ascierto1

9335,302301Dana-Farber/Brigham and Women’s Cancer Center (US)F Stephen Hodi2

7827,523265Institut de Cancérologie Gustave Roussy (France)Caroline Robert3

9947,787252Memorial Sloan Kettering Cancer Center (US)Jedd D Wolchok4

8830,109233University of California Los Angeles (US)Antoni Ribas5

6713,657190University of Sydney (Australia)Georgina V Long6

6811,733184University Hospital Essen (German)Dirk Schadendorf7

568493159University of Pittsburgh Medical Center (US)John M Kirkwood8

467641152University of Zurich (Switzerland)Reinhard Dummer9

9927,236139National Cancer Institute (US)Steven A Rosenberg10

Figure 5. Overlay visualization of coauthorship relationships between authors. The analysis method was Linlog/modularity. The weight was citations.
Scores are the average year of publication. The thickness of the lines indicates the strength of the relationships. The colors of the circles represent the
average year of publication.
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Figure 5 is an overlay visualization of the coauthorship
relationships between authors. A total of 93,587 authors were
analyzed, of whom 135 met the inclusion threshold. The
visualization suggested that most of the top influential authors,
such as Jedd D Wolchok, F Stephen Hodi, and Antoni Ribas,
had close collaborations. In addition, we found the average year
of publication for these authors was between 2015 and 2016,
while other authors, such as Georgina V Long, published more
actively after 2018, which may suggest that they have the
potential to take the lead in the future.

Analysis of Keywords and Burst Terms
In total, 30,486 keywords were extracted from 24,086 documents
after removing duplicates. We used a network and overlay
visualization of author-given keywords to analyze the
co-occurrence of keywords. A total of 30,486 keywords were
analyzed, of which the 180 most frequently occurring that met
the inclusion threshold were grouped into 2 clusters (Figure
6A) and grouped by date of publication (between 2016 and
2018) (Figure 6B). The date range for publication was chosen
to correspond to the high-growth phase of publication seen in
Figure 2. For the network map, the keywords were mainly
distinguished into 2 clusters. One mainly represented keywords
related to tumor biology and the early, discovery stages of
research into immunotherapy as a potentially promising modality
for melanoma. These keywords are shown in red and include

“antigen,” “dendritic cells,” “T cells,” “tumor
microenvironment,” “immunotherapy,” “immune checkpoint,”
“melanoma,” and “metastatic melanoma.” The other cluster,
shown in green, generally included terms related to clinical
oncology issues, including the names of US Food and Drug
Administration (FDA)-proven antibodies, such as “nivolumab,”
“pembrolizumab,” “atezolizumab,” and “ipilimumab”; words
related to outcomes, such as “efficacy,” “safety,” and “adverse
event”; and keywords that appear frequently in phase II and
phase III trials, such as “survival,” ”safety,” “double-blind,”
“open-label,” and “multi-center.” Interestingly, this cluster
included nearly all the keywords related to targeted therapies
and radiotherapy, such as “BRAF,” “MEK,” “vemurafenib,”
and “dabrafenib,” as well as the names of other types of cancer,
the novel usages of immunotherapy words, such as
“combination” and “adjuvant therapy,” and multiple indicators
for evaluating efficacy and safety. It might be the case that these
interventions are now establishing more links with
immunotherapy and will potentially become research hot spots
in the future. The overlay map of keywords grouped by date of
publication showed that research hot spots changed over time,
starting with “target therapy” and moving on to “CTLA-4
inhibitor,” “PD-1/PD-L1 inhibitor,” and “FDA-proven ICB,”
which is similar to the order in which these technologies
developed.

Figure 6. Co-occurrence analysis of keywords. These two plots show the co-occurrence of keywords. The normalization method we chose was
Linlog/modularity. The weight was occurrence for each plot. (A) shows the 180 top-occurring items among 30,486 keywords, grouped into 2 clusters,
with the colors of the circles representing each cluster. (B) shows the keywords grouped by year of publication, with the colors of the circles representing
the average year.

Figure 7 shows the top 25 keywords with the strongest frequency
burst, which suggests a keyword that has undergone a great
change in a short period of time (as analyzed with CiteSpace).
“Dendritic cell,” “in vivo” and other mechanism- and
trial-related keywords had rather stronger strength, which
continued from 2011 to 2015, suggesting that possible

mechanisms and clinical applications were a sustained research
hot spot for these years. However, in the most recent 5 months,
the burst keywords changed to include terms such as “safety,”
“combined therapy,” and “stage III trial”, suggesting that the
interests of the researchers changed.
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Figure 7. Top 25 keywords with the strongest frequency bursts. A strong frequency burst indicates that a variable has undergone a great change in a
short period of time. The red bars indicate the durations of the bursts.

Citation Analysis
The number of citations of the publications was mainly extracted
with bibliometrix. The top 10 most highly cited documents were
extracted and are listed in Table 5. Generally, the number of
citations ranged from 3037 to 9113. An article published in the
New England Journal of Medicine titled “Improved survival
with ipilimumab in patients with metastatic melanoma” ranked
first, with 9113 total citations. Only one of the top 10 articles

was a review (“The Blockade of Immune Checkpoints in Cancer
Immunotherapy,” published in Nature Reviews Cancer in 2012).
It is likely that this review was cited so often because it was the
first comprehensive review of this topic. A total of 7 of the 9
articles were published in the New England Journal of Medicine.
This shows the dominant position of this journal in the
publication of research in the medical category, especially in
the publication of high-quality research.
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Table 5. Top 10 most highly cited publications.

Total citationsbPublication dateSourceDOIaTitleRank

9549Aug 2010New Engl J Med10.1056/NEJ-
Moa1003466

Improved Survival with Ipilimumab in Patients with
Metastatic Melanoma [10]

1

7926Jun 2012New Engl J Med10.1056/NEJ-
Moa1200690

Safety, Activity, and Immune Correlates of Anti-Pd-1 Anti-
body in Cancer [11]

2

7160Apr 2012Nat Rev Cancer10.1038/nrc3239The Blockade of Immune Checkpoints in Cancer Immunother-
apy [12]

3

5026Jun 2012New Engl J Med10.1056/NEJ-
Moa1200694

Safety and Activity of Anti-Pd-L1 Antibody in Patients with
Advanced Cancer [13]

4

4794Nov 2016New Engl J Med10.1056/NEJ-
Moa1606774

Pembrolizumab Versus Chemotherapy for Pd-L1-Positive
Non-Small-Cell Lung Cancer [14]

5

4751Sep 2015New Engl J Med10.1056/NEJ-
Moa1504030

Combined Nivolumab and Ipilimumab or Monotherapy in
Untreated Melanoma [15]

6

3514Nov 2014Nature10.1038/nature13954PD-1 Blockade Induces Responses by Inhibiting Adaptive
Immune Resistance [16]

7

3421Jan 2015New Engl J Med10.1056/NEJ-
Moa1412082

Nivolumab in Previously Untreated Melanoma Without Braf
Mutation [17]

8

3376Jun 2015New Engl J Med10.1056/NEJ-
Moa1503093

Pembrolizumab Versus Ipilimumab in Advanced Melanoma
[18]

9

3087Nov 2014Nature10.1038/nature14011Predictive Correlates of Response to the Anti-Pd-L1 Anti-
body Mpdl3280a in Cancer Patients

10

aDOI: Digital Object Identifier.
bTotal citations were until the end of December 2021.

For a comprehensive analysis of citations, we used CiteSpace
(version 5.8R3) to evaluate cocitation references (Figure 8). we
performed a cocitation analysis of references from 2010 to 2020.
In CiteSpace, the size of a circle indicates the number of

documents cited. The purple area of the circle indicates the
centrality of a document. The analysis revealed no significant
centrality in the documents, indicating that the literature was
largely scattered.
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Figure 8. Cocitation analysis of references. Using CiteSpace, we performed a cocitation analysis of references from 2010 to 2020. In CiteSpace, the
size of a circle indicates the number of documents cited. The purple area of the circle indicates the centrality of a document.

Discussion

Principal Findings
This study updates current knowledge on research interests
related to ICB for melanoma, providing researchers and
physicians an overview of the landscape of the field and
potential future research hot spots. We conducted a
comprehensive search of literature published on this topic before
December 2021 in the Web of Science Core Collection. We
retrieved 24,086 bibliographies and performed a bibliometric
analysis.

First, using the bibliometric method, we analyzed chronological
trends in the publications. The results show that from 1999 to
2013, the annual number of publications was rather small, with
a small, linear slope of growth. The number of newly published
papers from 1999 to 2013 remained under 200, with rather small
growth every year. The next period was from 2014 to 2016,
when publications related to ICB grew rapidly. The annual

number of publications grew to over 1000, but did not reach
2000, which is consistent with previous research [19]. The third
period was from 2017 to 2021, when the annual number of
publications grew to over 2000, representing maturity in the
theoretical aspect of this field. The number of publications has
continued to increase, and the topic has gradually become a hot
spot.

The chronological trend was reflected in several critical articles
and specific time points, which enables us to reveal the roadmap
for this field. The very first research on ICB was on CTLA-4
blockade, which was conduced beginning in 1987 and was first
proved in 2011 [20,21]. The recombinant human
immunoglobulin G1 and G2 monoclonal antibodies of CTLA-4,
known as ipilimumab and tremelimumab, respectively, were
trialed in melanoma and other advanced cancers, and both
showed good efficacy [10,22-31]. As for PD-1 and PD-L1, since
the very first paper on PD-1 was published in 1991, the annual
number of publications remained less than 5 for a long period,
from 1999 to 2003. The annual number of publications did not
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reach 300 until a breakthrough on cancer immunotherapy in
2013 [32]. After that, the FDA approved anti-PD-1 antibodies
(pembrolizumab and nivolumab) for advanced metastatic
melanoma in 2014 and an anti-PD-L1 antibody (atezolizumab)
in 2016. After that, the number of publications rapidly increased,
reaching the thousands [33-35]. Our results for chronological
distribution, unsurprisingly, suggest that the topic of ICB for
melanoma has gradually become a research hot spot, and that
it is currently in a major development period. Theory developed
rapidly during this period, and the number of papers increased
rapidly. Moreover, the growth curve was sharp and the gradient
of the curve did not slow down during 2020. We predict that
this field will continue to develop in the next few years.

As for geographical distribution, among the 80 different
countries and regions involved in this bibliometric analysis, the
most prolific are listed in Table 2. The United States published
most of the documents in this field, and Table 5 indicates that
nearly all core documents were produced in partnership with
American institutions [10-19]. China is the second most prolific
country, but considering the number of citations, China is still
far from taking the lead in this area. Other countries with a high
number of publications, such as Japan, Australia, and various
European counties, have a good scientific base in this field. The
situation is also reflected in the most productive organizations
and the most productive authors; 9 of the 10 most productive
organizations and 6 of the 10 most productive authors are from
the United States, which has proven the dominance of the United
States in this research field.

For the most productive journals, considering the evidence for
the total number of publications and IF, the Journal of Clinical
Oncology might be the most influential journal in the topic of
immune checkpoint inhibitors in melanoma. Papers published
by the Journal of Clinical Oncology in 2021 included several
that mainly concentrated on the long-term outcomes of ICB
[36], the combination of ICB and other therapies, and expansion
of the indications for ICB [37,38]. We also compared the IF in
2020 and 2021 in core journals in the field of ICB for melanoma
and found that the IF of all top 10 core journals grew. However,
considering that oncology journals generally had increased IFs
in these years, we cannot make the conclusion that all journals
increased their impact.

In the aspect of cooperation between authors, the network
analysis showed that most cooperation took place within
countries, and that there was little cooperation between
countries. The same phenomenon was also revealed by a
coauthorship analysis of organizations, in which clusters showed
intricate connections within countries and lesser connections
between clusters. These findings suggest that cooperation
between states represents an area that should be strengthened.

We also performed analysis of keywords and burst terms to
investigate research trends, finding that the change in focus was
remarkable. Generally, research trends and the public interest

changed in two major aspects: from the laboratory to
translational medicine and clinical research, as well as from
early ICB developments, such as CTLA-4, to later ones, such
as PD-1 and PD-L1 blockades. The focus of research gradually
changed from mechanisms to efficacy and adverse events. This
indicates that the theory was becoming mature and that the
application of ICB therapy was being explored, including
enhancing its efficacy, reducing its adverse effects, and
expanding its use to other, more specific cancer types [39].

From the initial research on the mechanisms of immunotherapy,
including the alteration of immune cells and immune molecules
under ICB treatment to subsequent translational, clinical
research into the interactions of immune checkpoints with
costimulatory molecules, cancer drive genes, and cancer
hallmarks, studies investigating the mechanism of ICB have
been maturing. In the next several years, screening of biomarkers
to predict treatment efficacy and adverse events, improve the
efficacy of ICB and reduce adverse events, explore drug
combinations, and extend the indications for ICB might become
hot spots in this clearly evolving field of research.

Strengths and Limitations
As far as we know, this is the first study to use a bibliometric
analysis to investigate research trends and public interest in ICB
for melanoma. Our bibliometric analysis was much more
comprehensive and intuitive than a literature review would have
been, because of our use of systematic searching and quantitative
statistical analysis. Moreover, we used not only CiteSpace, but
also VOSviewer and the R package bibliometrix for better data
extraction, bibliometric analysis, and visualization. However,
this study still has some limitations. We only extracted literature
from the Web of Science Core Collection database, and although
this approach left little possibility for ignoring some of the
documents, this type of literature might have had fewer citations.
Furthermore, the bibliometric analysis methods we used can
only be applied to general information, rather than full texts.
Thus, we might have lost important information that only existed
in the full text of the articles, such as the authors’points of view
and their prospective opinions of the field.

Conclusion
Our bibliometric analysis should help researchers to understand
the trends and public interest in ICB for melanoma. The annual
number of publications was rather small, without obvious
research trends at the beginning of this century, but has gradually
matured in the past 6 years. In the past 2 decades, the United
States has contributed the most to this field, followed by China
and Germany. The top 3 most productive journals were the
Journal of Clinical Oncology, Cancer Immunology, and
Immunotherapy and Cancer Research. Cooperation between
authors and organizations from different countries needs to be
strengthened. In summary, ICB for melanoma is a prolific,
fast-growing, and high-profile topic and more research is
expected to refine knowledge in this field.
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Abstract

Background: Improving rigor and transparency measures should lead to improvements in reproducibility across the scientific
literature; however, the assessment of measures of transparency tends to be very difficult if performed manually.

Objective: This study addresses the enhancement of the Rigor and Transparency Index (RTI, version 2.0), which attempts to
automatically assess the rigor and transparency of journals, institutions, and countries using manuscripts scored on criteria found
in reproducibility guidelines (eg, Materials Design, Analysis, and Reporting checklist criteria).

Methods: The RTI tracks 27 entity types using natural language processing techniques such as Bidirectional Long Short-term
Memory Conditional Random Field–based models and regular expressions; this allowed us to assess over 2 million papers accessed
through PubMed Central.

Results: Between 1997 and 2020 (where data were readily available in our data set), rigor and transparency measures showed
general improvement (RTI 2.29 to 4.13), suggesting that authors are taking the need for improved reporting seriously. The
top-scoring journals in 2020 were the Journal of Neurochemistry (6.23), British Journal of Pharmacology (6.07), and Nature
Neuroscience (5.93). We extracted the institution and country of origin from the author affiliations to expand our analysis beyond
journals. Among institutions publishing >1000 papers in 2020 (in the PubMed Central open access set), Capital Medical University
(4.75), Yonsei University (4.58), and University of Copenhagen (4.53) were the top performers in terms of RTI. In country-level
performance, we found that Ethiopia and Norway consistently topped the RTI charts of countries with 100 or more papers per
year. In addition, we tested our assumption that the RTI may serve as a reliable proxy for scientific replicability (ie, a high RTI
represents papers containing sufficient information for replication efforts). Using work by the Reproducibility Project: Cancer
Biology, we determined that replication papers (RTI 7.61, SD 0.78) scored significantly higher (P<.001) than the original papers
(RTI 3.39, SD 1.12), which according to the project required additional information from authors to begin replication efforts.

Conclusions: These results align with our view that RTI may serve as a reliable proxy for scientific replicability. Unfortunately,
RTI measures for journals, institutions, and countries fall short of the replicated paper average. If we consider the RTI of these
replication studies as a target for future manuscripts, more work will be needed to ensure that the average manuscript contains
sufficient information for replication attempts.

(J Med Internet Res 2022;24(6):e37324)   doi:10.2196/37324
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Introduction

Background
Research reproducibility is necessary for scientific progress.
However, over the last decade, numerous reports on research
irreproducibility have shed light on a lingering problem, one
that is proving to be both troublesome and costly [1-5]. Ioannidis
[1] and the Open Science Psychology collaboration examined
the issue from a statistical point of view, arguing that multiple
comparisons that are not necessarily reported affect the
published literature. Begley and Ellis [2] described an account
in which their teams attempted to reproduce key cancer studies
and were largely unable to do so; however, they did not share
their data. The Center for Open Science recently published a
series of papers summarized by Errington et al [6], which
describe an open replication attempt that had similar findings
to the work by Begely and Ellis [2]. Vasilevsky et al [4] clearly
showed that approximately half of the reagents in papers cannot
be tracked down, whereas Freedman et al [7] attempted to
visualize the economic impact of irreproducibility.

Fortunately, many stakeholders responded to address these
issues. Funders such as the National Institutes of Health (NIH),
the largest public source of health research funding worldwide
[8], have made significant efforts across multiple fronts. The
NIH advanced open publication efforts with the creation of
PubMed Central. In terms of guidelines, the NIH gathered
copious stakeholder feedback and designed and implemented
rigor and reproducibility guidelines (adapted from the study by
Landis et al [9]). The NIH also rewrote their instructions to
grantees, released numerous training modules and webinars,
and implemented a data sharing policy to improve the
reproducibility of funded research [10,11]. Even some private
funders such as the Gates Foundation have begun requiring their
funded research (both the manuscript and its data) to
immediately become open access once published [7].

Journals and publishers have also responded to this. In an effort
to encourage reproducibility, numerous scientific organizations
and journals have adopted the Transparency and Openness
Promotion guidelines, which focus on establishing best practices
at the level of individual journals [12]. Similarly, the
publisher-driven Materials Design, Analysis, and Reporting
framework is a multidisciplinary research framework designed
to improve reporting transparency across life science research
at the level of individual manuscripts [13]. This framework
provides a consistent, minimum reporting checklist whose
criteria were used in part to create the first Rigor and
Transparency Index (RTI), a journal quality metric focusing on
research methodologies and transparency in reporting [14].
Because of the RTI, journals can be compared using a range of
criteria that impact reproducibility, providing a proxy for
research quality and a strong incentive for improvement.

Unfortunately, these types of indicators and incentives do not
exist for all stakeholders. Research institutions, in particular,

have few options for determining whether investigators will
follow the guidelines. In fact, there is no simple way to see a
university’s corpus, let alone to estimate its quality. Despite
previously contributing to the Reproducibility Crisis [15],
institutional output is still difficult to track and measure. Various
systems for ranking faculty are in place at institutions, including
counting publications, counting citations, and counting high
impact publications; however, issues have been reported when
using the impact factor for these purposes [16,17]. Some
institutions started leaning more heavily on assessments of open
science [18], which reduced the reliance on paper counting or
on the impact of particular journals. Indeed, tying researcher
assessment to any single factor, even if that happens implicitly
by reviewers looking for recognizable journal names, may place
inappropriate pressure on scientists to focus on strategies that
increase research notoriety rather than quality, which can have
wider implications [19,20].

After receiving feedback from several stakeholders [21,22], we
developed a new version of SciScore, an automated natural
language processing tool suite that detects transparency criteria
and research resources within individual papers. In conjunction
with this, we linked published manuscripts with their
disambiguated research institutions. Here, we introduce the
latest version of the RTI, version 2.0, which represents the mean
SciScore over a subset of papers and demonstrates how it can
be used to assess reporting transparency within research
institutions. The fact that the MacLeod laboratory is endeavoring
to register a report assessing institutions on similar metrics
(MacLeod personal communication) suggests the importance
of assessing based on quality rather than citations alone.

Objectives
The overall aim of this study was to establish a scientific
reporting quality metric across institutions and countries and to
highlight the need for high-quality reporting to ensure
replicability within biomedicine, using manuscripts from the
PubMed Central Open Access Initiative and the Reproducibility
Project: Cancer Biology [6].

Methods

Individual Manuscript Processing

Overview
Individual manuscripts were processed using the latest version
of SciScore (research resource identifier [RRID]: SCR_016251).
SciScore uses multiple conditional random field (CRF)-based
models [23] in combination with regular expression patterns
for named entity recognition. For more information on the core
features used within CRF models, please see our previous work
on the Resource Disambiguator for the Web, which used the
same framework [24]. SciScore classifiers currently recognize
27 entity types. New entity types include field sample permits,
general euthanasia statements, inclusion and exclusion criteria,
attrition, general replication statements, number of replications,
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type of replication, age, weight, code availability, data
availability, and statistical tests. Table S1 in Multimedia
Appendix 1 provides a full list of entity types and their
descriptions.

Classifiers were validated using precision, recall, and their
harmonic mean (F1). Their initial performances were calculated
using 10 random splits of the human-curated data, where 90%
was used for training and 10% for testing; each performance
score was the average of all 10 training trials. Classifier
performances are listed by entity type in Table S2 in Multimedia
Appendix 2. The study by Menke et al [14] provides the full
description of how the data sets were labeled and how the
classifiers were trained and tested. In addition to its CRF-based
classifiers, SciScore has begun to implement regular expressions
for detecting protocols, data, and code identifiers. Regular
expression pattern sets were initially adapted from the identifier
patterns listed by [25] (RRID: SCR_003735). These sets were
then adjusted and supplemented accordingly. These patterns
are listed in Multimedia Appendix 3.

In addition, enhanced table detection and tabular data extraction
within SciScore were performed using neural network models.
More specifically, table and section header boundary detection
and subsequent table row detection in the provided free text
were performed with feedforward neural networks using a
sliding context window approach.

New Criteria and Scoring Framework

Of the new criteria added (ie, field sample permits, general
euthanasia statements, euthanasia agents, inclusion and
exclusion criteria, attrition, general replication statements,
number of replications, type of replication, age, weight, protocol
identifiers, code availability, code identifiers, data availability,
data identifiers, and statistical tests), the vast majority have been
implemented in RTI, version 2.0. When creating the manually
checked data sets, we grouped euthanasia and euthanasia agents
to align with the output of the automated pipeline. Some criteria
presented in SciScore’s output, namely oligonucleotides and
statistical tests, were also omitted in terms of scoring, where
we continued to refine their natural language processing
algorithms.

The scoring framework was previously described in our study
using RTI, version 1.0 [14]. To summarize the key findings,

research papers were scored on a 10-point scale, where a
maximum of 5 points was derived from the manuscript’s rigor
adherence and another 5 points from its key resource
identification performance. A comparison of the total number
of identified criteria with the total number of expected criteria
provided the rigor adherence score. Please note that currently,
code availability, data availability, and the various identifiers
(protocol, code, and data) do not yet affect scoring (ie, they do
not contribute to found or expected tallies). This will be
addressed in future studies.

Following a similar found-to-expected scoring system, key
resource identification performance is calculated by comparing
the number of uniquely identifiable resources found (ie, those
with RRIDs or RRID suggestions) to the total number of
resources detected. If no resources or criteria were found or if
the only criteria found does not impact scoring (code
availability, data availability, protocol identifiers, code
identifiers, data identifiers, statistical tests, and
oligonucleotides), then the paper was scored as a 0 and was
considered not applicable. Papers with a score of 0 were
excluded from the data set because there was no way to
determine if scoring was appropriate.

Other than the addition of new criteria, the only key scoring
change between RTI, version 1.0, and RTI, version 2.0, was the
inclusion of more conditional scoring logic within the rigor
adherence section. In RTI, version 1.0, the only conditional
scoring logic being implemented involved cell line
authentication, which was only expected when a cell line was
detected in the manuscript. In RTI, version 2.0, an additional
scoring logic was included. This logic is outlined in Table 1.
As an example, if a criterion was found in the ethics-1 grouping
(IACUC, IRB, or consent), the model would expect at least one
of the group selection criteria (inclusion and exclusion criteria
or attrition), sex, at least one of the demographic criteria (age
or weight), randomization, blinding, and power analysis. If a
manuscript contained an IACUC and age but no other criteria,
the model would detect 2 out of 6 expected criteria, which
translates roughly to a 2 out of a maximum 5 points for this
section. As another example, if euthanasia was detected, we
would expect Institutional Animal Care and Use Committee,
Institutional Review Board, or consent.
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Table 1. Conditional scoring groupings and logic for rigor adherence section.

This grouping is expected when what
is detected?

If this grouping is detected, what is
expected?

Criteria includedGrouping

EuthanasiaGroup selection, sex, demographics,
random, blinding, and power

Institutional Animal Care and Use
Committee, Institutional Review Board,
and consent

Ethics-1

Never expectedRandom, blinding, and powerField sample permitEthics-2

Never expectedEthics-1, group selection, sex, demo-
graphics, random, blinding, and power

Euthanasia statement and euthanasia
agent

Euthanasia

Ethics-1 and euthanasiaRandom, blinding, and powerInclusion and exclusion criteria and at-
trition

Group selection

Ethics-1, euthanasia, and demograph-
ics

Random, blinding, and powerSexSex

Ethics-1 and euthanasiaSex, random, blinding, and powerAge and weightDemographics

Always expectedBlinding and powerRandomRandom

Always expectedRandom and powerBlindingBlinding

Always expectedRandom and blindingPower analysisPower

Never expectedRandom, blinding, and powerReplication statement, number of
replications, and type of replication

Replication

Cell linesSex, random, blinding, and powerCell line authentication and cell line
contamination

Cell line authentication

Never expected; do not affect scoreNever expected; do not affect scoreData availability, data identifiers, code
availability, code identifiers, and proto-
col identifiers

Methods and materials

availabilitya

Never expectedCell line authenticationCell linesCell lines

Never expected; only affects resource
transparency score

Never expected; only affects resource
transparency score

Antibodies, organisms, plasmids, and
tools

Other resourcesb

Never expected; does not affect either
score

Never expected; does not affect either
score

Oligonucleotides, statistical tests, and
incorrect research resource identifiers

Miscellaneousa

aRow indicates criteria that do not affect any score.
bRow indicates criteria that do not affect the rigor adherence score, only the resource transparency score.

Validation

Although some entity types have been previously tested (cell
lines in the study by Babic et al [26] and multiple types in the
study by Menke et al [14]), other entity types and regular
expression patterns have not yet been thoroughly validated on
complete articles outside of training sets. To remedy this, we
tested the performance of our models using 423 papers that were
previously selected at random for manual curation during testing
using RTI, version 1.0. Originally, 2 sets of 250 papers were
randomly selected based on their score during the first run in
November 2019 (SciScore>0: 250 papers; SciScore=0: 250
papers). We used these hand-curated papers as the gold standard
to retest performance during testing by RTI, version 2.0, to
ensure that not applicable papers were out of scope and to
analyze performance on scored papers. Consistent with our
previous methods, if both the curator and the classifier agreed
regarding the presence or absence of an entity type, then we
assumed that the answer was correct and looked no further.
Disagreements, in contrast, were classified as false negatives
or false positives, with the assumption that the curator is always
correct. False negatives occurred when the classifier noted an
entity type as missing when it was really present. False positives

occurred when the classifier incorrectly noted an entity type as
being present when it was missing.

For testing not applicable papers (SciScore=0), a curator (NA)
went through 232 the previously not applicable papers to
determine whether each paper was still expected to be scored
as a 0 even after the addition of new entity types. From the
original 250 papers, 18 (7.2%) papers were removed because
they were previously determined to have either no clear methods
section (highly theoretical papers, editorials, etc) or contained
only supplemental PDFs, which are effectively invisible to our
models [14]. Of these 232 papers, 173 (74.6%) were hand scored
as 0 and represented papers we expected to still be not
applicable. We compared each classifier’s output against our
curator’s for these 173 papers. A total of 87.9% (152/173) of
the papers scored as expected (SciScore=0), and 12.1% (21/173)
of the papers contained false positives across the various entity
types. Entity types with multiple false positives included attrition
(7/21, 33%), randomization (4/21, 19%), field sample permit
(3/21, 14%), software tools (3/21, 14%), weight (3/21, 14%),
and age (2/21, 10%).

For testing the scored papers, another set containing 250 papers
(SciScore >0) was hand curated without exception. Hand-curated

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37324 | p.703https://www.jmir.org/2022/6/e37324
(page number not for citation purposes)

Menke et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


data from our first run were supplemented with data for our new
criteria, except for statistical tests, which were not tracked
(similar to oligonucleotides and plasmids). In all, 2 curators
(NA and JM) went through these papers and were blinded to
our models’ outputs (50 papers for NA and 200 papers for JM).
This information was again compared with our classifiers’
performances; the results of this analysis are shown in Table 2.
All entity types had curator-classifier agreement rates >80%;
many were >90%. As in our previous analysis, the overall

agreement represents the additive probability for instances where
multiple resources were mentioned. In all the cases, the
agreement rate was measured above the raw classifier F1 rate.

Overall, there was no significant decline in performance across
the criteria featured in either version; any difference in scoring
resulted from the addition of new training data or enhanced
conditional scoring. As a result of these analyses, we did not
seek to further tune the parameters.

Table 2. Rates of false negatives, false positives, and overall agreement based on manual analysis of 250 scored papers (SciScore >0) from our data
set.

Overall agreementFalse negativesFalse positivesEntity type

Size and rate, (agreed, n) (%)Size and rate, n (%)Size and rate, n (%)

Rigor criteria

225 (90)11 (4.4)14 (5.6)Institutional review board statement

238 (95.2)11 (4.4)1 (0.4)Consent statement

231 (92.4)17 (6.8)2 (0.8)Institutional animal care and use committee
statement

231 (92.4)0 (0)19 (7.6)Field sample permit

237 (94.8)7 (2.8)6 (2.4)Euthanasia

223 (89.2)17 (6.8)10 (4)Inclusion and exclusion criteria

208 (83.2)7 (2.8)35 (14)Attrition

247 (98.8)3 (1.2)0 (0)Type of replication

217 (86.8)16 (6.4)17 (6.8)Number of replications

221 (88.4)16 (6.4)13 (5.2)General replication

226 (90.4)4 (1.6)20 (8)Randomization of participants into groups

240 (96)5 (2)5 (2)Blinding of investigator or analysis

234 (93.6)4 (1.6)12 (4.8)Power analysis for group size

223 (89.2)21 (8.4)6 (2.4)Sex as a biological variable

201 (80.4)44 (17.6)5 (2)Age

222 (88.8)22 (8.8)6 (2.4)Weight

234 (93.6)1 (0.4)15 (6)Cell line authentication

250 (100)0 (0)0 (0)Cell line contamination check

245 (98)2 (0.8)3 (1.2)Protocol identifiers

245 (98)1 (0.4)4 (1.6)Code availability

248 (99.2)2 (0.8)0 (0)Code identifiers

226 (90.4)0 (0)24 (9.6)Data availability

220 (88)3 (1.2)27 (10.8)Data identifiers

Key biological resources

243 (97.2)5 (2)2 (0.8)Antibody

240 (96)7 (2.8)3 (1.2)Organism

240 (96)4 (1.6)6 (2.4)Cell line

204 (81.6)38 (15.2)8 (3.2)Software project and tools
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Text Mining the Open Access Subset of PubMed
Central

Overview
We downloaded and processed all PubMed Central (PMC;
RRID: SCR_004166) articles whose full text was available in
the PMC Open Archives Initiative (OAI) data set starting April
2021 (processing took approximately 2 months). The PMC-OAI
data set was initially downloaded as multiple directories (1 per
journal), containing articles available for text mining. These
directories were consolidated into 4 shards (or parts), depending
on the number of manuscripts available within each journal.
Each shard was then processed using the proposed models.
Consistent with our previous RTI study, abstract-only articles
and articles without methods sections were excluded [14].
Similarly, articles only available as PDFs were not included
within the open access (OA) subset, and, as such, were excluded
from our analysis. We included data from journals, institutions,
and countries that had published >10 papers per year. This
information is available in the Multimedia Appendix 4. We
limited our analyses to journals, institutions, and countries that
had published >10 papers per category, such as year, if the data
were only differentiated by year (eg, all by country vs all by
country by year). We obtained data from 2,153,877 manuscripts
representing 9398 journals, 37,648 research institutions, and
200 countries (based on research institution metadata in the
Research Organization Registry [ROR]).

Deduplication and Disambiguation of Research
Institutions
We sought to disambiguate the authors’ affiliation strings using
the standardized set of institutions listed in the ROR [27]. ROR
provides unique identifiers and metadata for many institutions
worldwide.

The ROR has developed an application programming interface
(API) to search for and retrieve information from its registry.
It is able to make a best guess at the institution identifier given
an input affiliation string using a combination of substring
searches, fuzzy word comparisons, and hard-coded heuristics.
Although their API is offered as a web service, initial tests raised
concerns of rate-limiting and slow response times for a large
volume of requests. However, a developer version was obtained
from the ROR [28], which allowed us to run an API instance
on a local machine and avoid network concerns. We used the
API end point organizations?affiliation= for disambiguating

affiliation strings. For each query, a confidence score was
provided along with a binary match or no match field. Almost
all queries returned a best guess institution from the ROR,
although the API did not declare confidence for all queries. We
recorded all guesses in our database, whether the API was
confident, the confidence using the chosen field of the API
response, and the time that the API took on our local machine.

We also developed our own tool for disambiguating affiliations
(available on GitHub [29]). We used a regular expression
(Figure 1) to extract an institution’s name from each affiliation
string. Affiliation strings were split on all semicolons, regardless
of length, to capture cases in which multiple affiliations were
present in a single string. In these cases, a single paper could
be included in the counts of multiple institutions (eg, UCSD;
UCLA) where each institution’s paper count would each increase
by 1 or be counted multiple times by a single institution (eg,
Department of Computer Science, UCSD; Department of
Biological Sciences, UCSD) where the paper would be included
twice in UCSD’s count. ROR data were loaded onto a
PostgreSQL instance, and institution names were stored in a
tsvector column for fast lookup of the regular
expression-extracted institution name. The workflow is
illustrated in Figure 1.

To compare the performance of our tool with that of ROR’s, 2
curators (JM and PE) matched 200 affiliation strings from a
simple random sample of all affiliations from our PMC set (100
per curator) to institutions contained within the ROR database.
For cases in which curators could not locate a matching ROR
institution, the affiliation string was left blank. A total of 186
strings were matched to ROR institutions. The accuracy was
calculated for each tool. Accuracy was defined as the percentage
of institutions in which the result of the tool was equal to the
result from the hand-curated set. Only when the tool and
hand-curated set agreed exactly (ie, either both reported no
matching ROR IDs or both reported the exact same ROR ID)
was an accurate match declared. Calculations were performed
for 2 cases: high confidence matches only and all matches (high
and low confidence). The results of this comparison are shown
in Table 3.

As shown in Table 3, both algorithms performed similarly in
terms of accuracy. Our in-house tool’s speed greatly
differentiated itself from ROR’s. As a result of this analysis,
we elected to use our in-house tool over ROR’s for institutional
disambiguation.
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Figure 1. Disambiguation of affiliation strings workflow. ROR: Research Organization Registry; regexA: exact regular expression.

Table 3. Affiliation to institution matching: in-house tool compared with the Research Organization Registry (ROR) application programming interface
and a human-curated set of 200 affiliations.

AccuracyTime per affiliation (ms)Confidence

RORIn-houseRORIn-house

0.66660.5323400.901.759High only

0.70430.7043400.909.745High and low

Department Identification and Grouping
To account for differing reporting standards and expectations
across fields, we sought to measure how semantically similar
papers are. Specifically, we used abstract similarity measures
to group departments of major UK research institutions, so we
could compare departments to their analogs at other institutions.

All affiliation strings that contained the strings United Kingdom,
Scotland, Wales, or England were included. The following regex
was used for extracting department names from the affiliation
strings:

[^^, ]*(?:depar tment |centre |center | sect ion |divis ion |
institute|institution|program|school|museum|group)[^,]*

Unwanted characters at the beginning of each affiliation string
were removed according to the regex ^[^A-Z]*, and the

surrounding whitespace was stripped. All affiliation data along
with corresponding PubMed Identifiers were stored in a
PostgreSQL table.

For judging semantic similarity across papers, we used the
averaged word vectors (normalized by L2) of the abstracts.
First, abstracts were extracted from the PMC XML data dumps
(all data available before December 12, 2020), excluding articles
with a publication type of Comment, Published Erratum, Review,
or Preprint. Abstract text was stored in the PostgreSQL table
along with the PubMed Identifier. Then, a random sample of
1% of all abstracts in the database was used to train fastText
[30] word embeddings with default hyperparameters and
dimensionality of 300. Then, for each abstract in the table,
fastText’s getSentenceVector function was used to determine
the averaged L2 normalized word vector for each abstract, and
the result was stored as a vector in the PostgreSQL table.
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To cluster departments based on this similarity measure, we
first found the average abstract vector for departments with
>200 papers. This was a simple mean of all abstract vectors
with an identical department name, previously described, and
top-level institution as determined by our in-house
disambiguator. Then, using t-SNE as implemented by
scikit-learn ([31]; RRID: SCR_002577) with a perplexity of 7,
we reduced 300 dimensions to 2 so that similarities between
departments could be visualized. Finally, we used scikit-learn
k-means clustering on the reduced data to identify 10 clusters
of similar departments. To compare the RTIs across departments
in each cluster, we found the RTIs across all papers in a given
department and ranked departments based on the RTIs within
each cluster.

Statistics
Journals, institutions, and countries were only included in our
analyses if more than 10 papers were scored per year unless
stated otherwise.

For SciScore named entity classifiers and disambiguation
algorithms, we used the standard measures to quantify
performance: recall (R), precision (P), and the harmonic mean
of R and P (F1). These values were determined using the
following formulas:

(1)

(2)

(3)

False negatives are criteria that were missed by our models but
were labeled by a human curator and false positives were
incorrectly identified as an entity by our models.

The partial correlation coefficient was calculated using
Spearman rank-order correlation coefficient using the following
equation:

(4)

where YABC is the correlation between A and B adjusted for C.

Ethics Approval
We did not obtain institutional review board approval to conduct
this study, as we did not use any human or animal participants,
thus making this study exempt.

Results

Overview
Using our institutional disambiguation model, we obtained data
from 2,153,877 articles from 9398 unique journals representing
37,648 institutions across 200 countries. Of these articles,
1,971,824 (91.55%) contained rigor and transparency criteria

(SciScore>0; RTI 3.99). The remaining 182,053 (8.45%) articles
contained no mention of such criteria (SciScore=0; not
applicable). As a result, we did not include these articles in our
primary analyses; they did not contain a methods section or
were out of scope [14]. We were able to confidently match
1,947,966 articles to 37,067 distinct institutions across 200
countries, where SciScore>0. The RTI data are available in
Multimedia Appendix 5.

Criteria Trends Over Time
We determined the proportion of papers that addressed
individual rigor criteria within the PMC-OAI subset. Data for
RTI, version 1.0, represent PMC-OAI manuscripts published
between 1997 and 2019. RTI, version 2.0, data are from the
PMC-OAI manuscripts published between 1997 and 2020. Both
the metrics steadily rise over time, although there is relatively
little difference between RTI, version 1.0, and RTI, version 2.0,
in terms of their RTIs. As shown in Figure 2, RTI has steadily
increased over the last two decades, showing improved levels
of transparency within machine-accessible PMC manuscripts.
Out of the rigor criteria shown in Figure 3, author addressment
of randomization increased the most between 1997 and 2020
(12% to 31%). Blinding (3% to 9%), power analysis (1% to
8%), and replication addressment (24% to 27%), all improved
over this timeframe as well. Even at their maximum, blinding
and power analysis were addressed in <10% of the studies.
Replication addressment represents the percentage of papers
that mention replication, number of replications, or type of
replication. Figure 4 shows the data, code, and protocol presence
across all the papers, regardless of score. Here, we considered
a paper to address data presence if the paper had a data
availability statement (eg, all data used within this study is
available in the supplementary methods or data is available
upon request) or a data identifier (ie, common accession number
patterns in data repositories). Code accessibility was determined
in a similar manner. We note that this is a conservative estimate
of data and code accessibility, as we only checked the methods
and materials sections, and some journals place these in a section
completely separate from the materials and methods, whereas
others use the references section. In addition, we were unable
to check if identifiers actually exist owing to slow resolver
resolution or if data or code is actually present in the
supplementary files. Data addressment (5% to 17%), code
addressment (0% to 3%), and the number of protocols cited (0
to 946 papers), all increased between 1997 and 2020.

In Figure 5, when looking at criteria commonly associated with
cell line reporting standards (sex, cell line authentication, and
contamination), we limited our analysis to papers containing at
least one cell line and no IRB or IACUC, as detected by our
models. As shown, the number of papers using cell lines
continues to grow (470 to 21,854). Within this set, sex did not
improve (14% to 13%), whereas the reporting of both cell line
authentication (6% to 8%) and contamination (1% to 8%)
increased but remained at relatively low levels. As shown in
Figure 6, studies containing at least one organism were used to
inform our analysis of the organism’s demographic reporting
rates. Reporting rates for sex (40% to 65%), age (31% to 54%),
and weight (3% to 15%) improved steadily across the board.
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Figure 2. Average score for Rigor and Transparency Index (RTI), version 1.0 (1997-2019) and version 2.0 (1997-2020). PubMed Central- Open
Archives Initiative steadily increases over time. Differences between versions are negligible.

Figure 3. Proportion of papers addressing various bias limiting criteria (ie, blinding, randomization, power, and replication) across all scored papers
(1997-2020).

Figure 4. Data, code, and protocol addressment across all papers (1997-2020).
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Figure 5. Data shown from 1997 to 2020. Left axis shows the percentage of papers containing cell lines that authenticate, check cells for contamination,
and include sex. Right axis shows the number of papers using cell lines each year.

Figure 6. Data from 1997 to 2020. Percentage of papers describing demographic information (sex, age, or weight) that contain at least one transgenic
organism.

Criteria Across Journals, Research Institutions, and
Countries
Among the journals with >10 papers scored in 2020, the top
performer in RTI was the Journal of Neurochemistry (RTI 6.24).
Of the journals with >1000 papers scored in 2020, a total of 2
journals were tied for the lead in RTI, medicine, and nutrients
(RTI 5.02). For reference, the RTI across all the papers scored
in 2020 was 4.13. Further information on journal performance
and journal performance by year is available in Multimedia
Appendix 5.

The data in Figure 7 represent 186,045 OA papers published in
2020. The 2 countries with the greatest number of institutions,
represented in Figure 7, were China (8/25, 32%) and the United
States (5/25, 20%). Many other countries had either 1 or 2
institutions represented. Among individual institutions, Capital
Medical University (n=10,125) had the highest RTI (4.75).

We were able to successfully match our institutional data (for
institutions with ≥100 papers in 2013) to the names of 110
institutions listed in the data set used by Lepori et al [32] in
2019 to compare university revenues with their publication and
citation counts. For the 110 matched institutions, Table 4 shows
the correlation calculations between the 3 variables (all from
2013): total number of academic staffs, current total revenue,
and RTI. As expected, there was a positive correlation (0.62)
between the total number of academic staff and the current total
revenue, which makes sense—as staff grows, so do costs. We
also performed a partial correlation analysis between the total
revenue and RTI, correcting for the total number of academic
staffs. This shows that there is a weak negative relationship
between an institution’s total revenue and its RTI, although the
correlation coefficient (−0.12) suggests that this is not
significant. Correlation values were calculated using Spearman
rank-order correlation coefficient.
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Figure 7. Analysis of Rigor and Transparency Index (RTI) across research institutions in 2020. The left axis represents the RTI. The 50 institutions
with the most papers published in 2020 were ranked according to their RTI. The 25 institutions with the highest RTI are shown.

Table 4. Spearman rank-order correlation coefficient calculations between the number of academic staffs, the total revenue, and Rigor and Transparency

Index (RTI).a The partial correlation coefficient between revenue and RTI was calculated to be -0.1154.

RTICurrent total revenueTotal academic staff

N/AN/Ab1Total academic staff

N/A10.6208Total current revenue

1−0.1648−0.1209RTI

aData from 2013. A partial correlation was calculated between total revenue and RTI correcting for the number of academic staffs.
bN/A: not applicable.

Department Identification and Grouping
Institutional departments should be compared directly to
meaningfully compare institutions at more granular levels, as
reporting requirements and standards vary across fields.
Therefore, we advise against interfield comparisons for this
reason. We grouped the largest 80 UK departments by paper
count, using the semantic similarities of their abstracts.
Following the procedure described in Section 2.2, we computed
a t-distributed stochastic neighbor embedding intraplate of
abstract vectors across departments and then performed k-means
clustering to generate discrete clusters. We visualized each
department’s RTI to allow intracluster comparisons (Figure 8).
As shown in Figure 8, there are large differences between the
RTIs of different fields; for example, the papers of chemistry
departments tend to have lower RTIs than psychiatry
departments. Therefore, such a clustering is necessary for a fair
departmental comparison. We note that departments with
alternative spelling are present in this data set, such as the
London School of Hygiene & Tropical Medicine and London
School of Hygiene [& OR and] Tropical Medicine. In this
analysis, we did not remove these duplicates; however, it is

perhaps a good validation that they tended to cluster together
and their scores were reasonably similar.

We visualized the RTI for countries with 100 or more scored
papers per year available in PMC-OAI between 2010 and 2020
(Multimedia Appendix 6). Each frame represents a different
year, where blue represents relatively high scores, and yellow
represents relatively low scores. Ethiopia was consistently one
of the best performing countries, leading all countries in RTI
in 9 out of the 11 years; Ethiopia achieved the highest country
average in 2020 (4.98; for reference, RTI in 2020 was 4.13).
Norway had the highest RTI papers published in 2010 and 2011.
None of the countries consistently had the lowest RTI. The
countries with the lowest average in multiple years were Russia
(2011, 2013, and 2018), Romania (2012 and 2014), and Ukraine
(2015-2017). In terms of volume, the United States and China
consistently published the most papers, with the United
Kingdom serving as a distant third.

A graphic with coloring scaled to a country’s RTI has been
shown over the last 10 years for countries with 100 or more
papers. Blue indicates relatively high average values. Yellow
indicates relatively low average values. This video is available
as an .mp4 file in Multimedia Appendix 6.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37324 | p.710https://www.jmir.org/2022/6/e37324
(page number not for citation purposes)

Menke et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 8. Clustering and Rigor and Transparency (RTI) ranking of the top 80 UK departments by paper count are shown. The t-distributed stochastic
neighbor embeddings of the semantic vector representation of each department’s average paper abstract is shown, with k-means clusters indicated by
coloring (left panel). Field names are shown for clusters with a single unifying theme among all departments. The labels were added by hand for
presentation purposes. We also show the average RTIs of each department (right panel).

Criteria for Replicating a Study
The Cancer Reproducibility Project, headed by the Center for
Open Science and Science Exchange, determined whether the
top 50 cancer papers could be reproduced [6]. For each study,
the project generated registered reports containing bulleted
descriptions of the experimental protocols, data analyses, and
replication study reports, which contained free-text descriptions
of methods and results from each replicated experiment. The
registered reports described their protocols step by step using
bullet points, and resources were often only mentioned in
reagent tables. Replication studies, in contrast, described both
protocols and reagents in paragraphs throughout the methods
sections. In addition, the registered reports seemed to focus
more on protocol-specific best practices rather than on reporting
best practices (eg, RRID use), which makes sense considering

that they intend to report the results later. We expect that these
differences largely contributed to the differences in scores
between the registered reports and the replication studies.

To test our assumption that RTI may serve as a reasonable proxy
for replicability, we compared the original studies, which often
lacked sufficient detail for performing replication without
contacting the original author, with the replicated studies. Figure
9 shows that the replicated reports (RTI 7.61, SD 0.78) were
indeed significantly higher (P<.001) than their originating
reports (RTI 3.39, SD 1.12). The scores of original papers that
had responsive authors (RTI 3.45, SD 1.06) and those that did
not have responsive authors (RTI 3.33, SD 1.06) were not
significantly different on a paired, equal variance t test with 1
tail (P=.33). The underlying data are provided in Multimedia
Appendix 4 [33].

Figure 9. Measured SciScores for Cancer Reproducibility Project papers. Original papers are in blue, registered reports are in orange, and replication
studies are in green. A smoothed density plot of scores is shown in solid color. The white dot represents the median score, the thick black line the
interquartile range (IQR), and the thin black line 1.5x IQR.
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Discussion

Principal Findings
In this study, we introduced the latest version of the RTI, that
is, RTI, version 2.0, a research reporting metric quantifying
research quality and reporting transparency. The RTI lists
journals, institutions, and countries with their composite scores
and inclusion rates for rigor adherence and resource
identifiability. We analyzed a significant number of manuscripts
within the OAI subset of PMC, providing an opportunity to see
general reporting trends within biomedicine and where we
generally fall short within scientific reporting. In addition, we
highlight the importance of high-quality reporting and
demonstrate RTI’s potential as a replication metric, using
manuscripts from the Reproducibility Project: Cancer Biology.
As with all generalized metrics, RTI is not perfect, and we do
not expect all papers to score a perfect 10. This paper received
a score of 7. As with any automated system, we cannot expect
to handle all the edge cases. We expect RTI to be generally
applicable to biomedical research. Other fields, for example,
chemistry and physics, may not fit as well [14]. Although many
of these less applicable papers are adequately handled as not
applicable or through our more general rigor criteria, false
positives do occur within automated systems. We are
continuously working to improve RTI’s generalizability through
additional criteria (eg, data or code availability) and enhanced
conditional scoring, where criteria are only factored in when
relevant. Our overall aim is not to have every paper score a 10
but rather to help stakeholders improve papers that would
otherwise score very poorly.

Technical Considerations
Unfortunately, the 2 primary limitations present in RTI, version
1.0, are still present in RTI, version 2.0. These issues can be
summarized as follows. First, the OA subset represents only a
fraction of the total biomedical literature and must therefore be
considered a biased subsample. Second, papers with
supplementary methods contained in PDFs are still unreadable
to our algorithms, resulting in loss of data. We recognize that
this is often due to constraints placed on the authors by the
journal. As such, we again implore journals to lift restrictions
that would limit the impact and reusability of a manuscript.
These limitations have been described in our previous work
[14].

Owing to the expanded abilities of SciScore, new considerations
arose as well. Of these considerations, one of these stemmed
from the addition of our data and code resolver, which attempts
to resolve identifiers, URLs, and digital object identifiers by
checking for their existence in external sources. To process
millions of articles in a timely manner, we were forced to place
a time restriction on the resolver. If the outside response time
was too slow (≥5 seconds), we failed to resolve it, negatively
affecting the reliability of our data. Therefore, we will not be
able to comment on the validity of the identifiers detected, as
we cannot differentiate between a slow outside resource and
one that does not exist. In addition, because we only searched
the materials and methods sections of the research manuscripts,
as defined by Journal Article Tag Suites XML tags, we lost data

only mentioned in other sections (eg, results). Anecdotally, this
is especially true of criteria such as attrition, which is often
mentioned in the results section and code or data availability
statements, which can be listed within their own section at the
end of manuscripts. We do report these but do not score these
items for this reason. We expect to emend these issues in future
versions of RTI.

SciScore’s ability to process tables also improved in RTI,
version 2.0, which had unintended side effects. Reagents were
often counted twice in papers that used reagent tables (eg, STAR
[structured, transparent, accessible reporting] methods) in
addition to describing the reagents in their methods sections.
In an extreme case, Hill et al [34] paper reported using 191
antibodies (listed in their STAR table), but SciScore identified
276 antibodies (identified from both the STAR table and the
methods section text). The tool was not able to determine that
the antibodies in the text and table were the same reagent for
approximately half of the time in this study. This points to the
need for continual improvement of artificial intelligence tools,
as improvement in some aspects can lead to unintended
consequences for others.

Analysis of Reporting Trends

Overview
After failing to replicate key findings in numerous scientific
manuscripts, researchers introduced a variety of standards,
guidelines, and checklists aimed at improving scientific
reporting and with it, scientific reproducibility [10,13,35]. These
guides appear to improve scientific reporting to some extent
(Figure 2), although this effect seems be context specific [36].
Although researchers should try to ensure that their own
manuscripts meet current best practices before submission,
enforcing these standards should not fall entirely on journal
staff. Researchers increasingly rely on multiple biological or
software tools (antibodies, cell lines, plasmids, etc); these tools
alone can have extremely complicated best practices, which
may not be well understood by all researchers [37-39]. As such,
authors, editors, and reviewers, especially in more general topic
journals, may struggle to know which best practices to enforce
and how to enforce them. In addition, 8% to 9% more papers
are produced every year [40], and the current rate is roughly 2
papers added to PubMed every minute. This means that the task
of spreading and checking best practices is difficult. Checklists
can help guide best practices, and enforcing these checklists
should lead to improved reporting standards [41], but given the
scale of publishing, the use of automatic checklist tools such as
SciScore and others, more focused tools such as Barzooka
(continuous data in bar graphs), JetFighter (color-blind
accessibility in visualizations), ODDPub (data and code
availability), and RipetaScore (authorship, ethics, and data or
code availability) [42-45], should help authors and reviewers
improve manuscripts and address common checklist items and
omissions consistently across many journals. In addition,
automatic checklist completion can only help speed up the
review process, which is a notoriously slow endeavor [46].
SciScore currently incorporates criteria from sources such as
the ARRIVE (animal research: reporting of in vivo experiments)
guidelines, the NIH standards, and the Materials Design,
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Analysis, and Reporting checklist [9,13,35]. Other automated
tools check for figure quality or the presence of limitations
statements in the discussion section, which is an important part
of several checklists. Additional checklist criteria (eg, PRISMA
[Preferred Reporting Items for Systematic Reviews and
Meta-Analyses]) should be added in future work, but automated
tools such as this should be used to improve the reporting quality
within the ever-growing literature. The RTI serves as a potential
way to track how often these standards are met across a variety
of stakeholders at various organizational levels.

Trends Across the General Literature
Experimental replication is a technique standardly used across
many different fields. Replication metadata are important to
report because readers need it to make accurate inferences about
the trustworthiness of an experiment [47]. In 2020, Frommlet
and Heinze [48] used meta-analysis to analyze 37 mouse
experiments published in Immunity for experimental replication
data. Although we did not replicate their exact study, our results
are comparable. We limited our analysis to manuscripts
containing a statement addressing IACUC approval and a Mice
Medical Subject Headings term in 2020. We analyzed a few
replication reporting criteria (the proportion of papers containing
an explicit replication statement, number of replications, or type
of replication). A major difference in our analyses is that
Frommlet and Heinze [48] determined the presence of
replication when the manuscript contained a figure indicating
data representative of multiple experiments or when an explicit
statement was made, whereas our classifier was trained
exclusively on explicit statements (eg, “experiments were
replicated in triplicate”). Of the manuscripts examined by them,
92% (34/37) contained some form of replication, whereas our
data showed a far more conservative rate of 44% (1736/3917).
In line with our data, Frommlet and Heinze observe that “the
exact number [of replications] is frequently not even specified”
and “in virtually all cases, [the replication information provided]
is insufficient” [48]. Although not directly comparable, our data
show that 42% of mouse research papers in 2020 mentioned a
number associated with the amount of independent replications
and only 6% explicitly mentioned the type of replication they
were performing (ie, technical or biological). Although different
in specifics, our results both indicate that replication metadata
are generally underreported (at least in mice experiments),
showing an easy source of potential improvement within
research reporting.

Replication is not the only factor that negatively affects research
reproducibility. Misidentified and contaminated cell lines
continue to be a significant problem, with reported use rates
varying between 10% and 50% [49-51]. Some reporting tools
such as RRIDs appear to have lessened the incidence rates of
problematic cell lines, as researchers are able to more easily
look at a specific cell line’s history [26], but there is still more
work to be done. The most direct solution is to properly
authenticate cell lines in the laboratory. Although different
methods are continuing to be developed, short tandem repeat
DNA profiling is currently most used [52-54]. However, this
process is both time-consuming and expensive [55]. On the
basis of our analysis of papers containing at least one cell line
from 1997 to 2020, the rates of authentication have increased

but are still low (6% to 8%). Similarly, the rate of contamination
checks increased from 1% to 8% across the same time frame
(Figure 5). In 2015, Nature reported that between 2013 and
2015, only 10% of authors submitting cell line–based papers
(n=60) reported authenticating their cell lines [56]. The
similarity in values indicates that cell line authentication is
severely underreported (and most likely underperformed) in a
large portion of biomedical literature. Nature’s solution was to
enhance its current submission policies to require authors to
provide further details on cell line testing. This is easier said
than done though. In 2010, the International Journal of Cancer
became the first journal to require cell line authentication
information [57]. Overall, this manual effort proved extremely
effective, as the number of problematic cell lines published
effectively went to 0 after implementation. This came at an
administrative cost, as 240 additional hours were required to
enforce these guidelines over the course of the 3-year study
[58]. Fortunately, much of the work listed (eg, checking the
manuscript and cell line–related data entry) can be automated.
On the basis of this, we recommend that journals implement
stringent cell line authentication requirements similar to those
of the International Journal of Cancer and make use of
automated tools to limit the administrative costs of best practice
enforcement. Future studies could compare journal
authentication and contamination rates against the specific
guidelines implemented by each journal to determine which
guidelines and enforcement strategies are most effective. Future
models could also differentiate between authentication methods
for more granular analysis.

Criteria Across Journals, Research Institutions, and
Countries
By directly linking institutions with their research manuscripts,
we created a way to track and rate an institution’s published
output. The latest version of the RTI, that is, RTI, version 2.0,
lists an institution's adherence to various reproducibility-related
criteria, as well as the identifiability of its research resources
(antibodies, organisms, plasmids, etc). The RTI lists the
composite scores for multiple entities (ie, journals, institutions,
and countries). On the basis of our analysis of the data obtained
from the study by Lepori et al [32], there is no strong correlation
(r=−0.12) between an institution’s RTI and its total revenue,
after correcting for the size of the university through the number
of academic staffs.

Although indicators such as global rank, funding, and even
citations may be, to some extent, richness measures [32,59],
the RTI is not. There is no significant correlation, which leads
us to believe that research quality is not entirely driven by
funding (or how rich a university or country is). Anecdotally,
we believe this is largely owing to a researcher’s knowledge of
best practices and the community’s ability to implement and
enforce them. The first condition may appear to be met as an
increasing number of journals implement best practice
submission guidelines and checklists, but this is only the first
step. These guidelines must be accessible and easily understood
if they are to be effectively used [36]. Once the first condition
is met, the second condition should follow more easily,
especially if aided by automated tooling. We hope that by
comparing research institutions based on the quality of their

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37324 | p.713https://www.jmir.org/2022/6/e37324
(page number not for citation purposes)

Menke et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


research outputs, they consider rigor and transparency more in
their decision-making with the ultimate goal being a shift from
publish or perish to rigor and reproducibility.

To further encourage this, we aimed to apply RTI comparisons
at the departmental level. Different fields can have drastically
different reporting requirements and standards, making more
granular comparisons far more tenuous. Nominal grouping alone
may not be sufficient, as department names may not fully
represent the breadth of a department or the nuances of the
different subfields within. To mitigate this, we clustered the top
80 UK departments based on the semantic similarity of their
abstracts. As shown, the generated clusters aligned remarkably
well with department names, despite being fed only semantic
abstract information (Figure 8). Not only do these clusters
quantitate differences across departments but they also provide
new information that cannot be obtained from name alone. For
instance, based on other departments within the same cluster,
it appears that the Department of Medicine at the University of
Oxford focuses on epidemiological or public health research,
whereas the Department of Medicine at the University of
Cambridge tends to publish cellular biology research. Using
our proposed clustering method, we can quantitate such nuanced
differences between departments, allowing a like-to-like
comparison of RTIs at the departmental level.

After adding both institution- and country-specific data (as well
as expanding the entity types detected), we believe that the
RTI’s ability to serve as a proxy for good rigor and transparency
practices has only been enhanced. Institutions and countries can
now more easily identify areas where they fall short in rigor
and reproducibility as well as monitor the impact of various
scientific policies. We hope that the RTI will continue to
highlight the importance of sound scientific practices.

Criteria for Replicating a Study
Although we scored >2 million papers across a range of fields,
it is difficult to assess whether a particular score has any
relevance to the ability of others to replicate a study. Using
work done by the Center for Open Science’s Reproducibility
Project: Cancer Biology [6], we were able to look at the scores
of all papers originally in their study (RTI 3.40, SD 0.95), which
researchers used to attempt to replicate the experiments.
According to Errington et al [6], none of the original manuscripts
contained sufficient detail to attempt to replicate the study, and
all required additional information from the authors. To begin
replication attempts, Errington et al [6] had to email the original
authors and were only able to replicate studies when the original
authors responded with additional details. This process is
unreliable and slow and results in the loss of a few experiments,
as some authors did not respond. Following this, Errington et
al [6] generated registered reports, documenting each protocol
in a step-by-step manner. After the review, replication reports
containing in-depth descriptions of their methods and results
were published. These reports were intentionally as rigorous
and transparent as possible, sharing all data and codes openly,
following resource-specific best practices, and ensuring that all
reagents were listed as transparently as possible. As a result,
they scored significantly higher (RTI 7.61, SD 0.78) than their
originating manuscripts (Figure 9). We assume that these
replication papers, where authors paid as much attention to
methodological detail as possible, are much more likely to be
replicable without additional correspondence. Although we
cannot simply describe all 2 papers as not replicable and all 8
papers as replicable, as numerous fields and their subsequent
best practices exist, we can state that higher scores are associated
with more methodological detail and as such are likely easier
to replicate. We encourage biomedicine authors to aim for high
scores by ensuring that their methods sections include as much
detail as possible.
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total number of entities tagged by our curators as either positive or negative and number of sentences, which represents the total
number of sentences containing positive and negative examples as well as some sentences without any entities used in both
training and testing.
[DOCX File , 25 KB - jmir_v24i6e37324_app2.docx ]

Multimedia Appendix 3
JSON file containing regular expression patterns used for protocol, data, and code identifiers.
[TXT File , 8 KB - jmir_v24i6e37324_app3.txt ]

Multimedia Appendix 4
Data underlying figures.
[XLSX File (Microsoft Excel File), 442 KB - jmir_v24i6e37324_app4.xlsx ]

Multimedia Appendix 5
Rigor and Transparency Index.
[XLSX File (Microsoft Excel File), 25249 KB - jmir_v24i6e37324_app5.xlsx ]

Multimedia Appendix 6
A graphic with coloring scaled to a country’s Rigor and Transparency Index shown over the last 10 years (2010-2020) for countries
with 100 or more papers. Blue shows relatively high averages. Yellow shows relatively low averages.
[MP4 File (MP4 Video), 209 KB - jmir_v24i6e37324_app6.mp4 ]
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Abstract

Background: Asthma and chronic obstructive pulmonary disease (COPD) affect millions of people worldwide. While medication
can control and improve disease symptoms, incorrect use of medication is a common problem. The eHealth intervention SARA
(Service Apothecary Respiratory Advice) aims to improve participants’ correct use of inhalation medication by providing
information and as-needed tailored follow-up support by a pharmacist.

Objective: The primary aim of this study was to investigate the effect of SARA on exacerbation rates in participants with asthma
and COPD. Secondary aims were to investigate its effects in terms of adherence to maintenance medication and antimycotic
treatment.

Methods: In this nonrandomized pre-post study, medication dispensing data from 382 Dutch community pharmacies were
included. Exacerbation rates were assessed with dispensed short-course oral corticosteroids. Medication adherence between new
and chronic users was assessed by calculating the proportion of days covered from dispensed inhalation maintenance medication.
Antimycotic treatment was investigated from dispensed oral antimycotics in participants who were also dispensed inhaled
corticosteroids (ICS). Outcomes were assessed 1 year before and 1 year after implementation of SARA and were compared
between SARA participants and control participants. More specifically, for exacerbation rates and medication adherence, a
difference score was calculated (ie, 1 year after SARA minus 1 year before SARA) and was subsequently compared between the
study groups with independent-samples t tests. For antimycotics, the relative number of participants who were dispensed
antimycotics was calculated and subsequently analyzed with a mixed-effects logistic regression.

Results: The study population comprised 9452 participants, of whom 2400 (25.39%) were SARA participants. The mean age
of the population was 60.8 (15.0) years, and approximately two-thirds (n=5677, 60.06%) were female. The results showed an
increase in mean exacerbation rates over time for both study groups (SARA: 0.05; control: 0.15). However, this increase in
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exacerbation rates was significantly lower for SARA participants (t9450=3.10, 95% CI 0.04-0.16; P=.002; Cohen d=0.06). Chronic
users of inhalation medication in both study groups showed an increase in mean medication adherence over time (SARA: 6.73;
control: 4.48); however, this increase was significantly higher for SARA participants (t5886=–2.74, 95% CI –3.86 to –0.84; P=.01;
Cohen d=–0.07). Among new users of inhalation medication, results showed no significant difference in medication adherence
between SARA and control participants in the year after implementation of SARA (t1434=–1.85, 95% CI –5.60 to 0.16; P=.06;
Cohen d=–0.10). Among ICS users, no significant differences between the study groups were found over time in terms of the
proportion of participants who were dispensed antimycotics (t5654=0.29, 95% CI –0.40 to 0.54; P=.76; Cohen d=0).

Conclusions: This study provides preliminary evidence that the SARA eHealth intervention might have the potential to decrease
exacerbation rates and improve medication adherence among patients with asthma and COPD.

(J Med Internet Res 2022;24(6):e32396)   doi:10.2196/32396

KEYWORDS

asthma; COPD; medication adherence; exacerbations; pharmacy; eHealth

Introduction

Asthma and chronic obstructive pulmonary disease (COPD)
are chronic respiratory diseases that affect millions of people
worldwide [1,2]. Asthma and COPD place a significant health
burden on patients and an economic burden on society [3-5].
Medication cannot cure these diseases but can reduce disease
symptoms and improve control, which, in turn, can positively
affect patients’quality of life [6-9]. Unfortunately, nonadherence
to maintenance medication is common in patients with asthma
and COPD. Indeed, adherence rates have been found to vary
from 22% to 78% [7]. Nonadherence can have detrimental
effects on clinical outcomes for individuals with asthma and
COPD. Notably, it could negatively affect lung function, disease
control, exacerbation rate, health-related quality of life, and
work productivity [6,7,10]. In addition, nonadherence has been
associated with higher health care use and costs [6,7].

Factors related to nonadherence to inhaled medication are
multifaceted and can include intentional nonadherence (eg,
concerns about side effects and complexity of medication
regime) and unintentional nonadherence (eg, experiencing
difficulties with how or when to use medication or lacking skills
to use inhaler devices) [7,9,11-15]. Regarding incorrect use of
the inhalers, Lavorini et al [12] systematically investigated the
use of dry powder inhalers by patients with asthma or COPD.
The results showed that between 4% and 94% of the patients
did not use their inhalers correctly, with exact rates depending
on the type of inhaler and the assessment method used. As such,
these patients need additional care to support correct medication
usage, and effective intervention strategies are required.

A variety of strategies have been investigated that aim to tackle
the problem of nonadherence. Training and education on correct
inhaler technique are considered crucial in combating
nonadherence [9] and in effectively managing one’s asthma or
COPD [16]. A Cochrane systematic review demonstrated the
efficacy of interventions intended to improve adherence to
inhaled corticosteroids (ICS) among patients with asthma [17].
Adherence education, electronic trackers or reminders, and
simplified regimens were found to improve adherence by 20%,
19%, and 4%, respectively [17]. Recently, a meta-analysis by
Jeminiwa et al [18] also showed a positive effect of eHealth
strategies on improving adherence to ICS among people with

asthma. However, according to the Cochrane systematic review,
clinical outcomes are often not improved with those
interventions [17].

In the Netherlands, the eHealth intervention SARA (Service
Apothecary Respiratory Advice; in Dutch, Service Apotheek
Raad en Advies) was developed to promote correct use of
inhalation medication for patients with asthma and COPD. The
goal of this self-management intervention is to reduce the burden
of lung disease and reduce exacerbations by stimulating correct
use and adherence of inhaler medication in patients with asthma
and COPD. SARA combines several interventions’components,
including education, self-management strategies, and as-needed
follow-up care by a pharmacist.

This study aimed to investigate the effectiveness of SARA in
participants with asthma and COPD by comparing pharmacy
dispensing data over time, that is, before and after the
implementation of SARA, as well as between SARA participants
and a control group. The primary aim of this study was to
investigate the effect of SARA on exacerbation rates. The
secondary aims were to investigate the effect of SARA on
medication adherence and antimycotic treatment.

Methods

The SARA eHealth Intervention
The SARA eHealth intervention was developed by the Service
Pharmacy organization. The Service Pharmacy organization
supports independent but affiliated community pharmacies (ie,
Service Pharmacies) in their day-to-day business operations to
provide high-quality pharmaceutical care and provide offline
and online communication. The Service Pharmacy organization
developed SARA to support and prepare pharmacies for the
second dispensing of inhalation medication. Pilot studies were
then conducted with SARA and its corresponding questionnaire.
Relevant input on how to improve the intervention was gathered
by conducting two focus group interviews with pharmacists as
well as patients with asthma and COPD, gaining insight into
their needs and preferences. Their input was used to improve
the intervention where possible.

SARA aims to improve the correct use of inhalation medication
by providing information and supporting knowledge about this
type of medication. SARA is an online platform that contains
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the following: (1) comprehensive information about inhalation
medication, its usage, and side effects; (2) inhalation instruction
videos; (3) informational videos about asthma and COPD; (4)
a pollen forecast; and (5) a questionnaire that is emailed to
individuals on the 15th day after starting SARA. A 7-item
questionnaire was developed by the Service Pharmacy
organization, assessing patients’ inhalation medication usage
and related experiences, concerns and doubts, difficulties, and
side effects (Multimedia Appendix 1). The questionnaire was
based on the national Dutch guideline for pharmaceutical patient
consultation, specifically regarding the second dispensing of
inhalation medication, which was in development at the time
[19]. This consultation guideline aims to support the community
pharmacist in providing patient-centered care during
pharmaceutical consultations provided by the pharmacist to the
patient. The seven drafted questions were discussed in a focus
group with pharmacists, and the feedback was subsequently
used to improve the questionnaire to maximize its reliability.
The outcomes of the questionnaires are automatically forwarded
to the corresponding pharmacy. Next, the pharmacist can
provide as-needed follow-up care in case any important issues
are encountered, such as experiencing one or more severe side
effects. The type and intensity of follow-up care can be tailored
to the identified patient needs and preferences and the
pharmacist’s resources. Pharmacists are trained to identify
patients’ individual needs before delivering additional support,
especially because SARA identifies those with extra needs. The
follow-up care can entail additional detailed inhalation
instructions or training (eg, when a patient experiences
difficulties inhaling), providing additional information on how
to properly use the medication (eg, when a patient reports not
knowing when to take the medication or whether one can use
the medication in combination with other medication), or
providing additional information on the importance of taking
the medication and its effects (eg, when a patient reports not
having taken the medication because of doubts about whether
it will work). The follow-up care can be offered through extra
pharmacy visits, extra house visits, telephone calls, or digital
communication tools, such as chats.

Design
This study entailed a nonrandomized pre-post study design.
Pharmacy dispensing data were used to compare patient-level
medication dispensing data over time (ie, the year before versus
after implementation of SARA, hereafter often referred to as
“over time”) and between groups (ie, SARA versus control
participants).

Ethical Considerations
No ethics approval was applied for because this study was
declared to not fall within the scope of the Dutch Medical
Research Involving Human Subjects Act by the Medical Ethics
Committee (MEC) of the Leiden University Medical Center
(MEC No. G20.030).

Participant Flow
From the beginning of 2017 onward, SARA has been
implemented in approximately 400 Service Pharmacies in the
Netherlands. Not all Service Pharmacies participated in SARA.

Some pharmacies could not participate in SARA because of
conflicting software programs, among other reasons. Other
pharmacies declined to participate in SARA due to personnel
problems, thereby resulting in not having the resources to
implement a different and new way of working.

In the participating pharmacies, individuals were offered SARA
during a pharmacy visit when collecting inhalation medication
for their asthma, COPD, bronchitis, or another indication. More
specifically, individuals were offered SARA when they were
dispensed medication for obstructive airway disease within the
R03 class of drug, according to the use of the Anatomical
Therapeutic Chemical (ATC) classification as developed by the
World Health Organization (WHO) [20]. The trigger for
pharmacists to invite a patient to participate in SARA was
dispensing of an R03 class of drug. However, pharmacists could
choose not to offer SARA to patients if they considered them
ineligible for participation in SARA, for example, those living
in a nursing home or those with very limited digital literacy
levels. When interested in SARA, participants were subsequently
enrolled in the intervention. Otherwise, they were asked to
indicate whether they were not interested in SARA at that
specific point in time or would never be interested. Patients’
choices were registered by the pharmacists in the pharmacy
dispensing database, as well as the date their choices were
registered, from here on referred to as the “registration date.”
If patients wanted to participate, they were enrolled by their
pharmacist in the SARA program, after which they were sent
a registration confirmation link and were able to start the
program accordingly. The process of registering patients’
choices in the database was sometimes delayed in daily practice,
with pharmacists conducting the formal registration in the
pharmacy dispensing database a while after the actual
dispensing. Patients who were interested and subsequently
agreed to participate in SARA were categorized as SARA
participants. Those who were not interested were categorized
as control participants. Additionally, patients who collected
their inhalation medication and who were never offered SARA
were categorized as control participants as well.

The index date was calculated using one of the following two
options: (1) if there was an R03-medication dispensing available
on the registration date, the registration date was defined as the
study index date, or (2) if there was no R03-medication
dispensing available on the registration date, the last dispensing
date before the registration date was defined as the study index
date. Subsequently, the index date was used to calculate the
specific period of analysis (ie, the year before as well as the
year after implementation of SARA) for each participant. More
specifically, the index date was coded as the starting date of the
year of analysis after the implementation of SARA. The exact
year of analysis before implementation of SARA was coded as
the year before the index date, not including the index date itself.
Figure 1 presents an example of the index date calculation using
option 2, in which case the registration date of the participant
was May 31, 2016. As no medication dispensing was available
for this date, the last dispensing date before the registration date
(ie, May 30, 2016) was taken as the index date. Subsequently,
May 30, 2016, was set as the starting date of the year after
implementation, whereas the year before implementation of
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SARA would cover the period up to and including May 29, 2016.

Figure 1. Operationalized analysis period for the year before the implementation of SARA. Step 1: the index date (ie, May 30, 2016) was used to
calculate the specific period of analysis (ie, the day before the index date = the end of the analysis period before the implementation of SARA). Step 2:
medication adherence scores were calculated based on the proportion of days covered with the "at least one" method. SARA: Service Apothecary
Respiratory Advice; in Dutch, Service Apotheek Raad en Advies.

Study Population
Medication dispensing data from January 2015 to September
2020, from 382 Service Pharmacies located in different regions
of the Netherlands, were obtained by information and
communications technology service provider NControl. Patients’
data in the NControl database are pseudonymized, meaning that
their data cannot be directly connected to the natural person (ie,
data subject) to whom they belong without the use of additional
information, which is kept separately, according to Article 4(5)
of the General Data Protection Regulation [21]. NControl
provided a selection of this pseudonymized data to the main
researchers of the Leiden University Medical Center, including
data on patient demographics (ie, year of birth and gender),
disease indication (ie, asthma, COPD, bronchitis, or other), the
name of the Service Pharmacy, and medication dispensing
records with detailed information on the type of the dispensed
medication, ATC codes, corresponding dispensing date, amount
dispensed, estimated covering days, and prescribed daily dosage.
These data were not attributable to specific data subjects; these
subjects were represented by personal identifier numbers that
could not be used to directly identify a natural person (ie, data
subject).

The study population consisted of individuals collecting R03
medication at one of the included 382 Service Pharmacies.
Eligibility criteria to be included in the analyses were as follows:
(1) patients aged 18 years or older at the time of their first
available dispensing date record, (2) patients registered as SARA
or control participants (ie, no missing data on SARA
participation status), and (3) the time between the index date

and the most recent R03-medication dispensing was a maximum
of 30 days. This third inclusion criterion was chosen because
SARA was always offered during a participant’s pharmacy visit
for collecting one’s R03 medication, and if the time between
this dispensing date and the registration date was more than 30
days, we considered it as a potential source of bias. We then
presumed that it indicated a significant delay in the pharmacists’
registration of SARA participation, which would result in
uncertainty about what period to operationalize as “before
implementation of SARA” and what period to operationalize
as “after implementation of SARA.” The fourth eligibility
criterion was that patients had to have a disease indication from
the pharmacy for asthma or COPD, excluding patients with
indications other than asthma or COPD. The fifth and final
eligibility criterion was that patients had to have at least one
medication dispensing record before starting the 2-year analysis
period and at least one record after, in order to ensure complete
and up-to-date dispensing data during the analysis period.
Besides the five eligibility criteria mentioned above, additional
outcome-specific eligibility criteria were in place for the
secondary outcomes of medication adherence and antimycotic
treatment (see the respective subsections in the Outcome
Measures section).

Outcome Measures

Exacerbation Rates
The primary outcome measure was the difference in
exacerbation rates over time (ie, before versus after
implementation of SARA) between SARA and control
participants. The medication dispensing data of short-course
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prednisone and prednisolone, hereafter referred to as prednisone,
were used to estimate exacerbation rates, as prednisone is
prescribed to inhibit the inflammation of exacerbations.
Prescriptions with ATC codes H02AB06 (prednisolone) and
H02AB07 (prednisone) were used to estimate exacerbation
rates. The medication dispensing records were categorized as
exacerbations based on the Dutch College of General
Practitioners’ guidelines for asthma and COPD [22,23], that is,
in the case of a dispensing record reflecting a daily dosage of
30 or 40 mg of prednisone for a minimum of 5 days and a
maximum of 14 days. The mean number of exacerbations in
the year before and after implementation of SARA was summed
into a mean total score of exacerbations for each of these
analysis periods.

Medication Adherence
One of the secondary outcomes was the difference in medication
adherence over time between SARA and control participants.
In addition to the general eligibility criteria as mentioned in the
Study Population section, another inclusion criterion was
formulated for this outcome measure. Participants needed to
have at least three dispensing records of R03 medication during
the 2-year analysis period in order to exclude fully nonadherent
participants and validate the method of calculating medication
adherence. In this way, participants with early cessation were
excluded from the calculation, and only patients who were
pharmacologically treated were included in the analyses.

The WHO definition of adherence was used to operationalize
medication adherence, that is, the extent to which a person’s
behavior corresponds with the agreed-upon recommendations
from a health care provider [15]. Studying medication adherence
using medication dispensing records of pharmacies is a common
method for assessing adherence [24]. Relevant groups of
inhalation medication according to the WHO ATC classification
included R03 medication, that is, medication for obstructive
airway diseases [25]. All medication dispensings of the
maintenance R03 medications represented by the following
codes were included in the database: R03BA01, R03BA02,
R03BA05, R03BA08, R03AK06, R03AK07, R03AK08,
R03AK10, R03AK11, R03AL03, R03AL04, R03AL05,
R03AL08, R03AL09, R03AC18, R03AC13, R03AC12,
R03BB04, R03BB05, R03BB06, and R03BB07. These included
ICS, long-acting beta agonists, long-acting muscarinic
antagonists, and fixed-dose combinations. Nebulizers were
excluded from the analyses.

Medication adherence was operationalized as the proportion of
days covered (PDC). The PDC is the preferred method for
calculating adherence at a population level and has been
operationalized by the Pharmacy Quality Alliance [26]. In this
study, the PDC was defined as the ratio of the number of days
that a patient had medication available for at least one type of
R03 medication during exactly 1 analysis year (ie, before and
after the implementation of SARA, respectively) to the total
number of days that the patient was dispensed the medication
during that same period (ie, estimated covering days of the

medication). Hence, the PDC reflected the proportion of days
that the individual had at least one type of R03 medication
available during the corresponding year of analysis.

More specifically, the “at least one” method was applied, which
is a standardized method for measuring concurrent adherence
to multiple related medications, in this case, the broad class of
R03 medications. When the estimated coverage period of
dispensed R03 medication did not precisely cover all 365 days
of the 1-year analysis period, the data from the first available
R03-medication dispensing record before or after the analysis
period, respectively (ie, depending on whether it concerned the
analysis period before or after implementation of SARA), was
used to determine the coverage of days belonging to the analysis
period. Two assumptions were made in this process: (1)
participants would only come to collect R03 inhalation
medication once they finished their previously collected
medication; in this way, the stock was not taken into account,
and (2) participants would fully adhere to the prescribed dosage
from the dispensing date onward until the end of the prescribed
covering days. The above-mentioned methods and flow of this
calculation of the PDC is presented in Figure 1.

Looking at Figure 1, a patient’s analysis period before
implementation of SARA started on May 30, 2015, but no
medication dispensing was available for this date. The last
dispensing before the start of this analysis period was on May
20, 2015, with an estimated coverage of 15 days, that is, the
period of May 20 to June 3, 2015. The period from June 4, 2015,
onward to the day before the next medication dispensing on
June 18, 2015 (ie, the period from June 4 up to and including
June 17, 2015), would be coded as “not covered.” Similarly,
looking at Figure 2, for example, a patient’s analysis period
after implementation of SARA ended on May 30, 2017, and the
last available dispensing record concerned a dispensing of R03
medication on April 15, 2017, with an estimated coverage of
15 days. This last dispensing thus covered the period from April
15 to 29, 2017. No records of dispensing data were available
for the period from April 30 to May 30, 2017; hence, this period
was coded as “not covered.” Medication adherence scores could
range from 0 to 100, where 100 would reflect all 365 days of
the analysis year being covered.

As it is commonly a cutoff point for good adherence, the PDC
of 0.8 was used [26,27]. If it could not be determined whether
or not a patient was covered by medication for a specific day
of the year, a PDC could not be calculated; this would be
considered a missing value.

The analyses were performed separately for new users and
chronic users of R03 medication because different behaviors
were expected for these two groups [28]. New users refer to
participants starting with inhalation medication, operationalized
as zero R03 dispensing records in the year before the index date.
Chronic users refer to those already using R03 medication,
operationalized as having at least one R03 dispensing record in
the year before the index date.
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Figure 2. Operationalized analysis period for the year after the implementation of SARA. Step 1: the index date (ie, May 30, 2016) was used to calculate
the specific period of analysis (ie, index date = the start of the analysis period after the implementation of SARA). Step 2: medication adherence scores
were calculated based on the proportion of days covered with the "at least one" method. SARA: Service Apothecary Respiratory Advice; in Dutch,
Service Apotheek Raad en Advies.

Antimycotic Treatment
Antimycotic treatment was operationalized as the difference
over time in dispensed antimycotics between the SARA and
control participants. The prevalence of oral candidiasis,
potentially associated with ICS use, was estimated based on
dispensing data of antimycotics in the subpopulation of
participants who were dispensed ICS during the analysis period.
Therefore, an additional inclusion criterion was formulated:
participants needed to have at least one medication dispensing
record of ICS (ie, ATC code R03BA01, R03BA02, R03BA05,
or R03BA08) during the analysis period. If a participant was
dispensed antimycotics (ie, ATC code J02AC01 [fluconazole],
J02AC02 [itraconazole], A07AA02 [nystatin], A07AA07
[amphotericin B], or A07AC01 [miconazole]) during the
analysis period, the outcome was coded as 1 (“yes”); if not, the
outcome was coded as 0 (“no”). Next, the percentage of
participants with an antimycotic dispensing was calculated per
study condition and subsequently compared before and after
the implementation of SARA.

Statistical Analyses
The study population characteristics, per outcome measure,
were summarized by descriptive statistics: means and SDs for
continuous variables, and counts and percentages for
dichotomous and categorical variables. Potential differences
between SARA and control participants were analyzed using t
tests for normally distributed continuous variables and
chi-square tests for categorical variables.

Differences in the outcome measures of exacerbation rates and
medication adherence were analyzed using independent t tests
to examine potential differences between the two study groups

over time. More specifically, difference scores were calculated
per patient by subtracting the outcome scores (ie, exacerbation
rates and PDC sores for the subpopulation of chronic users of
inhalation medication) of the year before implementation of
SARA and the scores in the year after. Additionally, for the
subpopulation of new users of inhalation medication, an
independent-samples t test was conducted to investigate
differences in medication adherence in the year after
implementation of SARA between SARA and control
participants. The potential effects of covariates (ie, age and
gender) were tested by means of analysis of covariance. The
results of these analyses were only presented in the case of
significant effects of covariates.

A mixed-effects logistic regression was conducted to analyze
the change over time between the two study groups regarding
the relative number of patients who were dispensed
antimycotics. In this analysis, an interaction term of time (ie,
before and after the index date) and the study condition (ie,
SARA vs control) was included to analyze the change over time
across groups. The potential effects of covariates (ie, age and
gender) were tested by adding those as interaction terms to the
model. The results of these analyses were only presented in the
case of significant effects of covariates.

All analyses were conducted in the total population consisting
of both patients with asthma and those with COPD. For
exploratory purposes, separate analyses for the subpopulations
of patients with asthma and those with COPD were conducted.
For all the analyses, a significance level of P≤.05 was used, and
a Cohen d was calculated to measure effect sizes. All analyses
were conducted in SPSS Statistics for Windows (version 25.0;
IBM Corp).
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Results

Study Population
The flow of included patients is presented in Figure 3. The total
study population comprised of 9452 individuals with either
asthma or COPD. Of those, 25.39% (n=2400) were enrolled in
SARA, 25.73% (n=2432) indicated that they were not interested
in using SARA, and 48.88% (n=4620) were not invited to
participate or indicated that they did not want to start using
SARA at that particular moment in time. As the inclusion criteria

differed per outcome measure, the demographic characteristics
are presented separately for each outcome measure (Table 1).
Overall, the mean age of the study population was 60.8 (SD
15.0) years, and almost two-thirds of the study population were
female. In all the different subpopulations, the mean age of
patients using SARA was significantly lower than that of
patients in the control group. In general, there was a significantly
larger proportion of men in the control group as compared to
the SARA group. Table S1 in Multimedia Appendix 2 shows
the characteristics of the study samples separately per disease
indication for asthma and COPD.

Figure 3. Flow of participants for the different outcome measures and corresponding analyses. SARA: Service Apothecary Respiratory Advice; in
Dutch, Service Apotheek Raad en Advies.
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Table 1. Demographic characteristics of the study populations analyzed for the different outcome measures.

P valuebTotal population
(N=9452)

Control participants
(n=7052)

SARAa participants
(n=2400)

Outcome measure and characteristics

Exacerbation rate

Gender, n (%)

.0023733 (39.49)2851 (40.43)882 (36.75)Male

5677 (60.06)4173 (59.17)1504 (62.67)Female

42 (0.44)28 (0.40)14 (0.58)Unknown

<.00160.8 (15.0)61.9 (15.3)57.7 (13.8)Age (years), mean (SD)

Medication adherence

Total group (SARA: n=1879; control: n=5460; total: n=7339)

Gender, n (%)

.012893 (39.42)2200 (40.29)693 (36.88)Male

4414 (60.14)3239 (59.32)1175 (62.53)Female

32 (0.44)21 (0.38)11 (0.58)Unknown

<.00164.0 (14.4)65.1 (14.5)60.9 (13.4)Age (years), mean (SD)

Subgroup: new usersc (SARA: n=354; control: n=1084; total: n=1438)

Gender, n (%)

.38548 (38.11)420 (38.74)128 (36.16)Male

883 (61.40)658 (60.70)225 (63.56)Female

7 (0.49)6 (0.55)1 (0.28)Unknown

.00261.9 (16.0)62.7 (16.5)59.4 (14.2)Age (years), mean (SD)

Subgroup: chronic usersd (SARA: n=1525; control: n=4376; total: n=590)

Gender, n (%)

.022345 (39.74)1780 (40.68)565 (37.05)Male

3531 (59.84)2581 (58.98)950 (62.29)Female

25 (0.42)15 (0.34)10 (0.66)Unknown

.0464.6 (13.9)65.7 (14.0)61.3 (13.1)Age (years), mean (SD)

Antimycotic treatment (SARA: n=626; control: n=1707; total: n=2333)

Gender, n (%)

.04808 (34.63)612 (35.85)196 (31.31)Male

1518 (65.07)1090 (63.85)428 (68.37)Female

7 (0.30)5 (0.29)2 (0.32)Unknown

<.00158.0 (15.8)59.0 (16.2)55.1 (14.2)Age (years), mean (SD)

aSARA: Service Apothecary Respiratory Advice; in Dutch, Service Apotheek Raad en Advies.
bP values represent comparisons between the SARA group and the control group; for characteristics with multiple subcategories (ie, gender), values
for the group are reported in the top row of the group.
cNew users are participants with zero R03 dispensing records in the year before the index date.
dChronic users are participants with at least one R03 dispensing record in the year before the index date.

Exacerbation Rates
In the year before the implementation of SARA, 63.00%
(5955/9452) of the total study population had 0 exacerbations
(range 0-12). In the year after the implementation of SARA,
56.00% (5293/9452) of the study population had 0 exacerbations
(range 0-14). In both study groups, the mean rate of

exacerbations was higher in the year after the implementation
of SARA (SARA: mean 0.73; control: mean 0.82) than in the
year before (SARA: mean 0.68; control: mean 0.67). Yet, as
shown in Table 2, there was a significant difference between
the SARA and control participants regarding the exacerbation
rate over time, showing that the increase in exacerbations was
significantly less in the SARA group (P=.002). The results of
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the exploratory analyses are presented in Table S2 in Multimedia
Appendix 2. In both participants with asthma and those with
COPD, the mean exacerbation rate increased over time in both
the SARA group (asthma: mean increase 0.07; COPD: mean
increase 0.03) and the control group (asthma: mean increase
0.17; COPD: mean increase 0.12). As presented in Table S2 in
Multimedia Appendix 2, among the asthma participants, the
difference in exacerbation rates differed significantly between

study groups (P=.003), indicating that SARA participants had
a significantly lower increase in exacerbation rates over time
in comparison to the control participants. No significant
difference between the SARA and control participants was
found in the COPD population regarding the change in
exacerbation rate over time (Table S2 in Multimedia Appendix
2).

Table 2. Outcome results in terms of exacerbation rates.

Cohen dc95% CIcP valuect test (df)cParticipants (N=9452),
n (%)

Difference scorebExacerbation rate, mean
(SD)

Study group and periodsa

Control

0.060.037-
0.163

.0023.10
(9450)

7052 (74.61)0.67 (1.2)1 year before

7052 (74.61)0.150.82 (1.3)1 year after

SARA

2400 (25.39)0.68 (1.2)1 year before

2400 (25.39)0.050.73 (1.2)1 year after

aThe study periods were 1 year before and 1 year after the implementation of SARA (Service Apothecary Respiratory Advice; in Dutch, Service Apotheek
Raad en Advies).
bThe difference score was calculated as the exacerbation rate the year after SARA minus the rate the year before SARA; values are only reported in the
“1 year after” rows.
cStatistics comparing study groups are reported only in the top row of values.

Medication Adherence
In both study groups, the mean PDC in the subpopulation of
chronic users was higher in the year after compared to the year
before implementation of SARA for both SARA participants
(after: mean 77.26; before: mean 70.53) and control participants
(after: mean 77.77; before: mean 73.29). However, there was a
significant difference in change over time between the SARA
and the control groups, showing that the increase in medication
adherence was significantly higher in the SARA group (Table
3).

The exploratory results, repeating the analyses for the chronic
user subgroup of participants with asthma and participants with
COPD, are presented in Table S3 in Multimedia Appendix 2.
For patients with asthma who were chronic users, there was an
increase in medication adherence with no significant difference

between the SARA and control participants. Gender was found
to be a significant covariate for the patients with COPD who
were chronic users. Splitting the analyses for men and women
within this subpopulation showed that the increase in medication
adherence for men was significantly higher for SARA
participants than for control participants. For women, there was
no significant difference between SARA and control participants
over time in terms of medication adherence.

When comparing medication adherence in the year after
implementation of SARA between the study groups for new
users with COPD, this population showed significantly higher
medication adherence in the SARA group as compared to the
control group (Table S4 in Multimedia Appendix 2). No
significant difference between the study groups was found in
the subpopulation of new users with asthma.
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Table 3. Outcome results in terms of medication adherence among the chronic user subpopulation.

Cohen dd95% CIdP valuedt test (df)dParticipants
(n=5888),n (%)

Difference

scorec
Days covered,
mean (SD)

PDCb, mean
(SD)

Study group and periodsa

Control

–0.07–3.856 to
–0.839

.01–2.74

(5886)

4368 (74.18)267.50 (103.4)73.29 (28.3)1 year before

4368 (74.18)4.48283.86 (91.8)77.77 (25.2)1 year after

SARA

1520 (25.82)257.45 (108.6)70.53 (29.8)1 year before

1520 (25.82)6.73282.01 (91.1)77.26 (25.0)1 year after

aThe study periods were 1 year before and 1 year after the implementation of SARA (Service Apothecary Respiratory Advice; in Dutch, Service Apotheek
Raad en Advies).
bPDC: proportion of days covered.
cThe difference score was calculated as the PDC 1 year after SARA minus 1 year before SARA; values are only reported in the “1 year after” rows.
dStatistics comparing study groups are reported only in the top row of values.

Antimycotic Treatment
As shown in Table 4, the relative mean number of participants
who had been dispensed antimycotics was higher after the
implementation of SARA as compared to the year before for
both SARA participants (6.4% vs 5.4%) and control participants
(6.1% vs 4.7%). Results showed no significant differences in

the relative number of participants who had been dispensed
both ICS and antimycotics between the SARA and control
groups (P=.82). Additionally, in the exploratory results, no
significant differences were found with respect to antimycotic
treatment over time between SARA and the control participants
in the subgroups of participants with asthma and COPD (Table
S5 in Multimedia Appendix 2).

Table 4. Results of the mixed-effects logistic regression regarding dispensed antimycotics among participants who were dispensed ICS.

Cohen dc95% CIcP valuect test (df)cParticipants dispensed ICSb,
n (%)

Participants dispensed an-
timycotics, n (%)

Study group and periodsa

Control (n=1707)

0–0.461 to
0.584

.820.23 (4662)1707 (73.17)80 (4.69)1 year before

1707 (73.17)104 (6.09)1 year after

SARA (n=626)

626 (26.83)34 (5.43)1 year before

626 (26.83)40 (6.39)1 year after

aThe study periods were 1 year before and 1 year after the implementation of SARA (Service Apothecary Respiratory Advice; in Dutch, Service Apotheek
Raad en Advies).
bICS: inhaled corticosteroids; percentages are based on total participants in both groups (n=2333).
cStatistics comparing study groups are reported only in the top row of values.

Discussion

Principal Findings
This study investigated the effectiveness of the pharmacy-based
eHealth intervention SARA by comparing pharmacy dispensing
data between SARA and control participants over time before
and after the implementation of SARA. The results showed a
smaller increase in exacerbation rates over time for SARA
participants as compared to control participants. Furthermore,
in the SARA group, chronic users of inhalation medication had
a significantly larger increase in medication adherence over
time as compared to control participants. Finally, no significant
differences between the study groups were found with respect
to antimycotic treatment over time.

Although the observational data do not entirely allow for causal
conclusions, the significantly smaller increase in exacerbation
rates over time among SARA participants may suggest a
beneficial effect of SARA. Earlier clinical intervention studies
comprising a behavioral intervention and integrated disease
management program have also found positive effects on
exacerbation rates among asthma participants [29,30]. Yet,
SARA has the potential to help control exacerbations in a less
invasive and less time-consuming way; this is potentially
apparent in reduced material and immaterial costs, such as less
time spent conducting follow-ups by pharmacists.

The results regarding medication adherence showed that chronic
users of inhalation medication in the SARA group had a
significantly higher increase in medication adherence as
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compared to control participants. This finding aligns with a
previous meta-analysis examining eHealth strategies to improve
medication adherence in ICS users [18]. However, it is essential
to note that the mean medication adherence was lower for SARA
participants than control participants, both before and after the
implementation of SARA. A potential explanation is selection
bias. Patients with more severe symptoms may have been more
likely to be invited to participate in the SARA intervention by
the pharmacists because they may visit the pharmacy more
often, and patients with more severe symptoms typically show
lower medication adherence [10]. On the other hand, patients
with more severe symptoms may simply have been more
interested in participating in the SARA intervention considering
their higher disease burden, which may have, in turn, biased
the results. The finding that new users of inhalation medication
generally had lower medication adherence scores than chronic
users emphasizes the importance of analyzing those two patient
groups separately, as they appear to have different adherence
patterns.

An interesting difference between men and women was found
in the analysis of patients with COPD who were chronic users
of inhalation medication. The results suggested that men within
this subpopulation benefitted more from SARA (ie, increased
medication adherence in comparison to controls) than women
(ie, no differences between SARA and control participants).
Little research is available on gender-associated differences in
response to self-management interventions. A narrative review
did discuss some evidence that women have more trouble with
using inhalation medication correctly [31]. Furthermore, a
systematic review discussed mixed results regarding
gender-associated differences in response to pulmonary
rehabilitation [32]. Thus, there appears to be some evidence of
gender-associated differences that could explain our finding;
however, more research is needed to investigate individual
differences of patients regarding adherence based on their
characteristics, beliefs, and attitudes to adherence.

With respect to antimycotic treatment for oral candidiasis in a
subpopulation of ICS users, no difference was found between
the study groups over time. These results should be interpreted
carefully because the included sample was small, possibly
limiting the power to detect statistical significance. To our
knowledge, this was the first study that analyzed the effect of
an eHealth intervention for patients with asthma and COPD on
antimycotic treatment. The exploratory analyses showed a more
favorable course of exacerbation rates over time for SARA
versus control participants in the subpopulation of patients with
asthma. This effect was not found in the subpopulation of
patients with COPD. Our results are in line with previous
research investigating a clinic-based intervention aiming to
improve inhaler techniques, which only showed a positive effect
in patients with asthma but not in patients with COPD [33]. It
might be that patients with asthma benefit more from the
educational intervention elements than patients with COPD.
Alternatively, it might be due to more difficulties in managing
COPD symptoms as the disease progresses, or the fact that
COPD often results from smoking and that smoking cessation
is quite challenging.

Furthermore, exploratory results showed that new users of
inhalation medication had higher medication adherence in the
year after SARA implementation among SARA participants as
compared to control participants, but only in the subpopulation
of patients with COPD and not in patients with asthma. In
addition, patients with COPD generally had higher medication
adherence than patients with asthma. This is in line with
literature showing that patients with COPD generally have better
adherence rates than patients with asthma, and there are multiple
explanations for this [34]. First, it can be related to the different
disease courses; in patients with asthma, the use of medication
can, for example, be more dependent on the season than in
patients with COPD [34]. Second, patients with COPD generally
experience more consistent and severe disease symptoms [34].
Third, older age is associated with being more adherent, and
patients with COPD are generally older than patients with
asthma [35].

The findings of this study should be interpreted in light of
several strengths and limitations. A major strength of this study
pertains to the large amount of pharmacy dispensing data
stemming from thousands of patients from hundreds of
pharmacies geographically located throughout different areas
in the Netherlands. This is likely to benefit the generalizability
of the study results. In addition, these kinds of trials can
contribute to external validity more than a randomized controlled
trial [36]. Furthermore, the data set allowed for longitudinal
research comparing data before and after the implementation
of SARA with continuous enrollment of patients instead of
during a specific period of time. For that reason, the impact of
seasonal effects or national guidelines are expected to have been
limited. Regarding the study limitations, the study results were
based on retrospective pharmacy dispensing data. This design
has several limitations, such as data that were not originally
designed to answer specific research questions. Indeed,
pharmacy dispensing data were limited in terms of not providing
information about actual usage of the medication, more
specifically if, when, and how often dispensed medication was
used. Still, dispensing data are commonly used as a proxy for
medication adherence [37,38]. Future studies could consider
including other measures of medication adherence, for example,
self-reports of medication use, smart inhaler devices, or
measurements of metabolite levels [37,39-41]. Another study
limitation is related to the commonly used “at least one” method
to calculate the PDC as an indicator of medication adherence.
This methodology does not take into account potential overuse
of medication. Besides, the PDC can slightly differ when using
the highest stock records of medication [42,43]. In addition, our
assumption when interpreting the results was that better
medication adherence was a consequence of better
self-management skills. However, it could be the case that lower
medication adherence is a sign of good self-management, as
the patients may only take their medication when actually
needed. This is an interesting topic for future research. In
addition, future research could combine multiple methods to
calculate medication adherence to provide a more
comprehensive picture of this outcome measure. A recent
publication by Menditto et al [43] proposes measuring
persistence as a pragmatic and informative measure of
medication adherence behaviors, which would allow for
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benchmarking of adherence strategies. Such strategies would
thus facilitate cross-study comparisons and might help to
identify a gold standard for calculating medication adherence
[37,38,44]. This pragmatic trial only allowed for adherence
measures based on pharmacy dispensing data. More specifically,
the PDC is a preferred method of assessing medication
adherence in case of treatment with multiple types of
medications. An alternative metric such as the medication
possession ratio (MPR) would be unable to cover multiple
medication treatments since its numeration is the sum of days
supplied in the period. In case of multiple medications, the MPR
has to be averaged for each individual medication, leading to
skewed results with possibilities of invalid ratios over 100%.
So there are biases, such as not taking into account overuse and
stockpiling, but using the PDC was a well-considered choice.

Another study limitation was that it was unknown what kind or
intensity of support was offered by pharmacists. Hence, different
pharmacists may have provided different types of support to
patients. Even though this is inherent to tailored interventions,
it would be worthwhile to investigate what type of support has
the most beneficial effect. This also includes identifying when,
how, and how much support should be offered. Addressing these
questions can help to develop and strengthen evidence-based
interventions [45]. A final study limitation that needs to be
mentioned was the difference in demographic characteristics
between the SARA and control participants. More specifically,
SARA participants were generally younger and more often
female. Even though such differences are not unusual in
nonrandomized studies, they may have created selection bias
[46]. However, SARA was, in principle, offered to all kinds of
participants with varying degrees of symptoms. Therefore, the
possibly biased selection of participants in the SARA group is
likely to be representative of the group of potential future users
of eHealth interventions for these groups. An important aspect
to also take into account is that the questionnaire for the SARA
intervention might increase patients’ awareness for medication
adherence, but it is unlikely that this strongly affected adherence
behavior directly. In future research, this could be something
to take into account. More research is needed to draw firm
conclusions on the effectiveness of SARA. A randomized
controlled trial is needed to allow causal conclusions, which
can then be used for a cost-effectiveness analysis as well, where,

next to pharmacy dispensing data, other data can be collected,
such as the following: (1) other sources that measure medication
adherence, (2) objective data regarding exacerbation rates, (3)
the actual and correct use of inhalation medication, and (4)
health system characteristics that may impact adherence (eg,
patient-provider interaction quality and procedural elements)
[46]. In addition, qualitative research would allow for more
insight into user experiences and could subsequently be used
to optimize the intervention. In parallel, it would be interesting
to investigate patients’ acceptability and effectiveness of the
different components of the SARA intervention (eg, education
materials and online support by a pharmacist). Also, it would
be worthwhile to get a better understanding of the pharmacist
perspective, for instance, what is their attitude toward eHealth
in general and SARA specifically, what is the usability of
SARA, and how is SARA used in the pharmacy (ie, does it add
to the efficiency of care processes?)? Another recommendation
for future research is to analyze the long-term effectiveness of
SARA.

This research shows that SARA has the potential to help patients
in decreasing exacerbation rates and improving medication
adherence. Before large-scale implementation, it would be
valuable to investigate both the patient and pharmacist
perspective more thoroughly, both quantitatively and
qualitatively. In this way, the full potential of the intervention
can be maximized, making sure the intervention fits the needs
and preferences of both of these stakeholders. Implementation
barriers and facilitators can be investigated and taken into
account when considering implementation strategies, such as
integration of SARA into the workflow of pharmacists as well
as the capacities of pharmacists to offer tailored follow-up care
[47,48].

Conclusions
This was the first study that assessed the effectiveness of a
multi-component eHealth intervention stimulating correct use
of medication. The results suggest that such an intervention has
the potential to decrease exacerbation rates and improve
medication adherence. This could subsequently have important
clinical implications and lead to better patient outcomes and
potentially reduced health care costs.

 

Acknowledgments
Funding for this study was provided by Service Apotheek Beheer BV; this funding body had no role in the analysis or interpretation
of the findings in this paper.

Conflicts of Interest
RB is an employee of Service Apotheek Beheer BV, who also funded the study but had had no role in the analysis or interpretation
of the findings in this paper. During the last 3 years, JFMvB has received consultancy fees, research funding, or both from Aardex;
AstraZeneca; Chiesi; COST Action CA19132 “ENABLE,” funded by COST (European Cooperation in Science and Technology);
GSK; Novartis; Nutricia; Pfizer; Pill Connect; Teva; and Trudell Medical to consult, give lectures, provide advice, and conduct
independent research, all unrelated to this study and all paid to his institution, the University Medical Center Groningen.

Multimedia Appendix 1

J Med Internet Res 2022 | vol. 24 | iss. 6 |e32396 | p.730https://www.jmir.org/2022/6/e32396
(page number not for citation purposes)

Schnoor et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


The 7-item questionnaire included in the SARA eHealth intervention. SARA: Service Apothecary Respiratory Advice; in Dutch,
Service Apotheek Raad en Advies.
[DOCX File , 15 KB - jmir_v24i6e32396_app1.docx ]

Multimedia Appendix 2
Results of exploratory analyses.
[DOCX File , 41 KB - jmir_v24i6e32396_app2.docx ]

References
1. The Global Asthma Report 2018. Auckland, New Zealand: Global Asthma Network; 2018. URL: http://globalasthmareport.

org/resources/Global_Asthma_Report_2018.pdf [accessed 2022-05-30]
2. Chronic obstructive pulmonary disease (COPD). World Health Organization. 2022 May 19. URL: https://www.who.int/

news-room/fact-sheets/detail/chronic-obstructive-pulmonary-disease-(copd) [accessed 2022-05-30]
3. Ehteshami-Afshar S, FitzGerald JM, Doyle-Waters MM, Sadatsafavi M. The global economic burden of asthma and chronic

obstructive pulmonary disease. Int J Tuberc Lung Dis 2016 Jan;20(1):11-23. [doi: 10.5588/ijtld.15.0472] [Medline: 26688525]
4. Quaderi SA, Hurst JR. The unmet global burden of COPD. Glob Health Epidemiol Genom 2018;3:e4 [FREE Full text]

[doi: 10.1017/gheg.2018.1] [Medline: 29868229]
5. Prince MJ, Wu F, Guo Y, Gutierrez Robledo LM, O'Donnell M, Sullivan R, et al. The burden of disease in older people

and implications for health policy and practice. Lancet 2015 Mar 07;385(9967):549-562. [doi:
10.1016/S0140-6736(14)61347-7] [Medline: 25468153]

6. van Boven JFM, Chavannes N, van der Molen T, Rutten-van Mölken MPMH, Postma M, Vegter S. Clinical and economic
impact of non-adherence in COPD: A systematic review. Respir Med 2014 Jan;108(1):103-113 [FREE Full text] [doi:
10.1016/j.rmed.2013.08.044] [Medline: 24070566]

7. Mäkelä MJ, Backer V, Hedegaard M, Larsson K. Adherence to inhaled therapies, health outcomes and costs in patients
with asthma and COPD. Respir Med 2013 Oct;107(10):1481-1490 [FREE Full text] [doi: 10.1016/j.rmed.2013.04.005]
[Medline: 23643487]

8. Dekhuijzen R, Lavorini F, Usmani O, van Boven JFM. Addressing the impact and unmet needs of nonadherence in asthma
and chronic obstructive pulmonary disease: Where do we go from here? J Allergy Clin Immunol Pract 2018;6(3):785-793.
[doi: 10.1016/j.jaip.2017.11.027] [Medline: 29339126]

9. George M, Bender B. New insights to improve treatment adherence in asthma and COPD. Patient Prefer Adherence
2019;13:1325-1334 [FREE Full text] [doi: 10.2147/PPA.S209532] [Medline: 31534319]

10. Murphy AC, Proeschal A, Brightling CE, Wardlaw AJ, Pavord I, Bradding P, et al. The relationship between clinical
outcomes and medication adherence in difficult-to-control asthma. Thorax 2012 Aug;67(8):751-753. [doi:
10.1136/thoraxjnl-2011-201096] [Medline: 22436168]

11. Rubin BK. What does it mean when a patient says, "my asthma medication is not working?". Chest 2004 Sep;126(3):972-981.
[doi: 10.1378/chest.126.3.972] [Medline: 15364781]

12. Lavorini F, Magnan A, Dubus JC, Voshaar T, Corbetta L, Broeders M, et al. Effect of incorrect use of dry powder inhalers
on management of patients with asthma and COPD. Respir Med 2008 Apr;102(4):593-604 [FREE Full text] [doi:
10.1016/j.rmed.2007.11.003] [Medline: 18083019]

13. Chorão P, Pereira A, Fonseca J. Inhaler devices in asthma and COPD--An assessment of inhaler technique and patient
preferences. Respir Med 2014 Jul;108(7):968-975 [FREE Full text] [doi: 10.1016/j.rmed.2014.04.019] [Medline: 24873873]

14. van Boven JF, Trappenburg JC, van der Molen T, Chavannes NH. Towards tailored and targeted adherence assessment to
optimise asthma management. NPJ Prim Care Respir Med 2015 Jul 16;25:15046 [FREE Full text] [doi:
10.1038/npjpcrm.2015.46] [Medline: 26181850]

15. Sabaté EE. Adherence to Long-Term Therapies: Evidence for Action. Geneva, Switzerland: World Health Organization;
2003. URL: http://apps.who.int/iris/bitstream/handle/10665/42682/9241545992.pdf?sequence=1 [accessed 2022-05-30]

16. Melani AS, Bonavia M, Cilenti V, Cinti C, Lodi M, Martucci P, Gruppo Educazionale Associazione Italiana Pneumologi
Ospedalieri. Inhaler mishandling remains common in real life and is associated with reduced disease control. Respir Med
2011 Jun;105(6):930-938 [FREE Full text] [doi: 10.1016/j.rmed.2011.01.005] [Medline: 21367593]

17. Normansell R, Kew KM, Stovold E. Interventions to improve adherence to inhaled steroids for asthma. Cochrane Database
Syst Rev 2017 Apr 18;4:CD012226 [FREE Full text] [doi: 10.1002/14651858.CD012226.pub2] [Medline: 28417456]

18. Jeminiwa R, Hohmann L, Qian J, Garza K, Hansen R, Fox BI. Impact of eHealth on medication adherence among patients
with asthma: A systematic review and meta-analysis. Respir Med 2019 Mar;149:59-68 [FREE Full text] [doi:
10.1016/j.rmed.2019.02.011] [Medline: 30803887]

19. Consultvoering. KNMP. URL: https://www.knmp.nl/dossiers/consultvoering [accessed 2022-05-30]
20. WHO Collaborating Centre for Drug Statistics Methodology. Guidelines for ATC Classification and DDD Assignment

2022. Oslo, Norway: WHO Collaborating Centre for Drug Statistics Methodology; 2021. URL: https://www.whocc.no/
filearchive/publications/2022_guidelines_web.pdf [accessed 2022-05-30]

J Med Internet Res 2022 | vol. 24 | iss. 6 |e32396 | p.731https://www.jmir.org/2022/6/e32396
(page number not for citation purposes)

Schnoor et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

jmir_v24i6e32396_app1.docx
jmir_v24i6e32396_app1.docx
jmir_v24i6e32396_app2.docx
jmir_v24i6e32396_app2.docx
http://globalasthmareport.org/resources/Global_Asthma_Report_2018.pdf
http://globalasthmareport.org/resources/Global_Asthma_Report_2018.pdf
https://www.who.int/news-room/fact-sheets/detail/chronic-obstructive-pulmonary-disease-(copd)
https://www.who.int/news-room/fact-sheets/detail/chronic-obstructive-pulmonary-disease-(copd)
http://dx.doi.org/10.5588/ijtld.15.0472
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26688525&dopt=Abstract
http://europepmc.org/abstract/MED/29868229
http://dx.doi.org/10.1017/gheg.2018.1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29868229&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(14)61347-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25468153&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(13)00364-8
http://dx.doi.org/10.1016/j.rmed.2013.08.044
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24070566&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(13)00134-0
http://dx.doi.org/10.1016/j.rmed.2013.04.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23643487&dopt=Abstract
http://dx.doi.org/10.1016/j.jaip.2017.11.027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29339126&dopt=Abstract
https://dx.doi.org/10.2147/PPA.S209532
http://dx.doi.org/10.2147/PPA.S209532
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31534319&dopt=Abstract
http://dx.doi.org/10.1136/thoraxjnl-2011-201096
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22436168&dopt=Abstract
http://dx.doi.org/10.1378/chest.126.3.972
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15364781&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(07)00447-7
http://dx.doi.org/10.1016/j.rmed.2007.11.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18083019&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(14)00166-8
http://dx.doi.org/10.1016/j.rmed.2014.04.019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24873873&dopt=Abstract
https://doi.org/10.1038/npjpcrm.2015.46
http://dx.doi.org/10.1038/npjpcrm.2015.46
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26181850&dopt=Abstract
http://apps.who.int/iris/bitstream/handle/10665/42682/9241545992.pdf?sequence=1
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(11)00009-6
http://dx.doi.org/10.1016/j.rmed.2011.01.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21367593&dopt=Abstract
http://europepmc.org/abstract/MED/28417456
http://dx.doi.org/10.1002/14651858.CD012226.pub2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28417456&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(19)30047-2
http://dx.doi.org/10.1016/j.rmed.2019.02.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30803887&dopt=Abstract
https://www.knmp.nl/dossiers/consultvoering
https://www.whocc.no/filearchive/publications/2022_guidelines_web.pdf
https://www.whocc.no/filearchive/publications/2022_guidelines_web.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/


21. Garritsen F, van den Heuvel JM, Bruijnzeel-Koomen CAFM, Maitland-van der Zee AH, van den Broek MPH, de Bruin-Weller
MS. Use of oral immunosuppressive drugs in the treatment of atopic dermatitis in the Netherlands. J Eur Acad Dermatol
Venereol 2018 Aug;32(8):1336-1342. [doi: 10.1111/jdv.14896] [Medline: 29485224]

22. Smeele I, Barnhoorn MJM, Broekhuizen BDL, Chavannes NH, In ’t Veen JCCM, Van der Molen T, et al. NHG-Standaard
Astma bij volwassenen (derde herziening). Huisarts Wet 2015;58(3):142-154.

23. Snoeck-Stroband JB, Schermer TRJ, Van Schayck CP, Muris JW, Van der Molen T, In ’t Veen JCCM, et al. NHG-Standaard
COPD (derde herziening). Huisarts Wet 2015;58(4):198-211.

24. Bourbeau J, Bartlett SJ. Patient adherence in COPD. Thorax 2008 Sep;63(9):831-838 [FREE Full text] [doi:
10.1136/thx.2007.086041] [Medline: 18728206]

25. ATC/DDD Index 2022. WHO Collaborating Centre for Drug Statistics Methodology. URL: https://www.whocc.no/atc_ddd
_index/ [accessed 2022-06-01]

26. Nau DP. Proportion of days covered (PDC) as a preferred method of measuring medication adherence. Yahoo. 2012. URL:
http://ep.yimg.com/ty/cdn/epill/pdcmpr.pdf [accessed 2022-05-30]

27. Chaudhry B, Wang J, Wu S, Maglione M, Mojica W, Roth E, et al. Systematic review: Impact of health information
technology on quality, efficiency, and costs of medical care. Ann Intern Med 2006 May 16;144(10):742-752 [FREE Full
text] [doi: 10.7326/0003-4819-144-10-200605160-00125] [Medline: 16702590]

28. van Boven JFM, Koponen M, Lalic S, George J, Bell J, Hew M, et al. Trajectory analyses of adherence patterns in a real-life
moderate to severe asthma population. J Allergy Clin Immunol Pract 2020 Jun;8(6):1961-1969.e6. [doi:
10.1016/j.jaip.2019.12.002] [Medline: 31857262]

29. Baptist AP, Hao W, Song PX, Carpenter L, Steinberg J, Cardozo LJ. A behavioral intervention can decrease asthma
exacerbations in older adults. Ann Allergy Asthma Immunol 2020 Mar;124(3):248-253.e3 [FREE Full text] [doi:
10.1016/j.anai.2019.12.015] [Medline: 31877361]

30. Jain V, Allison R, Beck S, Jain R, Mills P, McCurley J, et al. Impact of an integrated disease management program in
reducing exacerbations in patients with severe asthma and COPD. Respir Med 2014 Dec;108(12):1794-1800 [FREE Full
text] [doi: 10.1016/j.rmed.2014.09.010] [Medline: 25294691]

31. Matera MG, Ora J, Calzetta L, Rogliani P, Cazzola M. Sex differences in COPD management. Expert Rev Clin Pharmacol
2021 Mar;14(3):323-332. [doi: 10.1080/17512433.2021.1888713] [Medline: 33560876]

32. Robles PG, Brooks D, Goldstein R, Salbach N, Mathur S. Gender-associated differences in pulmonary rehabilitation
outcomes in people with chronic obstructive pulmonary disease: A systematic review. J Cardiopulm Rehabil Prev
2014;34(2):87-97. [doi: 10.1097/HCR.0000000000000018] [Medline: 24280903]

33. Maricoto T, Madanelo S, Rodrigues L, Teixeira G, Valente C, Andrade L, et al. Educational interventions to improve
inhaler techniques and their impact on asthma and COPD control: A pilot effectiveness-implementation trial. J Bras Pneumol
2016 Dec;42(6):440-443. [doi: 10.1590/s1806-37562016000000098]

34. Covvey JR, Mullen AB, Ryan M, Steinke DT, Johnston BF, Wood FT, et al. A comparison of medication
adherence/persistence for asthma and chronic obstructive pulmonary disease in the United Kingdom. Int J Clin Pract 2014
Oct;68(10):1200-1208. [doi: 10.1111/ijcp.12451] [Medline: 24797899]

35. Rand C, Nides M, Cowles M, Wise R, Connett J. Long-term metered-dose inhaler adherence in a clinical trial. The Lung
Health Study Research Group. Am J Respir Crit Care Med 1995 Aug;152(2):580-588. [doi: 10.1164/ajrccm.152.2.7633711]
[Medline: 7633711]

36. Price D, Bateman ED, Chisholm A, Papadopoulos NG, Bosnic-Anticevich S, Pizzichini E, et al. Complementing the
randomized controlled trial evidence base. Evolution not revolution. Ann Am Thorac Soc 2014 Feb;11(Supplement
2):S92-S98. [doi: 10.1513/annalsats.201308-276rm]

37. Anghel LA, Farcas AM, Oprean RN. An overview of the common methods used to measure treatment adherence. Med
Pharm Rep 2019 Apr;92(2):117-122 [FREE Full text] [doi: 10.15386/mpr-1201] [Medline: 31086837]

38. Torres-Robles A, Wiecek E, Cutler R, Drake B, Benrimoj SI, Fernandez-Llimos F, et al. Using dispensing data to evaluate
adherence implementation rates in community pharmacy. Front Pharmacol 2019;10:130 [FREE Full text] [doi:
10.3389/fphar.2019.00130] [Medline: 30863308]

39. Burgess S, Wilson S, Cooper D, Sly P, Devadason S. In vitro evaluation of an asthma dosing device: The smart-inhaler.
Respir Med 2006 May;100(5):841-845 [FREE Full text] [doi: 10.1016/j.rmed.2005.09.004] [Medline: 16216485]

40. van Boven JFM, Cushen B, Sulaiman I, Greene G, MacHale E, Mokoka M, et al. Personalising adherence-enhancing
interventions using a smart inhaler in patients with COPD: An exploratory cost-effectiveness analysis. NPJ Prim Care
Respir Med 2018 Jun 27;28(1):24 [FREE Full text] [doi: 10.1038/s41533-018-0092-8] [Medline: 29950601]

41. Stirratt MJ, Dunbar-Jacob J, Crane HM, Simoni JM, Czajkowski S, Hilliard ME, et al. Self-report measures of medication
adherence behavior: Recommendations on optimal use. Transl Behav Med 2015 Dec;5(4):470-482 [FREE Full text] [doi:
10.1007/s13142-015-0315-2] [Medline: 26622919]

42. Arnet I, Kooij MJ, Messerli M, Hersberger KE, Heerdink ER, Bouvy M. Proposal of standardization to assess adherence
with medication records: Methodology matters. Ann Pharmacother 2016;50(5):360-368. [doi: 10.1177/1060028016634106]

J Med Internet Res 2022 | vol. 24 | iss. 6 |e32396 | p.732https://www.jmir.org/2022/6/e32396
(page number not for citation purposes)

Schnoor et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1111/jdv.14896
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29485224&dopt=Abstract
http://europepmc.org/abstract/MED/18728206
http://dx.doi.org/10.1136/thx.2007.086041
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18728206&dopt=Abstract
https://www.whocc.no/atc_ddd_index/
https://www.whocc.no/atc_ddd_index/
http://ep.yimg.com/ty/cdn/epill/pdcmpr.pdf
https://www.acpjournals.org/doi/abs/10.7326/0003-4819-144-10-200605160-00125?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
https://www.acpjournals.org/doi/abs/10.7326/0003-4819-144-10-200605160-00125?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.7326/0003-4819-144-10-200605160-00125
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16702590&dopt=Abstract
http://dx.doi.org/10.1016/j.jaip.2019.12.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31857262&dopt=Abstract
http://europepmc.org/abstract/MED/31877361
http://dx.doi.org/10.1016/j.anai.2019.12.015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31877361&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(14)00321-7
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(14)00321-7
http://dx.doi.org/10.1016/j.rmed.2014.09.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25294691&dopt=Abstract
http://dx.doi.org/10.1080/17512433.2021.1888713
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33560876&dopt=Abstract
http://dx.doi.org/10.1097/HCR.0000000000000018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24280903&dopt=Abstract
http://dx.doi.org/10.1590/s1806-37562016000000098
http://dx.doi.org/10.1111/ijcp.12451
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24797899&dopt=Abstract
http://dx.doi.org/10.1164/ajrccm.152.2.7633711
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=7633711&dopt=Abstract
http://dx.doi.org/10.1513/annalsats.201308-276rm
http://europepmc.org/abstract/MED/31086837
http://dx.doi.org/10.15386/mpr-1201
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31086837&dopt=Abstract
https://doi.org/10.3389/fphar.2019.00130
http://dx.doi.org/10.3389/fphar.2019.00130
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30863308&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0954-6111(05)00361-6
http://dx.doi.org/10.1016/j.rmed.2005.09.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16216485&dopt=Abstract
https://doi.org/10.1038/s41533-018-0092-8
http://dx.doi.org/10.1038/s41533-018-0092-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29950601&dopt=Abstract
http://europepmc.org/abstract/MED/26622919
http://dx.doi.org/10.1007/s13142-015-0315-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26622919&dopt=Abstract
http://dx.doi.org/10.1177/1060028016634106
http://www.w3.org/Style/XSL
http://www.renderx.com/


43. Menditto E, Cahir C, Malo S, Aguilar-Palacio I, Almada M, Costa E, et al. Persistence as a robust indicator of medication
adherence-related quality and performance. Int J Environ Res Public Health 2021 May 03;18(9):4872 [FREE Full text]
[doi: 10.3390/ijerph18094872] [Medline: 34063641]

44. Malo S, Aguilar-Palacio I, Feja C, Lallana MJ, Rabanaque MJ, Armesto J, et al. Different approaches to the assessment of
adherence and persistence with cardiovascular-disease preventive medications. Curr Med Res Opin 2017 Jul;33(7):1329-1336.
[doi: 10.1080/03007995.2017.1321534] [Medline: 28422521]

45. Johansson R, Andersson G. Internet-based psychological treatments for depression. Expert Rev Neurother 2012
Jul;12(7):861-869; quiz 870. [doi: 10.1586/ern.12.63] [Medline: 22853793]

46. Khan R, Socha-Dietrich H. Investing in Medication Adherence Improves Health Outcomes and Health System Efficiency:
Adherence to Medicines for Diabetes, Hypertension, and Hyperlipidaemia. OECD Health Working Papers No. 105. Paris,
France: OECD Publishing; 2018. URL: https://www.oecd-ilibrary.org/deliver/8178962c-en.pdf?itemId=%2Fcontent%2
Fpaper%2F8178962c-en&mimeType=pdf [accessed 2022-05-30]

47. Versluis A, van Luenen S, Meijer E, Honkoop PJ, Pinnock H, Mohr DC, et al. SERIES: eHealth in primary care. Part 4:
Addressing the challenges of implementation. Eur J Gen Pract 2020 Dec;26(1):140-145 [FREE Full text] [doi:
10.1080/13814788.2020.1826431] [Medline: 33025820]

48. Powell BJ, Waltz TJ, Chinman MJ, Damschroder LJ, Smith JL, Matthieu MM, et al. A refined compilation of implementation
strategies: Results from the Expert Recommendations for Implementing Change (ERIC) project. Implement Sci 2015 Mar
12;10:21 [FREE Full text] [doi: 10.1186/s13012-015-0209-1] [Medline: 25889199]

Abbreviations
ATC: Anatomical Therapeutic Chemical
COPD: chronic obstructive pulmonary disease
COST: European Cooperation in Science and Technology
ICS: inhaled corticosteroids
MEC: Medical Ethics Committee
MPR: medication possession ratio
PDC: proportion of days covered
SARA: Service Apothecary Respiratory Advice; in Dutch, Service Apotheek Raad en Advies
WHO: World Health Organization

Edited by T Leung; submitted 28.07.21; peer-reviewed by YM Huang, R Halkes; comments to author 01.11.21; revised version received
10.02.22; accepted 12.05.22; published 08.06.22.

Please cite as:
Schnoor K, Versluis A, Bakema R, van Luenen S, Kooij MJ, van den Heuvel JM, Teichert M, Honkoop PJ, van Boven JFM, Chavannes
NH, Aardoom JJ
A Pharmacy-Based eHealth Intervention Promoting Correct Use of Medication in Patients With Asthma and COPD: Nonrandomized
Pre-Post Study
J Med Internet Res 2022;24(6):e32396
URL: https://www.jmir.org/2022/6/e32396 
doi:10.2196/32396
PMID:35675120

©Kyma Schnoor, Anke Versluis, Robbert Bakema, Sanne van Luenen, Marcel J Kooij, J Maurik van den Heuvel, Martina Teichert,
Persijn J Honkoop, Job F M van Boven, Niels H Chavannes, Jiska J Aardoom. Originally published in the Journal of Medical
Internet Research (https://www.jmir.org), 08.06.2022. This is an open-access article distributed under the terms of the Creative
Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly
cited. The complete bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright
and license information must be included.

J Med Internet Res 2022 | vol. 24 | iss. 6 |e32396 | p.733https://www.jmir.org/2022/6/e32396
(page number not for citation purposes)

Schnoor et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.mdpi.com/resolver?pii=ijerph18094872
http://dx.doi.org/10.3390/ijerph18094872
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34063641&dopt=Abstract
http://dx.doi.org/10.1080/03007995.2017.1321534
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28422521&dopt=Abstract
http://dx.doi.org/10.1586/ern.12.63
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22853793&dopt=Abstract
https://www.oecd-ilibrary.org/deliver/8178962c-en.pdf?itemId=%2Fcontent%2Fpaper%2F8178962c-en&mimeType=pdf
https://www.oecd-ilibrary.org/deliver/8178962c-en.pdf?itemId=%2Fcontent%2Fpaper%2F8178962c-en&mimeType=pdf
http://europepmc.org/abstract/MED/33025820
http://dx.doi.org/10.1080/13814788.2020.1826431
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33025820&dopt=Abstract
https://implementationscience.biomedcentral.com/articles/10.1186/s13012-015-0209-1
http://dx.doi.org/10.1186/s13012-015-0209-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25889199&dopt=Abstract
https://www.jmir.org/2022/6/e32396
http://dx.doi.org/10.2196/32396
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35675120&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Possible Impact of a 12-Month Web- and Smartphone-Based
Program to Improve Long-term Physical Activity in Patients
Attending Spa Therapy: Randomized Controlled Trial

Florie Fillol1, PhD; Ludivine Paris2, PhD; Sébastien Pascal1, MSc; Aurélien Mulliez3, MSc; Christian-François Roques4,

MD; Sylvie Rousset5, PhD; Martine Duclos5,6,7, MD, PhD
1Biomouv SAS Inc, Paris, France
2University of Auvergne, Clermont-Ferrand, France
3Biostatistics Unit (Clinical Research and Innovation Direction), University-Hospital Clermont-Ferrand, Clermont-Ferrand, France
4Physical and Rehabilitation Medicine, Paul Sabatier University, Toulouse University, Toulouse, France
5Human Nutrition Unity, Centre de Recherche en Nutrition Humaine Auvergne, French National Institute for Agriculture, Food and Environment
(INRAE), Clermont-Ferrand, France
6Department of Sport Medicine and Functional Explorations, University-Hospital Clermont-Ferrand, G. Montpied Hospital, Clermont-Ferrand, France
7Unité fonctionnelle de Recherche Médecine, Clermont University, University of Auvergne, Clermont-Ferrand, France

Corresponding Author:
Florie Fillol, PhD
Biomouv SAS Inc
259 Rue Saint Honoré
Paris, 75001
France
Phone: 33 0664421389
Email: florie.fillol@gmail.com

Abstract

Background: Lack of physical activity (PA) and sedentary behaviors are leading risk factors for noncommunicable diseases
(NCDs). Web- and smartphone-based interventions are effective in increasing PA in older adults and in patients with NCD. In
many countries, spa therapy, commonly prescribed to patients with NCD, represents an ideal context to initiating lifestyle changes.

Objective: This study aimed to evaluate, in patients attending spa therapy, the effectiveness of an intervention combining a
face-to-face coaching and, when returning home, a web- and smartphone-based PA program on the achievement of PA guidelines
(PAG) 12 months after the end of spa therapy.

Methods: This was a 12-month, prospective, parallel-group randomized controlled trial. Patients were enrolled during spa
therapy and randomized 1:1 to intervention or control group who received PA usual advice. From the end of spa therapy, PA,
weight, waist circumference, and quality of life of the participants were assessed by phone every 2 months. Primary outcome
was meeting PAG (PA ≥600 metabolic equivalent of task) at 12 months. Secondary outcomes were meeting current PAG at 6
months; sedentary time, weight, waist circumference, PA, and quality of life at 6 and 12 months. Objective use data of the web-
and smartphone-based PA program were collected. Analytic methods included intention to treat and constrained longitudinal
data analyses.

Results: The study sample included 228 participants (n=176, 77.2% females) with a mean age of 62.4 (SD 6.7) years and a

mean BMI of 28.2 (SD 4.2) kg/m2. Approximately 53.9% (123/228) of the participants were retired. No group differences were
found for any baseline variable. At 12 months, the proportion of patients achieving PAG was significantly higher in intervention
group than in the control group (81% vs 67% respectively, odds ratio 2.34, 95% CI 1.02-5.38; P=.045). No difference between
intervention and control group was found neither in achieving PAG at 6 months nor for sedentary time, weight, and waist
circumference at 6 and 12 months. Regarding quality of life, the physical component subscale score was significantly higher at
12 months in the intervention group than in the control group (mean difference: 4.1, 95% CI 1.9-6.3; P<.001). The mean duration
use of the program was 7.1 (SD 4.5) months. Attrition rate during the first 2 months was 20.4% (23/113) whereas 39.8% (45/113)
of the participants used the program for at least 10 months.
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Conclusions: PA increased in both the intervention group and the control group. However, at 12 months, more participants met
PAG in the intervention group compared with the controls. This indicates that the web- and smartphone-based program could
have maintained PA in the intervention group. In addition, a spa therapy seems to be an ideal time and framework to implement
PA education.

Trial Registration: ClinicalTrials.gov NCT02694796; https://clinicaltrials.gov/ct2/show/NCT02694796

(J Med Internet Res 2022;24(6):e29640)   doi:10.2196/29640
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physical activity; spa; mobile phone; older adults; internet; exercise; aged; sedentary behavior; quality of life; follow-up studies

Introduction

Background
Lack of physical activity (PA) and excess sedentary behaviors
are now recognized as leading risk factors for noncommunicable
diseases (NCDs), such as cardiovascular diseases, chronic
obstructive pulmonary disease, cancers, and type 2 diabetes,
which, taken together, are the primary causes of death worldwide
[1]. Insufficient PA, or physical inactivity, is defined as a level
of PA below the recommended 150 minutes of moderate PA
per week, and sedentary behaviors are defined as “any waking
behaviors characterized by an energy expenditure <1.5 metabolic
equivalents of task (METs), while in a sitting, reclining or lying
posture” [2]. In 2017, of the 41 million NCD-related deaths,
1.26 million were because of insufficient PA [3]. In 2016, >1
in 4 (27.5%) adults worldwide were physically inactive [4]. In
2015, a national survey in France showed that among adults
aged 55 to 74 years, 42.2% of women and 28.4% of men did
not achieve the recommendation of 150 minutes of moderate
PA per week [5]. Engaging people in healthy behaviors such
as stopping tobacco use, reducing alcohol consumption, adopting
healthy diets, increasing PA, and limiting sedentary time is
crucial to tackling the rise of NCDs [1]. Although the health
benefits of PA are widely recognized [6], engaging older adults
and those with NCDs in long-term lifestyle modifications is
very challenging. Although many studies have shown the
benefits of PA interventions on the health of patients with NCDs
[7], a decrease in PA adherence is frequently observed in the
long term, leading to a loss of the acquired health benefits [8].

To maintain adherence to PA, information and communication
technologies appear to be promising tools that provide
personalized follow-up, real-time feedback, and
recommendations. Recent reviews and meta-analyses have found
that web- and smartphone-based interventions are effective in
increasing PA in the general population [9,10], in older adults
[11,12], and in patients with an NCD [13,14]. However, another
systematic review [15] suggested that multicomponent
interventions, where the use of an app was one of several
intervention components such as physical education, provision
of PA equipment, parental education, face-to-face counselling,
might be more effective than stand-alone app interventions.

In many countries (continental Europe, Japan, China, South
America, and North Africa), a course of spa therapy is accepted
as treatment by the health insurance system and is commonly
prescribed to patients with chronic diseases such as rheumatic
conditions, respiratory diseases, and skin diseases and patients

convalescing from cancer, as well as to those who are
overweight or obese. In France, the 3-week courses of therapy
delivered in spa centers are reimbursed by the national social
security. The context and environment of a stay in a spa therapy
center have been shown to be conducive to educating patients
about their disease and initiating lifestyle changes, including
increasing PA, through patient therapeutic education in PA
programs [16-20].

Objectives
We hypothesized that an intervention combining individual
face-to-face coaching during spa therapy with a subsequent
12-month web- and smartphone-based PA program would
improve PA in patients undergoing spa therapy. The main
objective of this study was to evaluate the effectiveness of the
intervention compared with the usual advice (ie, standard advice
on PA provided during spa therapy) on the achievement of PA
recommendations 12 months after the end of spa therapy.
Secondary outcomes were to evaluate, throughout the 12-month
follow-up, at 6 and 12 months, the effectiveness of the
intervention on PA, sedentary time, weight, waist circumference,
quality of life of the patients, and engagement with the program
(the number of performed PA sessions and frequency of use of
the program).

Methods

Study Design
This was a 12-month, prospective, parallel-group, open,
multicenter, single-blinded randomized controlled trial (RCT)
that enrolled patients attending a 3-week spa therapy treatment.
It evaluated the effectiveness of individual face-to-face PA
coaching during the stay at the spa therapy facility followed by
a 12-month web- and smartphone-based PA program, including
a connected wrist pedometer and a connected weighing scale.
Participants were randomized 1:1 to either the intervention
group or the control group. The participants were enrolled in 1
of 8 French spa therapy facilities: Amélie-les-Bains,
Bourbon-Lancy, Brides-les-Bains, Le-Boulou, Chaudes-Aigues,
Eugénie-les-Bains, Vals-les-Bains, and Vichy.

Participants and Recruitment
Enrollment and follow-ups were conducted between September
2015 and December 2017. Patients were recruited through
posters and flyers displayed in spa therapy facilities and spa
physicians’ surgeries. A PA instructor was allocated to each
spa center to prescreen all potential patients and evaluate their
eligibility. Spa physicians participating in the study could also
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refer their patients to the PA instructor for prescreening. The
inclusion criteria were as follows: age of 50 to 79 years,
diagnosis of a stabilized chronic disease (cardiovascular disease,
obesity, type 2 diabetes, chronic obstructive pulmonary disease,
rheumatic conditions, and breast cancer), BMI between >19

kg/m2 and <35 kg/m2, undertaking PA for <150 minutes per
week, and having smartphone access to the internet. Exclusion
criteria included having a cardiac pacemaker, nonstabilized
chronic disease, locomotor disability, evolving metastatic cancer,
or a contraindication to PA. Eligible participants underwent a
medical examination with the spa physician, who after checking
that they could safely follow the study protocol, included them
in the trial after the participants provided informed consent.
Randomization of the participants to the intervention or control
group was stratified by gender and center (thermal spa resort)
and performed by the spa PA instructor using a centralized
secured management system, REDCap (Research Electronic
Data Capture; Vanderbilt University).

Intervention and Control
The intervention comprised a 1-hour individual coaching session
with a PA instructor during the 3-week spa therapy stay in 1 of
the 8 spa care facilities and then access to the web- and
mobile-based PA program and associated connected devices
for the 12 months following the end of the spa therapy. All PA
instructors received the same training and used the same
material. The first part of the consultation aimed to introduce
or remind the participants of the benefits of PA for health and
disease management. The PA instructor provided advice on
how to reach the recommended level of PA and examples of
PA adapted to the patient’s particular condition. Subsequently,
the PA instructor presented the automated web and mobile-based
PA program (Thermactive, BIOMOUV SAS Inc) together with
the use of connected devices (weighing scales and wrist
pedometer; Multimedia Appendices 1 and 2). The PA instructor
downloaded the mobile app onto the patient’s smartphone and
showed him or her how to log into the mobile app and connect
and use the weighing scale. The PA instructor also explained
access to the website and showed participants the main
functionalities of the program. The patients were registered in
the program by the PA instructor who completed a web-based
questionnaire to determine the patient’s PA profile: age, weight,
height, physical fitness (endurance, strength, flexibility, and
balance measured by the PA instructor), PA, joint disabilities,
and pathology. The patient also declared his availability for PA
sessions, his PA preferences, and his sports material (such as
dumbbells, yoga mats, bands, and wrist weights). Participants
in the intervention group followed the web- and mobile-based
PA program for 12 months from the end of their 3-week stay
in the spa therapy center.

The automated program aimed to help patients achieve
recommended levels of PA in 2 ways: by proposing personalized
and structured PA sessions and by increasing daily PA (number
of steps). The PA sessions were automatically generated based
on the patient’s profile. To generate personalized PA sessions,
an algorithm was developed to select and associate exercises
from a database of >1500 different exercises. Each exercise was
classified according to its nature (aerobic, strengthening, and

balance), part of the body concerned (leg, arm, and trunk),
exercise intensity, and duration. The algorithm selected exercises
appropriate to a patient’s physical capacity and availability and
constructed a PA session adapted to the patient. Each PA session
comprised 3 phases: a 5-minute warm-up period; either 10 to
35 minutes of exercise to develop muscle strength and flexibility
or 10 to 50 minutes of endurance during walking or cycling
(mixing continuous and intermittent effort); and finally, a
5-minute recovery phase comprising stretching and relaxation
or a return to calm after walking sessions. The PA sessions were
either automatically compiled videos or PDF files. The program
of PA sessions followed international guidelines regarding the
number of sessions per week, resting periods, type of exercise
(resistance and endurance), duration, and intensity of each
exercise [21]. For each participant, their PA sessions evolved
during the course of the intervention taking into account the
number of PA sessions completed (recorded by the patient) and
any difficulty perceived at the end of the PA sessions (collected
using a Borg scale [22]). To increase daily PA, the program
generated a daily goal of the number of steps to be achieved
based on data from the pedometer over 7 consecutive days. The
achievement of these goals determined the subsequent goals,
and every day, participants received a notification on their
mobile app about the achievement of their personal goals. They
also received emails about new PA sessions available on the
website and emails reminding them whether a PA session had
not been performed and inviting them to do it when possible.
Participants had the possibility to record or add activities on the
mobile app, which were not planned in the program, such as
walking, cycling, swimming, or fitness sessions. The website
and the mobile app also allowed participants to record their
daily PA and amount of sedentary time to visualize their
evolution over time.

Patients allocated to the control group received the usual advice
on PA and a booklet providing advice and examples of PA
suited to their pathology. At the end of the 12-month follow-up
period, the patients included in the control group received free
connected devices and access to the Thermactive program for
12 months.

Measurements and Follow-up
Data collected during the study and follow-up were recorded
using an electronic case report form in a centralized secured
management system, REDCap.

Demographic variables of the participants, including sex, age,
weight, waist circumference, highest level of formal education
(high school or less and higher education), occupation
(nonworking [retired or unemployed], manager [artisan or
intellectual profession], and employee [employee, intermediate
occupation, and worker]), condition treated by spa therapy,
medical-surgical and family history, medical treatments,
physical fitness, PA, and quality of life were collected at
baseline (month 0 [M0]) by the PA instructor. PA was assessed
using the validated International Physical Activity Questionnaire
(IPAQ)-short version [23]. The IPAQ measures the frequency
(days per week) and duration (minutes) of PA during the past
7 days in the following domains: work, transportation, work at
home, and leisure activities [23]. Different levels of PA
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(walking, moderate, vigorous, and total) were calculated and
expressed in METs minutes per week (a product of PA intensity
and duration). PA was classified as low (<600 MET minutes
per week), moderate (600-3000 METs), or high (>3000 METs)
[23]. Meeting current PA guidelines (PAG) was defined as a
total PA of ≥600 METs [23].

At inclusion (M0), physical fitness was evaluated in both groups
using validated physical fitness field tests from Eurofit for Adults
[24] and the Senior Fitness Tests [25], with the 6-minute walk
test to assess cardiorespiratory fitness (endurance), the arm curl
test, the 30-second chair stand test for muscle strength, the
lateral side–bending test for flexibility and patients’ balance by
the one-leg standing test, and the timed up and go test for
balance. Quality of life was assessed using the Short Form
Health Survey-12 (SF-12; version 2) [26]. The SF-12 assesses
limitations in role functioning with 12 items. It consists of 2
subscales measuring physical health (physical component
subscale [PCS]) and mental health (mental component subscale).
The presence and severity of different impairments over the
past 4 weeks are rated. Subscale scores can vary between 0 and
100, with higher scores indicating less impairment or greater
health well-being.

From the end of the 3-week spa therapy, PA, body weight, waist
circumference, and quality of life of the participants in both
groups were assessed at month 2 (M2), month 4, month 6 (M6),
month 8, month 10, and month 12 (M12) by interviewers
(masked to the participant’s randomization group) by phone.
Data were collected every 2 months to avoid a loss to follow-up
and to allow more precise measurement of change in outcome
over time.

To limit missing data, participants were contacted 3 times for
each follow-up phone interview. First, the participants were
contacted by email to plan the phone interview; in case of no
answer, an SMS text message was sent to his or her cell phone
within 7 days, and after failing to respond within 3 days of the
SMS text message, he or she was contacted directly by phone.
The interviewer tried to contact nonresponders for 1 month after
the theoretical follow-up date.

Outcomes
The primary outcome was meeting the current PAG at 12
months after the end of spa therapy, defined as reporting total
PA ≥600 METs [23] measured by the IPAQ short form.

Secondary outcomes were meeting the current PAG at 6 months
after the end of spa therapy; sedentary time, weight, waist
circumference, PA, and quality of life at 6 and 12 months; and
changes in these indicators evaluated every 2 months during
the 12-month follow-up.

The use of the program was evaluated by the number of
connections to the Thermactive website, number of PA sessions
conducted (structured PA sessions+recorded PA sessions), and
number of months for which use of the program was maintained.

Sample Size
With a risk of 0.05, a power (1-b) of 0.90, and assuming a
detectable difference in patients meeting the PAG of 15%

between the 2 groups [27], the sample size required was 462,
with 231 participants in each study arm.

Statistics
Continuous variables were described as mean (SD or 95% CI)
or median (IQR). The normal distribution of continuous
variables was checked using the Shapiro-Wilk test. To compare
between-group differences, a Student t test (2-tailed) was used
for variables with normal distribution; otherwise, the
Mann-Whitney test was used. Categorical variables are
presented as frequencies and percentages and were compared
between groups using a chi-square test. To test effectiveness,
the data were analyzed using intention-to-treat principles [28].
As all randomized patients were included in the analyses and
considering that assessment every 2 months should limit the
loss to follow-up, attrition was not considered to increase the
sample size [29]. To compare between-group differences from
baseline for repeated outcomes, a constrained longitudinal data
analysis (CLDA) was used. This mixed model is a constrained
full-likelihood approach, whereby both the baseline and
postbaseline values are modeled as dependent variables (the
constrained model assumes that both the baseline and
postbaseline measurements are jointly multivariate and normally
distributed as the baseline value is treated as part of the response
vector), and the true baseline values are constrained to be the
same for the 2 treatment groups. Such methods based on
maximum likelihood are consistent under the missing at random
assumption. This model allows the inclusion of patients for
whom either the baseline or postbaseline measurements are
missing, thereby increasing efficiency [30]. Hence, this analysis
provides an adjustment for the observed baseline difference in
estimating the intervention effects. Time was treated as a
categorical variable so that no restriction was imposed on the
trajectory of the means over time. In addition to adjusting for
baseline covariates, the analysis model was also adjusted for
the intervention, time, sex, and interaction of time and
intervention. Random effects at the patient and center levels
were also included. The results are expressed as odds ratios
(ORs) with 95% CI and P values for categorical variables and
as differences in mean change from baseline to 1 year with 95%
CI for continuous variables. All statistical tests were 2-sided,
and P<.05 was considered statistically significant. Data were
analyzed using Stata 12.

Safety
All serious adverse events (AEs) were recorded and notified to
the French clinical trials pharmacovigilance system.

Ethics Approval
The trial, funded by Association Française pour la Recherche
Thermale (grant number 2015-02), a nonprofit independent
organization, was approved by the National Agency for the
Safety of Medicine and Health Products and the regional ethics
committee (Comité de Protection des Personnes Sud-Est N 6;
registration number: CPP AU1196; registration number
IDRCB:2015-A00855-44) and registered at ClinicalTrials.gov
(NCT02694796) before enrollment of the participants began.
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Results

Patients
Recruitment was conducted from September 2015 to December
2016. Of the 304 patients screened, 230 (75.6%) were enrolled
and randomly assigned to either the control group (n=114,
49.6%) or intervention group (n=116, 50.4%; Figure 1). After

randomization, 0.9% (2/230) of patients (1 in each group)
withdrew their participation; thus, a total of 228 patients were
included in the analyses. Patient characteristics are presented
in Table 1. More than 3 participants out of 4 were women
(176/228, 77.2%). The mean age of the sample was 62.4 (SD
6.7) years, and 53.9% (123/228) of the participants were retired.
The 2 groups did not differ in any variable recorded at baseline.

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) flowchart. IPAQ: International Physical Activity Questionnaire.
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Table 1. Baseline characteristics of the participants in the control and intervention group (N=228).

TotalIntervention group (n=115)Control group (n=113)Characteristics

176 (77.2)90 (78.3)86 (76.1)Female, n (%)

62.5 (6.7)62.6 (6.6)62.3 (6.9)Age (years), mean (SD)

76.7 (14.6)77.0 (14.3)76.3 (15.1)Weight (kg), mean (SD)

28.3 (4.2)28.2 (4.0)28.3 (4.4)BMI, mean (SD)

95.8 (13.0)95.0 (12.4)96.7 (13.6)Waist circumference (cm), mean (SD)

Educational level, n (%)

117 (51.3)55 (47.8)62 (54.9)High school or less

111 (48.7)60 (52.2)51 (45.1)Higher education

Occupation, n (%)

151 (66.2)74 (64.3)77 (68.1)Nonworking (retired, unemployed, housewife or househusband, disabil-
ity, or long-term leave)

34 (14.9)16 (13.9)18 (15.9)Manager (artisan, trader, senior executive, or intellectual profession)

41 (18)24 (20.9)17 (15)Employee (intermediate occupation or worker)

Indication for spa treatment, n (%)

165 (72.4)83 (72.2)82 (72.6)Arthrosis

25 (11)11 (9.6)14 (12.4)Cardiovascular diseases

36 (15.8)19 (16.5)17 (15)Obesity

20 (8.8)12 (10.4)8 (7.1)Diabetes (type 1 and type 2)

3 (1.3)1 (0.9)2 (1.8)COPDa

7 (3.1)4 (3.5)3 (2.7)Cancer

48 (21.1)22 (19.1)26 (23)Other

Physical fitness, mean (SD)

70.6 (10.3)71.1 (10.7)70.1 (9.8)Resting heart rate (beats per minute)

463.8 (95.9)464.6 (94.6)463 (97.6)6-minute walk test (minutes)

22.0 (7.0)22.1 (7.2)22 (6.9)Arm curl test (number of flexions)

14.0 (4.2)13.8 (4.4)14.3 (4.1)30-second chair stand test (number of up-and-down)

15.6 (3.9)15.2 (3.5)15.9 (4.2)Lateral side–bending test (right side; cm)

15.7 (4.0)15.4 (3.7)16 (4.3)Lateral side–bending test (left side; cm)

6.1 (7.8)6.0 (6.3)6.2 (9.0)One-leg standing test (seconds)

6.2 (1.6)6.2 (1.7)6.2 (1.5)Timed up and go test (seconds)

PAb (IPAQc; METd minutes per week), median (IQR)

0 (0-960)0 (0-480)0 (0-960)Continuous score for vigorous intensity

130 (0-360)240 (0-360)120 (0-240)Continuous score for moderate intensity

198 (66-396)198 (66-346.5)198 (66-396)Continuous score for walking

396 (198-686)419 (238-720)396 (198-664)Continuous score for overall activity

Sedentary time (IPAQ; minutes), median (IQR)

360 (240-480)360 (270-480)300 (240-420)Time spent sitting on a week day

300 (240-360)300 (240-360)300 (240-360)Time spent sitting on a weekend day

120 (120-180)120 (120-180)120 (120-180)Time spent watching television on a week day

120 (120-180)120 (120-180)120 (120-240)Time spent watching television on a weekend day

120 (60-210)120 (60-240)120 (60-180)Time spent in front of computer or tablet on a week day

60 (30-120)60 (45-150)60 (30-120)Time spent in front of computer or tablet on a weekend day
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TotalIntervention group (n=115)Control group (n=113)Characteristics

Quality of life (SF-12e; 0-100), mean (SD)

43.2 (8.5)43.3 (8.5)43.2 (8.5)Physical health (PCSf)

47.6 (9.2)48.1 (8.9)47.0 (9.5)Mental health (MCSg)

aCOPD: chronic obstructive pulmonary disease.
bPA: physical activity.
cIPAQ: International Physical Activity Questionnaire.
dMET: metabolic equivalent of task.
eSF-12: Short Form Health Survey-12.
fPCS: physical component subscale.
gMCS: mental component subscale.

Primary Outcome
The change in the percentage achieving PAG marginal values
according to CLDA modeling for each group is presented in
Figure 2, and the statistical comparison between the groups for
PAG achievement is shown in Table 2. The achievement of
PAG significantly increased in both groups from M0 to M12

(Table 2), with the greatest increase occurring between M0 and
M2 (Figure 2). At 12 months, the proportion of patients
achieving PAG was significantly higher in the intervention
group than in the control group (64/79, 81% vs 61/91, 67%,
respectively; Figure 2; OR 2.34, 95% CI 1.02-5.38; P=.045;
Table 2). The CLDA analysis also showed that significantly
fewer women achieved PAG than men (P=.005; Table 2).

Figure 2. Change in the percentage of PA guidelines achievement (total PA MET≥600) marginal values according to constrained longitudinal data
analysis model for each group over time. MET: metabolic equivalent of task; PA: physical activity.
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Table 2. Constrained longitudinal data analysis model of the achievement of physical activity guidelines (total physical activity metabolic equivalents
of task ≥600) over time.

P valueOdds ratio (95% CI)Characteristics

.0050.52 (0.33-0.83)Female

N/AN/AaInclusion visit (month 0)

<.0016.3 (3.55-11.17)2-month visit (month 2)

<.0015.49 (3.05-9.87)4-month visit (month 4)

<.0017.41 (3.97-13.85)6-month visit (month 6)

<.0018.37 (4.5-15.55)8-month visit (month 8)

<.0015.79 (3.2-10.48)10-month visit (month 10)

<.0016.29 (3.45-11.46)12-month visit (month 12)

.211.58 (0.77-3.23)Intervention group×month 2

.651.18 (0.58-2.41)Intervention group×month 4

.890.95 (0.45-2.01)Intervention group×month 6

.931.04 (0.47-2.26)Intervention group×month 8

.072.12 (0.95-4.74)Intervention group×month 10

.0452.34 (1.02-5.38)Intervention group×month 12

aN/A: not applicable.

Secondary Outcomes

PA and Sedentary Times
At 6 months follow-up, the achievement of PAG did not differ
between the intervention and control groups (63/91, 69.2% and
59/84, 70.2% of patients reached the PAG, respectively; Figure
2; OR 0.95, 95% CI 0.45-2.01; P=.89; Table 2). Regarding the
PA level (Figure 3), the IPAQ score of total PA at M12 was
significantly higher in the intervention group than in the control
group (intervention group total PA 1618 METs, 95% CI
1491-1744 METs vs control group total PA 1275 METs, 95%
CI 1140-1385 METs; P=.04), whereas no significant difference

was observed at M6 (intervention group total PA 1427 METs,
95% CI 1303-1564 METs vs control group total PA 1274 METs,
95% CI 1146-1392 METs; P=.30).

There were no statistically significant differences between the
2 groups at M6 or M12 regarding the IPAQ scores for walking,
moderate, and vigorous PA (Figure 3) or for sitting time or time
spent in front of a screen (television or computer) during
weekdays or weekends (Figure 4).

Nevertheless, the time spent in front of a screen (computer or
television) decreased significantly over the follow-up in both
the groups during both weekdays and weekends (Table 3).
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Figure 3. International Physical Activity Questionnaire scores for total, moderate, intense, and walking physical activity margin values according to
constrained longitudinal data analysis model for each group over time. MET: metabolic equivalent of task; PA: physical activity.

Figure 4. Sedentary times marginal values according to constrained longitudinal data analysis model for each group over time.
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Table 3. Change in time spent in front of screens (computer or television) for control and intervention groups pooled.

P valueChange between month 12 and month 0, mean (SE; 95% CI)Duration of time

<.001−75.2 (10.2; −95.3 to −55.2)Time spent in front of a computer during the week (minutes)

<.001−47.2 (7.8; −62.6 to −31.8)Time spent in front of a computer during the weekend (minutes)

<.001−39.7 (9.3; −58.0 to −21.4)Time spent in front of a television during the week (minutes)

<.001−61.9 (10.8; −83.0 to −40.7)Time spent in front of a television during the weekend (minutes)

Body Weight and Waist Circumference
There was no statistically significant difference between the 2
groups for body weight or waist circumference at M6 and M12

(Figure 5). However, the mean waist circumference for the 2
groups had significantly decreased at 6 months by 1.9 cm (95%
CI −3.0 to −0.8 cm; P=.001) and at 12 months by 2.4 cm (95%
CI −3.5 to −1.3 cm; P<.001).

Figure 5. Weight and waist circumference marginal values according to constrained longitudinal data analysis model for each group over time.

Quality of Life
The quality of life assessment showed that the PCS score was
significantly higher at M12 in the intervention group than in
the control group (Figure 6; mean difference at M12 4.1, 95%

CI 1.9-6.3; P<.001). At M6, the PCS score tended to be higher
in the intervention group than in the control group (PCS score
2.1, 95% CI 0.0-4.3; P=.06). There were no statistically
significant differences between the 2 groups in the mental
component subscale score at M6 or M12 (Figure 6).
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Figure 6. SF-12 scores (PCS and MCS) marginal values to constrained longitudinal data analysis model for each group over time. MCS: mental
component subscale; PCS: physical component subscale; SF-12: Short Form Health Survey-12.

Use of the Program
Monitoring of the program use results is presented in Table 4.
The patients used the program for an average of 7.1 (SD 4.5)
months. Approximately 20.4% (23/113) dropped out of the

program before 2 months of use; however, 39.8% (45/113) of
the participants used the program for ≥10 months (Table 4).
Among the participants, 62.8% (71/113) had at least one
structured PA session.
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Table 4. Use of the program (N=115).

Intervention groupCharacteristics

Logging into the program

113 (98.3)Patients who logged into the program at least once, n (%)

16,325Total number of log-ins into the program, N

143.2 (179.4)Number of log-ins by patients, mean (SD)

76 (24.3-208.8)Number of log-ins by patients, median (IQR)

Duration of program use

7.1 (4.5)Duration of use (months), mean (SD)

23 (20.4)Patients who used the program for <2 months, n (%)

14 (12.4)Patients who used the program for 2 to 4 months, n (%)

13 (11.5)Patients who used the program between 4 and 6 months, n (%)

8 (7.1)Patients who used the program between 6 and 8 months, n (%)

10 (8.8)Patients who used the program between 8 and 10 months, n (%)

45 (39.8)Patients who used the program for >10 months, n (%)

Total PAa sessions (recorded+structured)

81 (71.7)Patients who conducted at least one PA session, n (%)

2588Total number of PA sessions conducted, N

16 (3-47)Number of PA sessions conducted, median (IQR)

Structured PA sessions

71 (62.8)Patients who conducted at least one structured PA session, n (%)

1836Total number of structured PA sessions conducted, N

8 (2-34)Number of structured PA sessions conducted, median (IQR)

25 (35.2)Patients who conducted <1 structured PA session by month of use, n (%)

26 (36.6)Patients who conducted 1 to 4 structured PA sessions by month of use, n (%)

16 (22.5)Patients who conducted 4 to 8 structured PA sessions by month of use, n (%)

4 (5.6)Patients who conducted >8 structured PA sessions by month of use, n (%)

aPA: physical activity.

Safety
AEs recorded during the study are presented in Table 5. None
of the severe AEs were attributed to the intervention. One patient

reported an aggravation of lymphedema in the left arm because
of wearing a wrist pedometer. This adverse effect was resolved
by physiotherapy.

Table 5. Adverse events recorded during the follow-up (N=228).

Intervention group (n=115), n (%)Control group (n=113), n (%)Adverse events

70 (60.9)102 (49.6)Adverse events

11 (9.6)13 (11.5)Severe adverse events

0 (0)2 (1.8)Increased arthrosis

11 (9.6)11 (9.7)Hospitalizations or care for a disorder unrelated to the spa indication

Discussion

Principal Findings and Comparison With Prior Work
This RCT aimed to assess the effectiveness of an intervention,
including an initial face-to-face coaching and a web- and
mobile-based PA program, to meet PAG among patients
attending a 3-week spa therapy treatment. The results showed

that significantly more participants met the PAG at the 12-month
follow-up in the intervention group than in the controls;
however, no difference was observed between the 2 groups for
reaching PAG at 6 months. The intervention significantly
improved the physical component of the quality of life at 12
months. Sedentary times and waist circumference were
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significantly reduced in both groups at 6 and 12 months of
follow-up without significant differences between the groups.

The level of PA increased in both groups but was significantly
higher at 12 months in the intervention group. The increase in
PA in the control group might be explained by the usual advice
on PA and lifestyle changes provided during the 3-week spa
therapy by health care professionals. Indeed, a number of studies
have shown that the context and environment of spa treatments
represent an opportunity to educate patients on their chronic
diseases and initiate behavioral changes [16-20], such as PA.

Our analyses showed that the effect of usual advice on PA in
the control group was the highest during the first 2 months after
the spa therapy; subsequently, this tended to stabilize and finally
slightly decreased after 8 months. Although the PA in the
intervention group followed the same dynamic for the first 8
months, it increased after 8 months and became significantly
higher at 12 months.

The maintenance of the level of PA to reach the PAG at 12
months in the intervention group could be explained by the web-
and mobile-based PA program. This result is in line with the
results observed in other RCTs aimed at improving PA among
older adults using web-based PA interventions [31,32]. A
systematic review and meta-analysis evaluated the effects of
eHealth interventions on promoting PA in older adults [12].
The results of this meta-analysis showed that the effects of the
eHealth intervention (vs controls) on PA time measured by
questionnaires and objective wearable devices on energy
expenditure and step counts were all significant with minimal
heterogeneity.

Our findings also highlight that the intervention significantly
improved the physical component of quality of life at 12 months,
which is consistent with the increase in physical abilities because
of the improvement in PA level. Limited studies have reported
on the effect of web- or mobile-based PA interventions on
quality of life among older adults. A randomized control trial
that included 235 participants indicated that after 3 months, an
internet-based intervention aimed at increasing PA significantly
improved the quality of life of inactive older adults [33]. Another
study conducted by Irvine et al [34] also showed a significant
improvement in the SF-12 PCS among sedentary older adults
aged >55 years who engaged in a web-based PA program.

Our results indicate that waist circumference was significantly
reduced in both groups at 6 and 12 months of follow-up without
a significant difference between the groups.

A meta-analysis [35], including 31 RCTs, emphasized that
internet-based interventions showed a significant reduction in
waist circumference (mean change −2.99 cm, 95% CI −3.68 to

−2.30 cm; I2=93.3%) compared with minimal interventions
such as information-only groups. Our findings indicate a similar
mean change in waist circumference in the 2 groups (−2.4 cm;
95% CI −3.5 to −1.3 cm). Therefore, this reduction did not seem
to be explained by the intervention. The inclusion in a research
study and the focus on their medical conditions should motivate
them to adopt better health behaviors. The time spent sitting
was higher at M2, month 4, and M6 in both groups than that at
baseline. This could be because of fatigue related to the increase

in PA [36], which induced compensatory time spent being
sedentary, probably at the expense of light PA (unassessed by
the IPAQ questionnaire, but which can represent most PA in
older adults). This hypothesis should be confirmed in future
studies.

Our results also indicate that men were more likely to
successfully reach the PAG than women. The present findings
are consistent with those of previous studies. Blanchard et al
[37] evaluated PA levels in patients with heart disease over 12
months (with or without cardiac rehabilitation) and showed a
more pronounced decline in PA over time in women than in
men. Jenkins and Gortner [38] specifically examined gender
disparity in PA in people living with heart disease who did not
receive cardiac rehabilitation. The results showed that men
walked significantly more than women at 1, 2, 6, and 12 months
after hospitalization. However, analyzing the determinants of
parameters that establish which factors predict which
participants are successful in reaching PAG was not a part of
our research question. Such a determinant analysis will be
performed in forthcoming studies and will address different
research questions with the ultimate aim of better targeting
different populations.

Limitations and Strengths
The effect of the intervention on maintaining long-term PA and
reaching PAG needs to be viewed cautiously as, despite an
extension of the enrollment period, the a priori sample size was
not met. Two main reasons explain the difficulties in including
participants in the trial. First, it appeared that many patients
with a web connection and smartphone were already meeting
the PAG. Second, we encountered difficulties in the recruitment
of qualified PA instructors who played an essential role in the
prescreening of participants and face-to-face coaching of the
intervention group.

Another limitation of our trial is the self-reported assessment
measures, making them potentially subject to social desirability
bias [39]. Furthermore, the Hawthorne effect [40] (referring to
a tendency in some individuals to alter their behavior in response
to their awareness of being observed) along with contamination
bias could also affect the magnitude of the differences observed
in the results. However, the contamination bias cannot call into
question our main result as it reduced the size of the difference
between the 2 groups. Therefore, we can hypothesize that
without contamination bias, the difference between the 2 groups
would have been greater.

The Hawthorne effect and the repeated assessment of outcomes
every 2 months could motivate participants to become more
active, leading them to overestimate the report of PA and
consequently bias our findings. Although this bias could have
occurred in both the control and intervention groups and,
therefore, would not bias the comparison between the 2 groups,
the proportion of participants achieving PAG might be
overestimated. Moreover, we cannot exclude that participants
in the intervention group may be influenced by the expectation
that they will perform better as they received the promising PA
program, especially at the end of the program, resulting in an
overestimation of their PA level.
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A greater number of patients was assessed at M12 in the control
group (91/113, 80.5%) than in the intervention group (79/115,
68.7%). One of the reasons for this higher compliance of the
control group may be the promise to have free access to the
program at the end of the follow-up.

The use of the program can be considered satisfactory as patients
used the program for an average of 7.1 (SD 4.5) months; 78.3%
(90/115) of the patients used the program for at least 2 months
and 39.1% (45/115) for at least 10 months. Approximately
61.7% (71/115) of patients reported engaging in structured PA
sessions (median 8 sessions), emphasizing the clear interest of
participants in the value of the program, as well as its
acceptability and usability. Indeed, the attrition rate for web
and smartphone interventions in PA is often quite high [41]
(ranging from 30% [42] to 80% [43]), and declining rates of
engagement over time are often reported by researcher-led
web-based health interventions.

In a secondary analysis of a randomized trial [42], attrition at
3 months of a 100-day PA intervention delivered via an app
ranged from 32% to 39%. Another RCT found that 80% of
participants ceased using a web-based PA intervention by week
80 (20 months), and the attrition rate was approximately 70%
to 75% at 12 months [43].

The percentage of patients who stopped using the web
application and mobile app before 4 months was 32.8% (37/113)
in this study.

Thus, the attrition rate observed in our study was consistent
with that reported in the literature.

A recent study [44] examined the effect of individualized
follow-up with an app for 1 year on peak oxygen uptake in
patients undergoing cardiac rehabilitation. The results of this
study showed high levels of use of the app in the intervention
group: 84% (46/55) of the patients used it to set and achieve
personal goals and tasks. The intervention group improved in
the peak oxygen uptake to a larger extent than the control group
(without the app). Adherence to app use was more than twice
the web and app adherence estimated in this study (45/113,
39.8%). This could be mainly explained by the fact that in the
study of Lunde et al [44], monitoring and feedback were
provided by a real person to the patients, whereas in our study,
the PA program was fully automated. The authors explained
that the high level of individualization (having a real person
behind the app, as well as quite simple technology) may have
been crucial to maintaining adherence to app use.

Therefore, adherence in the long term (>10 months) to the web-
and mobile-based PA program studied here would be enhanced
by introducing engagement with a real PA instructor in the
follow-up of the patients.

In our analyses (not shown in the manuscript), we compared
the respondents and those with missing data at 12 months by
baseline characteristics.

Those with missing data differed from the respondents by the
baseline declaration of high PA and sitting time during the

weekend. The proportion of those with missing data who
declared practicing high PA at baseline was higher than the
proportion of the respondents (4/58, 6.9% vs 3/170, 1.8%,
respectively; P=.05). For sitting time, those with missing data
declared, at baseline, to spend less time sitting during the
weekend than the respondents (280 vs 320 minutes, respectively;
P=.046). Nevertheless, those with missing data were more
frequent in the intervention group than in the control group
(36/115, 31.3% vs 22/113, 19.5%, respectively). Therefore, if
we hypothesized that those with missing data were more active
than the respondents, the level of PA of the intervention group
would have been higher if we had been able to collect data from
those with missing data.

Finally, in the present analyses, we did not investigate the
determinants of which participants were adherent to the program.
Such analyses, along with the presentation of the results on the
step counts, will be the topic of ongoing analyses.

This clinical trial provided results on the PA of participants
attending spa treatment. The generalizability of the results to
the general population of older adults with NCDs without spa
treatment or rehabilitation programs might be limited. Thus,
attending a spa treatment or rehabilitation program is proof of
interest in one’s health.

To our knowledge, this study is the first to combine education
during a spa treatment and the use of a web- and mobile-based
PA program over a 12-month follow-up. The 3-week stay at a
spa resort favors the building of strong relations and exchanges
with health care professionals and other patients and has an
educational dimension [16,20]. This could help explain why
various studies have shown that coaching and information on
PA administered during spa therapy produces a lasting benefit
on PA [17-20] in the intervention groups and also produces an
improvement in the controls [20]. Thus, these findings could
partly explain why no large differences in PA were observed
among patients receiving information in different forms.
Moreover, the periodic follow-up by the interviewers in the 2
groups could also be a potential reason for the increasing
motivation to practice PA.

Conclusions
The limitations, especially the impossibility of reaching the
required sample size, indicate that it is necessary to interpret
the results with caution. Nonetheless, this study demonstrates
the potential of a web- and mobile-based PA program associated
with an initial face-to-face coaching during a spa treatment to
maintain PA in older adults over a 12-month period to achieve
PAG and improve quality of life. A spa treatment appears to
offer the ideal time and setting to implement education in PA
and initiate patients to the use of web- and mobile-based PA
programs.

Increasing PA and reducing the excessive sedentariness of
inactive patients reduce the risk of NCD aggravation and pain
in some nonmalignant chronic conditions, favoring a lasting
improvement in personal physical capacity and quality of life.
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In their article, Liu et al [1] investigated if there are BMI cut
points for various obesity-associated comorbidities. For this
purpose, they evaluated 243,332 patients aged 18 to 75 years,
documented in the electronic health record, who had at least 3
in-person clinical visits over a 2-year period. The authors
reported a significant correlation and calculated cutoff points
of BMI with 6 comorbidities, including coronary artery disease,
hypertension, hyperlipidemia, obstructive sleep apnea,
osteoarthritis, and type 2 diabetes mellitus [1]. Interestingly, no
association was found with anxiety and depression.

In our recent study [2], although of a different concept, we
prospectively evaluated a cohort of 80 patients who were
subjected to myocardial perfusion imaging for myocardial
ischemia evaluation. All patients in the study were additionally

evaluated for the presence of anxiety and depression.
Furthermore, cardiological risk factors, including obesity, were
additionally assessed. Like the study by Liu et al [1], we found
a positive association between obesity and myocardial ischemia.
However, we also found a correlation between obesity and
depression/anxiety and myocardial ischemia [2]. Other studies
have also reported obesity and depression/anxiety as independent
risk factors for acute coronary syndrome in young women [3]
and that female patients had more central obesity and greater
anxiety than male patients with coronary artery disease [4].

In any event, I agree with the conclusions of Liu et al [1] that
additional studies may be needed to establish which
comorbidities need to be screened in patients with overweight
for appropriate management.
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We thank our colleague from Greece [1] for her interest in our
article [2]. Similar to our study, Fotopoulos et al [3] found an
association between obesity and coronary artery disease (CAD)
in their analysis of patients undergoing cardiac stress tests. They
also reported that the presence of obesity and depression together
was associated with CAD. Similarly, the presence of obesity
and anxiety together was associated with CAD. Our study did
not explicitly measure associations between depression and
CAD or anxiety and CAD, but Sioka [1] raised important points
about how obesity, mental health, and heart disease may interact.

In the adjusted quantile regression analyses (Multimedia
Appendix 4 of our paper), we found that patients with a
diagnosis of anxiety had a similar BMI as those without anxiety.
One systematic review of the literature suggested a positive

association between obesity and anxiety, although a causal
relationship has not been established [4]. Patients in our study
who had a diagnosis of depression had a slightly higher median
BMI than those without depression (0.74 BMI points, 95% CI
0.53-0.94). A meta-analysis of 15 longitudinal studies concluded
that obesity increased the risk of depression, and depression
was predictive of developing obesity [5].

Our study [2] and the study by Fotopoulos and colleagues [3]
both reinforce the concept that obesity is associated with
negative health outcomes that affect numerous body systems.
Incorporating BMI into screening guidelines for conditions like
CAD may help identify high-risk individuals so they can be
intervened on earlier than current guidelines support.
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In “Predictors of Health Information–Seeking Behavior:
Systematic Literature Review and Network Analysis” (J Med
Internet Res 2021;23(7):e21680) the authors noted three errors.

1. In the originally published article, Reference 11 was
incorrectly published as follows:

Cole C. Looking for information: a survey of research
on information seeking, needs, and behavior (4th
edition). Donald O. Case and Lisa M. Given. Bingley,
UK: Emerald Group Publishing, 2016. 528 pp. $82.95
(hardcover). (ISBN: 9781785609688). J Asso Inf Sci
Technol 2016 Dec 21;68(9):2284-2286. [doi:
10.1002/asi.23778]

The correct reference is a book and has been updated as follows:

Case DO, Given LM. Looking for information: a
survey of research on information seeking, needs, and
behavior (4th edition). Bingley, UK: Emerald Group
Publishing; 2016.

2. The in-text citation for reference 11 incorrectly mentioned
the year as 2002 in the following sentence:

Other known models from the information science
perspective include the Comprehensive Model of
Information Seeking, which looks at information
carrier characteristics, antecedents, and
information-seeking actions [10] and the book by

Case in 2002 about the research on
information-seeking needs and behaviors [11].

The correct year for the current edition of the book is 2016 and
the sentence has been updated as follows:

Other known models from the information science
perspective include the Comprehensive Model of
Information Seeking, which looks at information
carrier characteristics, antecedents, and
information-seeking actions [10] and the book by
Case in 2016 about the research on
information-seeking needs and behaviors [11].

3. In affiliations 1 and 2 of the originally published article, the
city was incorrectly mentioned as 'The University of Sydney'.
This has been corrected to 'Sydney,' and the correct list of
affiliations is as follows:

Ardalan Mirzaei1*, BPharm, MPhil, GCertEdStud

(Higher Ed); Parisa Aslani1*, BPharm, MSc, PhD,

GCertEdStud (Higher Ed); Edward Joseph Luca2,

BA, MBA; Carl Richard Schneider1*, BN, BPharm,
PhD, PGCert (Higher Ed)
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The correction will appear in the online version of the paper on
the JMIR Publications website on June 3, 2022, together with

the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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In “Durability of the Treatment Effects of an 8-Week
Self-administered Home-Based Virtual Reality Program for
Chronic Low Back Pain: Follow-up Study of a Randomized
Clinical Trial” (J Med Internet Res 2022;24(5):e37480) the
authors made one clarification.

In the originally published paper, the title appeared as follows:

“Durability of the Treatment Effects of an 8-Week
Self-administered Home-Based Virtual Reality Program for
Chronic Low Back Pain: Follow-up Study of a Randomized
Clinical Trial”

In the corrected version of the paper, the title has been changed
to:

“Durability of the Treatment Effects of an 8-Week
Self-administered Home-Based Virtual Reality Program for
Chronic Low Back Pain: 6-Month Follow-up Study of a
Randomized Clinical Trial”

The correction will appear in the online version of the paper on
the JMIR Publications website on June 8, 2022 together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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In “Age- and Sex-Specific Differences in Multimorbidity
Patterns and Temporal Trends on Assessing Hospital Discharge
Records in Southwest China: Network-Based Study” (J Med
Internet Res 2022; 24(2): e27146) the authors noted one error.

In the originally published paper, the denominator of Equation
2 was incorrect and should have been expressed as a square
root.

In the corrected version of the paper, the denominator of
Equation 2 has been revised to a square root and is provided
below. The calculations in the original publication were

according to the correct version of Equation 2. The error in
Equation 2 did not influence the results of the originally
published paper.

The correction will appear in the online version of the paper on
the JMIR Publications website on June 16, 2022, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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Corresponding Author:
Hye-Chung Kum, MS, MSW, PhD
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Related Article:
 
Correction of: https://www.jmir.org/2021/9/e29018
 

(J Med Internet Res 2022;24(6):e39666)   doi:10.2196/39666

In “Adherence to Telemonitoring Therapy for Medicaid Patients
With Hypertension: Case Study” (J Med Internet Res
2021;23(9):e29018), the authors noticed one error.

In the originally published article, the Acknowledgments section
inadvertantly missed a statement acknowledging the
telemonitoring company that provided the real-world data for
the study. In the corrected version of the article, the following
sentence has been added to the Acknowledgments section:

Real-world telemonitoring data was provided by
Coordination Centric.

The correction will appear in the online version of the paper on
the JMIR Publications website on June 17, 2022, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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Corresponding Author:
Alexandra J Greenberg, MPH, PhD
Mayo Clinic
200 First Street SW
Rochester, MN, 55905
United States
Phone: 1 507 538 7388
Fax: 1 507 555 1212
Email: worisek.alexandra@gmail.com

Related Article:
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(J Med Internet Res 2022;24(6):e39719)   doi:10.2196/39719

In “Access to Electronic Personal Health Records Among
Patients With Multiple Chronic Conditions: A Secondary Data
Analysis” (J Med Internet Res 2017;19(6):e188), the authors
made the following updates.

The authors were notified of data errors in one of the Health
Information National Trends Survey (HINTS) cycle datasets
(HINTS 4, Cycle 4); the errors were in the weights provided
for use in the analysis of these data [1]. Following the HINTS
error notice [1], the authors reran analyses reported in Table 1
and Table 2. The originally published versions of these tables
are in Multimedia Appendix 1 and Multimedia Appendix 2.

In rerunning analyses for Table 1, only one difference was found
that resulted in a change in conclusion. Namely, the chi-squared
analysis of “Confidence that PHI is safe” versus “Number of
Chronic Conditions” was not significant in the updated analysis
(P=.11). In the original analysis, the results were significant,
with “Very Confident” more likely with two or more chronic
conditions, and “Not Confident” more likely with no chronic
conditions. Additionally, for “Accessed EHRs at least once”
and “Frequency of EHR Access,” the original table used column
percentages instead of row percentages; this has been corrected
in the updated table.

In section “Associations Between Patient Factors and Number
of Chronic Conditions” in the Results, the fourth sentence in
the first paragraph originally read as follows:

In general, having two or more chronic conditions
was associated with being older, having health
insurance, having a regular provider, being less
confident in taking care of themselves, reporting fair
to poor health, being less inclined to use the Internet
or to use a mobile phone/tablet, and in feeling more
confident that their PHI is safe and controllable
(Table 1).

It has been corrected as follows:

In general, having two or more chronic conditions
was associated with being older, having health
insurance, having a regular provider, being less
confident in taking care of themselves, reporting fair
to poor health, and being less inclined to use the
Internet or to use a mobile phone/tablet (Table 1).

The following text from the Discussion was no longer accurate
and has been removed from the corrected version of the article:

Additionally, HINTS included items addressing
concerns about safety and privacy of electronic health
information, which revealed that those with MCC
reported slightly higher frequencies of believing that
they were “very confident” in having control of the
privacy of their records and that their PHI was safe
with their providers. This could provide one
explanation for the increased use of ePHR among
those with MCC.
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In rerunning analyses for Table 2, only one difference was found
that resulted in a change in conclusion. Namely, for “Confidence
that PHI is safe,” a significant association was found for “Very
Confident” (OR 2.00, 95% CI 1.21-3.31; P=.01) and “Somewhat
Confident” (OR 1.99, 95% CI 1.25-3.17) as compared to the
reference of “Not Confident.” In the original analysis, neither

was statistically significant. This change does not affect any of
the text within the body of the manuscript. But it is a notable
new conclusion, indicating that those who are more confident
about the safety of their data are significantly more likely to
use ePHR than those who are not confident about such security.

The corrected versions of Table 1 and Table 2 are below:
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Table 1. Associations between patient characteristics, online characteristics, and attitudes with number of chronic conditions (N=3497).

P valueχ2 (df)Number of chronic conditions, n (weighted %)aRespondent characteristics

≥210

1555 (34.1)892 (26.0)1050 (39.8)Overall

.0075.5 (2)Sex

920 (36.5)543 (27.3)624 (36.2)Female

605 (31.3)344 (25.2)420 (43.5)Male

<.00159.5 (8)Age (years)

60 (10.0)117 (25.4)283 (64.6)18-34

188 (27.8)200 (24.2)322 (48.1)35-49

556 (40.3)299 (28.9)272 (30.9)50-64

349 (58.1)149 (27.0)72 (14.9)65-74

274 (72.2)74 (21.4)28 (6.3)≥75

.0014.1 (8)Race/ethnicity

194 (29.6)132 (28.5)185 (41.9)Hispanic

844 (35.2)496 (26.1)555 (38.7)Non-Hispanic White

252 (36.1)123 (24.0)142 (39.9)Non-Hispanic Black

85 (20.0)56 (22.5)94 (57.4)Non-Hispanic other

180 (44.2)85 (26.9)74 (28.9)Missing

<.00112.1 (6)Education

163 (45.6)65 (27.0)59 (27.5)Less than high school

323 (38.9)140 (23.0)171 (38.1)High school graduate

511 (38.1)282 (27.0)257 (34.9)Some college

500 (23.7)377 (26.7)534 (49.6)College graduate

<.0018.3 (8)Income (US$)

442 (41.5)182 (27.0)163 (31.5)<$20,000

265 (48.8)116 (22.1)127 (29.1)$20,000 to <$35,000

220 (32.7)139 (26.7)145 (40.6)$35,000 to <$50,000

252 (35.0)153 (26.7)180 (38.2)$50,000 to <$75,000

349 (24.9)295 (26.5)421 (48.7)≥$75,000

<.0019.3 (2)Health insurance

1397 (35.9)768 (25.8)872 (38.3)Yes

130 (21.2)110 (27.2)168 (51.6)No

<.00150.1 (2)Regular provider

1256 (42.5)612 (25.1)548 (32.4)Yes

268 (18.0)266 (27.7)494 (54.3)No

<.0019.7 (4)Self-reported ability to take care of own health

890 (29.8)629 (27.2)787 (42.9)Completely confident/very confident

518 (40.4)231 (24.8)224 (34.8)Somewhat confident

137 (54.9)29 (19.2)36 (25.9)A little confident/not at all confident

<.00152.0 (4)Self-reported general health

427 (20.3)443 (26.4)675 (53.3)Excellent/very good

672 (39.7)345 (28.8)301 (31.5)Good

443 (64.7)97 (17.5)69 (17.9)Fair/Poor
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P valueχ2 (df)Number of chronic conditions, n (weighted %)aRespondent characteristics

≥210

<.00135.9 (2)Regular Internet use

1077 (31.0)709 (26.1)923 (42.9)Yes

455 (49.2)173 (25.4)123 (25.3)No

.610.5 (2)Accessed EHRs at least once

371 (25.5)250 (26.7)284 (28.0)Yes

1158 (74.5)630 (73.3)757 (72.0)No

<.0015.6 (8)Frequency of EHR access

1158 (74.5)630 (73.3)757 (72.0)Never

153 (9.1)124 (14.2)158 (15.4)1-2 times

101 (7.6)78 (7.4)74 (7.5)3-5 times

57 (3.7)30 (3.4)24 (2.2)6-9 times

60 (5.1)18 (1.6)28 (2.9)≥10 times

<.00136.7 (2)Use a mobile phone or tablet

854 (29.1)610 (26.0)848 (44.9)Yes

638 (48.1)256 (26.2)185 (25.7)No

.490.7 (2)Use health-related mobile phone/tablet apps

295 (29.6)204 (24.4)297 (46.0)Yes

516 (27.9)388 (27.9)522 (44.2)No

.760.3 (2)Exchanged emails with provider(s)

331 (32.3)206 (25.7)246 (42.0)Yes

1179 (34.3)662 (26.1)791 (39.6)No

.112.0 (2)Confidence that PHI is safe

389 (37.5)178 (23.7)207 (38.9)Very confident

809 (34.3)473 (27.4)534 (38.3)Somewhat confident

324 (30.8)221 (24.9)295 (44.4)Not confident

.023.3 (4)Control privacy of records

487 (38.7)246 (26.8)255 (34.5)Very confident

733 (34.7)420 (26.0)479 (39.2)Somewhat confident

302 (27.1)215 (25.2)307 (47.6)Not confident

.660.4 (2)Ever withheld information due to privacy concern

222 (32.6)128 (24.4)160 (43.0)Yes

1306 (34.2)754 (26.3)882 (39.4)No

.321.2 (4)Concerned about security of information when sent between providers

338 (32.3)191 (25.9)226 (41.9)Very concerned

756 (35.3)431 (24.4)510 (40.4)Somewhat concerned

433 (33.2)259 (28.9)305 (37.9)Not concerned

a Percentages are weighted.
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Table 2. Weighted multivariate logistic regression model of predictors of using electronic personal health records among those reporting having Internet
access or who own a mobile phone (n=2941).

P valueAdj Wald F (df)Beta (SE)OR (95% CI)Predictors of use of electronic personal health records

.024.51 (2)Number of chronic conditions

RefRef0

-0.02 (0.24)0.98 (0.60-1.59)1

0.63 (0.27)1.88 (1.09-3.24)≥2

.720.13 (1)Sex

RefRefMale

0.16 (0.16)1.06 (0.77-1.45)Female

.102.05 (4)Age (years)

RefRef≥75

0.59 (0.48)1.80 (0.69-4.66)65-74

0.87 (0.43)2.39 (1.01-5.67)50-64

0.98 (0.43)2.68 (1.13-6.36)35-49

1.17 (0.47)3.23 (1.24-8.41)18-34

.430.98 (4)Race/ethnicity

RefRefNon-Hispanic White

-0.47 (0.35)0.62 (0.31-1.26)Hispanic

-0.11 (0.23)0.90 (0.57-1.42)Non-Hispanic Black

0.29 (0.32)1.34 (0.70-2.55)Non-Hispanic other

-0.76 (0.59)0.47 (0.14-1.54)Missing

.271.35 (3)Education

RefRefLess than high school

0.20 (0.78)1.22 (0.25-5.88)High school graduate

0.41 (0.73)1.51 (0.35-6.52)Some college

0.61 (0.75)1.85 (0.41-8.31)College graduate

.033.04 (4)Income (US$)

RefRef<$20,000

0.42 (-0.21)1.90 (0.81-4.47)$20,000 to <$35,000

0.39 (0.22)2.75 (1.25-6.08)$35,000 to <$50,000

0.40 (-0.16)1.89 (0.85-4.23)$50,000 to <$75,000

0.37 (0.41)3.17 (1.50-6.71)≥$75,000

.201.71 (1)Health insurance

RefRefNo

0.30 (-0.21)1.48 (0.81-2.71)Yes

.017.43 (1)Regular provider

RefRefNo

0.61 (0.22)1.84 (1.17-2.88)Yes

.810.21 (2)Self-reported ability to take care of own health

RefRefA little confident/not at all confident

-0.03 (0.44)0.97 (0.40-2.34)Somewhat confident

0.13 (0.37)1.14 (0.54-2.39)Completely confident/very confident

.191.71 (2)Self-reported general health
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P valueAdj Wald F (df)Beta (SE)OR (95% CI)Predictors of use of electronic personal health records

RefRefExcellent/very good

0.34 (0.20)1.40 (0.94-2.09)Good

0.04 (0.35)1.04 (0.52-2.10)Fair/Poor

.015.24 (2)Confidence that PHI is safe

RefRefNot confident

0.69 (0.23)1.99 (1.25-3.17)Somewhat confident

0.69 (0.25)2.00 (1.21-3.31)Very confident

In addition, the corresponding author's email address has been
changed to worisek.alexandra@gmail.com, as the author is no
longer affiliated with Mayo Clinic College of Medicine and
Science.

The correction will appear in the online version of the paper on
the JMIR Publications website on June 20, 2022, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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Abstract

Background: Throughout the pandemic, the general population was encouraged to use media to be kept informed about sanitary
measures while staying connected with others to obtain social support. However, due to mixed findings in the literature, it is not
clear whether media use in such a context would be pathogenic or salutogenic.

Objective: Therefore, the associations between COVID-19–related stressors and frequency of media use for information-seeking
on trauma- and stressor-related (TSR) symptoms were examined while also investigating how social media use for support-seeking
and peritraumatic distress interact with those variables.

Methods: A path model was tested in a sample of 5913 adults who completed an online survey.

Results: The number of COVID-19–related stressors (β=.25; P<.001) and extent of information-seeking through media (β=.24;
P=.006) were significantly associated with the severity of TSR symptoms in bivariate comparisons. Associations between levels
of peritraumatic distress and both COVID-19–related stressors and information-seeking through media, and social media use for
support- and information-seeking through media were found (βCOVID-19 stressors: Peritraumatic Distress Inventory=.49, P<.001; βseeking information:

Peritraumatic Distress Inventory=.70, P<.001; βseeking information–seeking support=.04, P<.001).

Conclusions: Results suggest that exposure to COVID-19–related stressors and seeking COVID-19–related information through
the media are associated with higher levels of peritraumatic distress that, in turn, lead to higher levels of TSR symptoms. Although
exposure to the stress of the COVID-19 pandemic may be unavoidable, the frequency of COVID-19–related information
consumption through various media should be approached with caution.

(J Med Internet Res 2022;24(6):e33011)   doi:10.2196/33011
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media use; support; information-seeking behaviors; trauma- and stressor-related symptoms; COVID-19; media; information-seeking;
behavior; trauma; stress; symptom; frequency; risk; distress
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Introduction

The COVID-19 Pandemic, Media Use, and Mental
Health
The COVID-19 pandemic has resulted in global destabilization
and repeated confinement of billions of people to their homes,
and has made physical distancing a new way of life. In the early
days of the pandemic and for quite some time, governmental
authorities have broadcasted bleak news updates through the
media daily (eg, [1,2]) and have urged people to stay connected
to each other virtually to offset the absence of social contacts
(eg, [3]). While some literature suggests that using social media
platforms for support is salutogenic (ie, supporting health and
well-being) [4,5], others suggest that media consumption
involves repeated exposure to aversive content inducing
pathogenic effects, including trauma- and stressor-related (TSR)
symptoms typically associated with adjustment disorder or
posttraumatic stress disorder (PTSD), as per the Diagnostic and
Statistical Manual of Mental Disorders (Fifth Edition) [6-8].

The reliance on media (eg, social media, television, or news
reports) during a global crisis like the COVID-19 pandemic has
multifaceted benefits, including the dissemination of urgent
information and public health guidelines. In previous infectious
disease outbreaks, the provision of information through the
media has fostered preventive behaviors in the general
population, such as wearing a mask, avoiding crowded public
spaces, and handwashing [9]. However, this media presence
may also come at the cost of experiencing psychological distress,
including depression [10], PTSD symptoms [10-13], and anger
[9], particularly if the media disseminate bleak or sensationalistic
information or misinformation on a large scale [14], a
phenomenon known as an “infodemic” [15,16]. That being said,
the silver lining is that social media can also be used for various
other purposes, such as seeking social connection and support
[17-20], which can be associated with better mental health
outcomes, including lower levels of anxiety, depression, and
stress [5,18].

Empirical findings on the relation between different forms of
media use and mental health have been mixed (eg, [21,22]),
highlighting the complex nature of this association. In the
context of a mass disaster such as the COVID-19 pandemic [23]
and given the stressful and traumatic nature of this event for
some [6,24], one must consider an array of trauma-related
variables to better understand how media use is associated with
TSR outcomes. Indeed, peritraumatic distress is a strong
predictor of TSR symptoms [25], which could, in turn, be further
exacerbated by media use when exposed to more gory details
of the events [26]. Such associations should be taken into
consideration when contemplating media use in a stressful or
traumatic context.

Additionally, much of the current evidence regarding the
pathogenic effects of media use is based on social media such
as Facebook (eg, [21,22]). However, media use goes far beyond
social media and is a constantly evolving domain. We use the
term “media” to refer to traditional and new media. The concept,
as used in this paper, includes all classical mass media such as
newspapers, magazines, radio, and television, and their online

versions (the latter belong to mainstream news media, even if
they use an electronic format). “Social media” is used to
designate various forms of consumer-generated content such
as blogs, social network sites, forums, virtual communities,
online newspaper reader comments, and media files shared on
sites such as YouTube. Additionally, several studies have
distinguished between passive (involves information
consumption) and active (involves connectiveness) media use
(eg, [27,28]), suggesting that active use is associated with
positive outcomes on one’s mental health. However, the
literature on passive media use still presents mixed results [27],
highlighting the need for more fine-grained research. In this
manuscript, media use is defined as media engagement for
informative purposes and media engagement for connectiveness
and support purposes.

The differential susceptibility to media effects model (DSMM)
is a framework that ties together media- and non-media–related
variables so as to better understand the complexity of the
associations between media use and mental health [29].
According to the DSMM [29], many variables, such as social
context and individual differences including cognitive, affective,
behavioral, and physiological factors, moderate the associations
between media use and mental health. For instance,
differential-susceptibility variables, whether dispositional (eg,
gender, motivations, or values), developmental (eg, cognitive,
social, or emotional development), or social (eg, peers, family,
or work context), can be moderators of the association with
mental health. However, the DSMM also suggests that the
association between media use and mental health are indirect
and can be mediated by various cognitive and emotional factors
[29]. Previous research has used this model to investigate the
pathogenic effects of media exposure following other mass
disasters such as the 9/11 attacks and the Iraq war [13,30]. More
recently, this model has been applied in the context of the
COVID-19 pandemic [31], where the authors investigated the
mediating role of negative affect on the association between
social media use and TSR symptoms; however, the authors did
not include a measure of peritraumatic distress, one of the
strongest predictors of TSR symptoms [25].

Proposed Model and Hypotheses
We operationalized media use as defined by the authors of the
DSMM: the broad use of various media types such as social
networks, virtual environments, and traditional media (eg,
newspapers and televisions) [29]. We also further divided media
use according to the intended use (ie, information-seeking
behaviors and support-seeking behaviors). Thus, in this research,
we aimed to explore the associations between
COVID-19–related stressors and media use for
information-seeking with TSR symptoms, and the role of media
use for support-seeking and peritraumatic distress and this
association. We hypothesized that COVID-19–related stressors
and using media for COVID-19–related information-seeking
would be positively associated with peritraumatic distress, using
media connection and support-seeking, and TSR symptoms.
Additionally, we hypothesized that peritraumatic distress will
be positively associated with TSR symptoms, while
support-seeking behaviors will be negatively associated with
TSR symptoms (see Figure 1).
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Figure 1. Hypothetical path model. Solid lines represent positive relationships, while the dotted line represents a negative relationship. TSRS: trauma-
and stressor-related symptoms.

Methods

Sample and Recruitment
A convenience sample of 5913 adults from Canada, France,
Italy, the United States, and China took part in a web-based
survey in April/May 2020 on the psychosocial effects of the
COVID-19 pandemic. Participants were recruited through the
snowball technique. Email invitations were sent to various
professional and student associations and to individuals, and an
advertisement was shared on social media (ie, Facebook and
Twitter).

Survey and Procedure
The survey was hosted on SurveyMonkey. Potential participants
were reached through e-mails or social media platforms and
were invited to click on the online survey link. Participants were
next directed to an online consent form. Before participating in
the survey (in one sitting), participants were consented and
confirmed that they were 18 years or older. The survey
completion rate was very high (n=5913, 92%) among those who
clicked on the survey hyperlink. The proportion who received
the survey but did not click on the hyperlink remains unknown,
however.

Ethics Approval
Ethics approval was obtained from the Douglas Mental Health
University Institute (IUSMD-20-13).

Measures

Media Use
Frequency of media use was assessed with two self-report
questions rated on a 5-point scale ranging from 0 (never) to 4
(very often), as similarly done by others [7] in the context of
the COVID-19 pandemic [32]: “I maintain closeness and receive
the support that I need through social networks and messaging

apps” (support-seeking item), and “I looked for and shared
information and news on COVID-19 on traditional media, on
the internet, or on social networks” (information-seeking item).

TSR Symptoms
Severity of TSR symptoms over the previous 7 days was
measured using the abridged (6-item) self-report Impact of
Event Scale–Revised (IES-6) [33]. The IES-6 measures the
severity of intrusions, avoidance, and hypervigilance in response
to a stressor or a traumatic event. Items are rated on a 5-point
scale, ranging from 0 (not at all) to 4 (extremely), and higher
scores (sum of all items; range 0-24) indicate greater symptom
severity. A cutoff score of 10 was found to identify clinically
significant levels of symptoms [33]. This measure was selected
for its comparative performance with the 22-item original scale
(r=0.95) [33].

Peritraumatic Distress
Peritraumatic distress was assessed using the 13-item
Peritraumatic Distress Inventory (PDI) [34]. The PDI self-report
measures the level of perceived life threat, as well as fear,
helplessness, and horror that can occur during and immediately
after exposure to a stressor or a traumatic event. Items are rated
on a 5-point scale ranging from 0 (not at all) to 4 (extremely
true). Higher scores (sum of all items; range 0-52) indicate
greater levels of distress. A score of 13 or above indicates
clinically significant distress experienced during or shortly after
a negative life event [35].

COVID-19 Stressors
Exposure to COVID-19–related stressors was measured using
a set of 19 dichotomous (1=yes and 0=no) items developed by
the team that mapped onto previously used similar
questionnaires [31,36]. Specific items included stressors related
to the illness itself (eg, have you been diagnosed with
COVID-19?), the risk of illness (eg, are you part of an at-risk
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group?), and other stressors (eg, have you lost your job?). A
severity score was calculated by summing all items, resulting
in a score ranging between 0 and 19, with higher scores
indicating a greater exposure to COVID-19–related stressors.

Statistical Analyses
All analyses were performed using SPSS (version 27; IBM
Corp) and AMOS (version 27; IBM Corp) except for the missing
data imputation. A path analysis using a specification search
was performed to identify the best fit for the model illustrated
in Figure 1. The maximum likelihood method was used to
estimate the parameters of the model. Multiple fit indexes were
used to evaluate model fit [37]: the chi-square test of absolute
fit, the comparative index fit (CFI), the root mean square error
of approximation (RMSEA), and the standardized root mean
square residual (SRMR).

Missing Data
A total of 6409 respondents opened the survey link, from which
496 were removed from the database for not taking part in the
study or not responding to any survey question. This led to a
final sample size of 5913, in which 65% of the variables had

less than 5% of missing values. According to Little’s [38]

missing completely at random test (χ2
1236=2135.8; P<.001),

data were not missing completely at random. Therefore, missing
data was imputed using the k-nearest neighbor imputation
method with k=5 using the VIM package for R (R Foundation
for Statistical Computing) [39].

Results

Sample
The sample was composed of 5913 adults, most of whom
identified as female (n=4681, 79.2%) and resided in Canada
(n=1946, 32.9%), the United States (n=1302, 22%), Italy
(n=1094, 18.5%), France (n=1036, 17.5%), and China (n=336,
5.7%). Almost half of the sample were essential workers
(n=2717, 45.9%), the rest being nonessential workers (n=1578,
26.7%), stay-at-home occupations (ie, students, unemployed,
and retired; n=676, 11.4%), and other uncategorized occupations
(n=942, 15.9%). Additionally, the sample was, on average, aged
42 (SD 15.24) years. Table 1 presents the sociodemographic
information of the sample.

Table 1. Sociodemographic, media, and clinical variables.

Participants (N=5913)Sociodemographic, media, and clinical characteristics

Marital status, n (%)

1391 (23.52)Single

4043 (68.37)Dating/cohabiting/married

479 (8.10)Separated/divorced/widowed

Ethnicity, n (%)

142 (2.40)First Nations

4306 (72.82)Caucasian

68 (1.15)Black

316 (5.34)Latino

617 (10.43)Asian

123 (2.08)Mixed

341 (5.77)Other

Education, n (%)

837 (14.16)Preuniversity

2064 (34.91)Undergraduate level

3012 (50.94)Graduate level

Media variables, mean (SD)

2.88 (1.03)Support-seeking media use

2.65 (1.10)Information-seeking media use

Clinical variables, mean (SD)

11.24 (5.85)Trauma- and stress-related symptomsa

17.53 (10.56)Peritraumatic distressb

aAbridged 6-item Impact of Event Scale–Revised. A score of 10 or more denotes the presence of clinically significant symptoms [33].
bPeritraumatic Distress Inventory. A score of 13 or more is indicative of clinically significant symptoms [35].
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Path Analysis: COVID-19–Related Stressors, Media
Use, and TSR Symptoms
The path model was specified as hypothesized in Figure 1.
Exposure to COVID-19 stressors and frequency of media use
for COVID-19–related information (media information-seeking)
were entered as predictors. Peritraumatic distress and frequency
of media use for support and connection (media support-seeking)
were entered as the intermediary variables, and TSR symptoms
were entered as the outcome. As the specified path model was
saturated (df=0), the nonsignificant direct association between
COVID-19 stressors and media support-seeking (β=.004, SE
0.006; CR=0.58; P=.57) was removed from the final model. All
endogenous variables in the model were ordered categorical
with four or more categories. The multivariate kurtosis score
of 9.94 suggested that the variables in the final model violated
assumptions of multivariate normality [40]. Therefore, estimates
and SEs were recalculated using bias-corrected machine
learning–bootstrapping (5000 bootstrapped resamples; see Table
2). The lowest percentage of variance explained by the final

model was for media support-seeking (R2=0.09), while the
highest percentage of variance explained was for TSR symptoms

(R2=0.57); the model explained 11% of the variance in
peritraumatic distress. The final model demonstrated good to

excellent indexes of fit (χ2
1=0.3; P=.57; CFI=1; RMSEA<0.001;

SRMR=0.002) [41,42].

Results from the path analysis revealed that COVID-19 stressors
and media information-seeking were significantly and positively
associated with peritraumatic distress (PCOVID-19 stressors<.001;
Pseeking information<.001). TSR symptoms were weakly but
positively associated with COVID-19 stressors (P<.001) and
media information-seeking (P<.001), while peritraumatic
distress was strongly and positively associated with TSR
symptoms (P<.001). Media information-seeking (P<.001) and
peritraumatic distress (P<.001) were both positively associated
with media support-seeking. In contrast with our predictions,
media support-seeking was significantly and positively
associated with TSR symptoms (P=.006), although the effect
was very small. Standardized parameter estimates of the direct
associations can be found in Figure 1, and the unstandardized
parameters estimates can be found in Table 2.

Black lines represent statistically significant associations, while
the gray ones represent nonsignificant associations that were
removed from the final model. Numbers above the lines
represent standardized beta coefficients, which were used to
interpret the strength of the associations. The explained variance

(R2) is indicated on the upper-right corner of the intermediary
and outcomes variables. Error terms are represented by the
e-labelled circles above the intermediary and outcome variables
(Figure 2).

Table 2. Standardized parameter estimates of direct effects.

Bias-corrected estimatesNoncorrected estimates, B (SE)Dependent variablesIndependent variables

P value95% CIB (SE)

<.0011.10-1.391.24 (0.08)1.24 (0.06)Peritraumatic distressCOVID-19 stressors

<.0011.55-2.011.79 (0.12)1.78 (0.12)Peritraumatic distressMedia information

<.0010.01-0.010.01 (<0.01)0.01 (<0.01)Media supportPeritraumatic distress

<.0010.23-0.290.26 (0.01)0.26 (0.01)Media supportMedia information

<.0010.35-0.540.45 (0.05)0.45 (0.05)DistressMedia information

.0080.03-0.240.14 (0.05)0.14 (0.05)DistressMedia support

<.0010.38-0.400.39 (0.01)0.39 (0.01)DistressPeritraumatic distress

<.0010.09-0.180.14 (0.02)0.14 (0.02)DistressCOVID-19 stressors
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Figure 2. Path analysis and results. TSRS: trauma- and stressor-related symptoms.

Analysis of Indirect Associations
The path analysis revealed that the associations between the
independent variables (exposure to COVID-19–related stressors
and media information-seeking) and the outcome variable (TSR
symptoms) passed through levels of peritraumatic distress and
media support-seeking. As per Table 3, both peritraumatic
distress and support-seeking were intermediary variables, as
they were both significantly correlated with at least one
independent variable and the outcome [43].

As recommended by Preacher and Hayes [44], the 95%
bias-corrected bootstrap CIs were computed to examine whether

the indirect associations of the predictors on the outcome were
significantly different from zero when using 5000 bootstrapped
samples. The bootstrapped indirect associations of exposure to
COVID-19 stressors and media information-seeking through
peritraumatic distress on TSR symptoms were statistically
significant (βCOVID-19 stressors=.49, 95% CI 0.43-0.55; βseeking

information=.70, 95% CI 0.61-0.79). Additionally, the indirect
associations of media information-seeking through media
support-seeking on TSR symptoms was also statistically
significant (β=.04, 95% CI 0.01-0.06), although this association
was negligible.

Table 3. Pearson correlation coefficients between variables included in the path analysis (N=5913)a.

TSRfPDIeSMdIMcCOVIDbVariables

—gCOVID

—0.07IM

—0.300.05SM

—0.140.200.28PDI

—0.750.150.240.24TSR

aP<.001 for all correlation coefficients. The correlation is significant at the .001 level.
bCOVID: COVID-19–related stressors.
cIM: information-seeking media use.
dSM: support-seeking media use.
ePDI: peritraumatic distress.
fTSR: trauma- and stress-related symptoms.
gNot applicable.

Discussion

Media Use and Trauma- and Stressor-Related
Symptoms
The goal of this study was to understand the combined
associations between exposure to COVID-19–related stressors
and media use for COVID-19–related information on the

development of TSR symptoms while considering the role that
peritraumatic distress and media use for support-seeking might
play. In line with our main hypothesis, exposure to COVID-19
stressors and media use for obtaining COVID-19–related
information led to elevated peritraumatic distress that, in turn,
was associated with higher TSR symptoms. However, contrary
to predictions, media use for support and connection did not
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appear to be related with the association between exposure to
COVID-19 stressors and TSR symptoms or between the use of
media for obtaining COVID-19–related information and TSR
symptoms. In fact, the association between media use for support
and TSR symptoms was positive, rather than negative,
suggesting that using social media for support, alone, may not
be sufficient to protect against the mental health effects of
exposure to the pandemic-related stressors. However, such an
association may also be attributable to endogeneity issues, which
can occur when observed associations are due to correlations
between the model and error terms rather than the variables of
interest [45]. Further longitudinal research is, therefore,
necessary to better understand the associations and potential
causality links between media use for support-seeking,
peritraumatic distress, and TSR symptoms.

Peritraumatic Distress, Media Use, and Trauma- and
Stressor-Related Symptoms
Peritraumatic distress was strongly associated not only with
severity of TSR symptoms but also with exposure to COVID-19
stressors and seeking information through media on
trauma-related symptoms. Such findings are consistent with
prior literature, as the predictive power of peritraumatic distress
on the later development and severity of TSR symptoms and,
more precisely, of PTSD is well documented [25,46]. Moreover,
in this study, both exposure to COVID-19–related stressors and
media use for seeking COVID-19–related information were
significantly and similarly associated with peritraumatic distress.
Although this was slightly stronger for exposure to COVID-19
stressors, these results suggest that the frequency with which
individuals consume COVID-19–related information through
the media may be related with significant peritraumatic distress
reactions, which in turn, can increase the severity of TSR
symptoms. This is consistent with current literature suggesting
that media exposure during the pandemic is associated with
increased anxiety, depression, and secondary trauma symptoms
across various populations [47-50]. Additionally, a statistically
significant association was found between peritraumatic distress
and media use for seeking support, suggesting that individuals
who are more distressed may seek more support through social
media. Further investigation of this issue is warranted, as it is
not possible to verify the direction of the association with the
current data.

Contrary to predictions, findings from this study suggest that
media use for support and connection may not be sufficient to
reduce the pathogenic effects of the pandemic. Considering that
TSR symptoms result from exposure to environmental stressors,
it is possible that individuals who frequently use media to
actively seek support and connection during the pandemic are
simultaneously exposed to overwhelming information about

the pandemic [17], resulting in an increased risk of TSR
symptoms. Importantly, however, the examination of different
mental health outcomes may yield different results. For instance,
some studies have suggested that, during the pandemic,
individuals who sought support through social media reported
lower levels of loneliness [51,52], while others have found that
this behavior may not negatively affect levels of anxiety and
mental health [18]. Thus, future studies may incorporate
additional measures of mental health in the examination of the
association between media use for support-seeking and mental
health.

Limitations and Future Directions
The cross-sectional nature of the data prevents making causal
inferences. For instance, the small association between
support-seeking through media and TSR symptoms may be
partly explained by the level of distress experienced by
individuals [53]. Additionally, the media variables used in this
study were constructed of single items, which may have affected
the stability of the model. However, the large sample size and
variability in the data allowed testing of a strong model and,
consequently, increased confidence in the results. Importantly,
though, given that the sample is composed of a higher proportion
of female respondents, caution must be considered when
generalizing the results. In this study, TSR symptoms were
measured using a self-reported questionnaire, which may yield
a somewhat higher symptom severity (eg, [54]). Further
investigations will need to address the effect of media use on
TSR symptoms longitudinally to understand this association
overtime while also evaluating TSR symptoms using a
clinician-administered measure. Finally, given that media use
may affect other indicators of mental health, such as anxiety or
depression, future research may wish to include additional
mental health outcomes.

This paper highlights important considerations from both
empirical and societal perspectives. First, future research should
explore the effects of media on mental health according to how
it is used, as results from this study emphasize the differences
between the use of media to seek information and support on
TSR symptoms. Second, considering the recommendations
stemming from national and international guidelines [1-3], there
is a need to inform the population on how the use of media
impacts various aspects of mental health. Although it is
important to remain connected and informed during these
unprecedented times, too much use of traditional and social
media may negatively impact mental health. Educating the
public on how to use media in a crisis to remain informed
without jeopardizing their mental health should be prioritized,
as this could help prevent detrimental mental health
consequences such as TSR symptoms.
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Abstract

Background: The COVID-19 pandemic prompted widespread implementation of telehealth, including in the inpatient setting,
with the goals to reduce potential pathogen exposure events and personal protective equipment (PPE) utilization. Nursing workflow
adaptations in these novel environments are of particular interest given the association between nursing time at the bedside and
patient safety. Understanding the frequency and duration of nurse-patient encounters following the introduction of a novel
telehealth platform in the context of COVID-19 may therefore provide insight into downstream impacts on patient safety, pathogen
exposure, and PPE utilization.

Objective: The aim of this study was to evaluate changes in nursing workflow relative to prepandemic levels using a real-time
locating system (RTLS) following the deployment of inpatient telehealth on a COVID-19 unit.

Methods: In March 2020, telehealth was installed in patient rooms in a COVID-19 unit and on movable carts in 3 comparison
units. The existing RTLS captured nurse movement during 1 pre- and 5 postpandemic stages (January-December 2020). Change
in direct nurse-patient encounters, time spent in patient rooms per encounter, and total time spent with patients per shift relative
to baseline were calculated. Generalized linear models assessed difference-in-differences in outcomes between COVID-19 and
comparison units. Telehealth adoption was captured and reported at the unit level.

Results: Change in frequency of encounters and time spent per encounter from baseline differed between the COVID-19 and
comparison units at all stages of the pandemic (all P<.001). Frequency of encounters decreased (difference-in-differences range
–6.6 to –14.1 encounters) and duration of encounters increased (difference-in-differences range 1.8 to 6.2 minutes) from baseline
to a greater extent in the COVID-19 units relative to the comparison units. At most stages of the pandemic, the change in total
time nurses spent in patient rooms per patient per shift from baseline did not differ between the COVID-19 and comparison units
(all P>.17). The primary COVID-19 unit quickly adopted telehealth technology during the observation period, initiating 15,088
encounters that averaged 6.6 minutes (SD 13.6) each.

Conclusions: RTLS movement data suggest that total nursing time at the bedside remained unchanged following the deployment
of inpatient telehealth in a COVID-19 unit. Compared to other units with shared mobile telehealth units, the frequency of
nurse-patient in-person encounters decreased and the duration lengthened on a COVID-19 unit with in-room telehealth availability,
indicating “batched” redistribution of work to maintain total time at bedside relative to prepandemic periods. The simultaneous
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adoption of telehealth suggests that virtual care was a complement to, rather than a replacement for, in-person care. However,
study limitations preclude our ability to draw a causal link between nursing workflow change and telehealth adoption. Thus,
further evaluation is needed to determine potential downstream implications on disease transmission, PPE utilization, and patient
safety.

(J Med Internet Res 2022;24(6):e36882)   doi:10.2196/36882
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Introduction

The COVID-19 pandemic prompted the widespread
implementation of telehealth throughout the health care sector
to protect patients and health care workers by reducing the risk
of infection [1,2]. In the inpatient setting, telehealth was
previously used to connect hospitalized patients in rural settings
with remote specialists [3], but has recently expanded to
facilitate digital communication between patients and on-site
clinicians [4-6]. The impact of inpatient telehealth on infection
reduction [7], clinical workflows [8,9], patient safety [10], and
personal protective equipment (PPE) utilization [10,11] is still
under investigation. In the context of a pandemic, telehealth’s
impact on infection control and clinical care is of particular
interest, although existing evaluations have relied on PPE
inventory data and patient and provider satisfaction surveys
[10,11]. However, the expanding use of real-time locator
systems (RTLSs), as an objective source of location and time
data, in inpatient settings offers a unique opportunity to
understand how clinical workflows adapt to these novel
circumstances.

An RTLS captures the time spent in specific locations, providing
a direct measure of workflow for health care professionals as
well as a proxy for outcomes associated with staff movement,
such the use of PPE upon each entrance into a room [12-17].
In the context of infection control, RTLS data have been used
to identify possible transmission: one study demonstrated higher
sensitivity and specificity using RTLS-based contact tracing
than an audit log capturing electronic health record (EHR) logins
at diverse workstations [7]. Availability of an RTLS provides
an opportunity to evaluate the impact of new technologies or
clinical circumstances (eg, infectious outbreak) on clinical
workflows. A recent study analyzing RTLS data in the
emergency setting provided an analytical framework to
understand possible clinician workflow adaptations, although
no change was ultimately detected in this setting [9].

The impact of telehealth on nursing workflows is of particular
interest, as nurses spend approximately 6-fold more time at the
bedsides of hospitalized patients than attending physicians [18].
More time in direct nurse-patient encounters has been associated
with improved patient safety [19] and satisfaction [17]. The
manner in which nurses structure in-person encounters with
patients depends on local hospital guidelines [19], but can also
vary between individuals, according to the level of training, and
time of day [20]. Bedside encounters for inpatients under
isolation precautions (such as is required during COVID-19
treatment) appear to be reduced relative to other inpatients [21].

This reduction may contribute to isolated patients receiving
substandard care [22-24]. Understanding direct nurse-patient
care following the introduction of a novel telehealth platform
in the context of COVID-19 may provide insight into the
downstream impacts on patient safety, pathogen exposure, and
PPE utilization.

Thus, we aimed to evaluate changes in nursing workflow relative
to prepandemic levels using an RTLS following the deployment
of inpatient telehealth on a COVID-19 unit. Given isolation
precautions and ready availability of telehealth equipment on
the COVID-19 unit, we hypothesized a reduction in the
frequency and duration of in-person nurse-patient encounters
in the COVID-19 unit relative to prepandemic comparator units.

Methods

Design
Telehealth was implemented throughout an acute care academic
hospital in response to the COVID-19 pandemic in March of
2020. The setup of telehealth differed between the hospital’s
primary COVID-19 unit and comparison units. Our primary
aim was to explore changes in nursing workflows in these novel
circumstances through a retrospective, observational evaluation
using RTLS data to capture the frequency of direct nurse-patient
encounters at the bedside, time nurses spent in patient rooms
per encounter, and total time nurses spent with each patient in
the patient room per shift. For each outcome, the change from
the prepandemic level was calculated, and
difference-in-differences analyses were used to determine if
changes in nurse movement differed between the COVID-19
unit and comparison units. The simultaneous adoption of
telehealth in terms of video call frequency and duration was
captured and is reported at the unit level.

Setting
The academic acute care hospital is in a major metropolitan
area in the western United States and serves a diverse
population. The four inpatient units in this evaluation were
identical in size and layout with 22-bed single-room capacity.
Prepandemic, these four units focused on inpatient general
medicine populations. Other units serving primarily surgical,
oncological, and intensive care patients were excluded. At the
beginning of the pandemic, one of the units became the primary
COVID-19 unit for the hospital and was therefore compared to
the other three units. Hospital administration reported that
standard registered nurse-to-patient ratio on the four units ranged
from 1:4 to 1:3, varying with disease acuity based on state law
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[25]. The registered nurse-to-patient ratio on the COVID-19
unit shifted from 1:4 to 1:3 by April 2020.

Timeline
The first patient tested positive for SARS-CoV-2 in the
hospital’s emergency department on March 2, 2020, and local
stay-at-home orders were announced on March 16, 2020 [26].
For the purposes of this evaluation, data from all data sources
were collected from January 1, 2020, through December 27,
2020. These data captured 6 stages of the pandemic that were
defined based on local case rates [27] (for criteria and specific
dates, see section A1 of Multimedia Appendix 1): (1)
prepandemic, (2) telehealth rollout, (3) nonsurge #1, (4) surge
#1, (5) nonsurge #2, and (6) surge #2.

Telehealth Deployment
In response to the pandemic, telehealth was rapidly implemented
throughout inpatient settings in mid-March 2020, as previously
reported [4] and described in section A2 of Multimedia
Appendix 1. In the COVID-19 inpatient unit, telehealth
hardware with a video tablet was permanently installed in each
patient room. However, in non-COVID units, shared telehealth
video tablets were available only on mobile carts, which could
be transported into a patient room as needed. A member of the
clinical team was required to roll the cart into the patient room
prior to each use, and these units were sometimes unavailable
for patients if they were already in use by another patient.

All clinical team members, including hospitalist and specialist
physicians, nurses, respiratory therapists, trainees, and clinical
researchers, received instructions on and were encouraged to
incorporate telehealth into their clinical or research activities.
Patients received incoming calls passively given the default
automatic turn-on feature of the video tablet, but received no
other instruction or guidance on its use [28].

Data Sources and Processing

RTLS Nurse Movement Data
The primary data source for this evaluation was extracted from
the existing RTLS platform (Midmark, Dayton, OH). The RTLS
captured movement of nurses into and out of patient rooms on
the selected units. These data were used to calculate the
following 3 outcomes related to nurses’ movement and direct
patient care: (1) number of nurse-patient direct encounters within
patient rooms, (2) time nurses spent in patient room per
encounter, and (3) total time nurses spent in the patient room
with each patient per shift.

The key components of the RTLS are infrared and
radiofrequency sensors installed in each room and staff badges
worn alongside their name badge [18,29]. Line of sight between
the room sensor and staff member’s badge triggered the system
to record an event such as entry of a nurse into a patient room.
The badge emitted a ping every 1 to 3 seconds to indicate
presence in the room. Only events longer than 5 seconds were
recorded in the system. At installation, sensitivity settings were
optimized based on the geometric configuration and construction
materials, but were not reassessed for this evaluation [9,18].

Since the direct line of sight between the room sensor and nurse
badge could be briefly interrupted (eg, by turning away from
the sensor), a single nurse-patient encounter could appear as
several short, consecutive events. Thus, to identify unique direct
nurse-patient encounters and calculate the time nurses spent in
a patient room, multiple successive RTLS events that occurred
within 30 seconds of another and were associated with an
individual nurse in a single patient room were collapsed into a
single direct nurse-patient encounter. The duration of individual
encounters was summed to calculate the total time nurses spent
with each patient per shift using the first and last timestamp of
each encounter associated with a unique nurse in a specific
patient room. Since nursing needs and thus workflows may
differ between shifts [20], movement from 7:00 AM to 6:59
PM (morning shift) is presented separately from movement
from 7:00 PM to 6:59 AM (night shift).

Staff RTLS badges were linked within the system to an
employee identifier and role. Nurses categorized as “nurse” or
“float nurse” within the RTLS were included in the analysis.
Hospital administration and managers encourage all nurses to
wear the badges to utilize the system’s beneficial features,
including automatic silencing of patient room alarms when a
nurse enters a room and a discreet button to call security.
Compliance with badge wearing is near universal among nursing
staff compared to other members of the clinical team (eg,
physicians) [9]. However, the evaluation team could not and
did not confirm that all nurses were compliant during the
observation period. The process to access these data is briefly
described in section A3 of Multimedia Appendix 1.

EHR Patient Data
Data were extracted from the EHR (Epic, Verona, WI, USA)
to determine the presence of a patient in each hospital room in
the unit at midnight, and the results of the patient’s most recent
COVID-19 test result (positive or negative) within the prior 14
days or from hospital admission. Besides this information, no
other patient-level data such as identifiers or clinical
characteristics were obtained. The RTLS and EHR data were
then merged by patient room and time to identify direct
encounters between nurses and patients.

Telehealth Utilization Data
Data were extracted from Zoom video conferencing software
and included the unit associated with the host (originating
hardware) user ID, call start time, call end time, and number of
participants. Only calls lasting between 30 seconds and 2 hours
with 2 or more participants were included in analysis. Patients
were not instructed or encouraged to initiate calls to clinical
staff or family members themselves during the observation
period, although anecdotal reports suggest that nurses
occasionally set up calls between patients and their families.
This data platform did not link a telehealth encounter to
individual physicians, staff members (nurses), or patients.
Consequently, telehealth use described all possible use cases at
the unit level.

Data Analysis
Descriptive statistics were generated to describe patient census
by COVID-19 status and telehealth utilization in the COVID-19
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and comparison units prepandemic during the 5 stages of the
pandemic. Telehealth utilization is expressed as the number of
telehealth calls per patient (using the midnight patient census)
per unit for all case uses such as clinical encounters, research
activities, and patient-family connections. Since telehealth
events could not be linked to individual users (patients or health
care workers), no additional analysis was performed with these
data.

To investigate differences in the three primary outcomes based
on RTLS data between the COVID-19 and comparison units,
a difference-in-differences approach was applied. Change in
each outcome was calculated for each of the 5 stages of the
pandemic, as defined by local case rates, relative to prepandemic
levels. To determine if the change from the prepandemic stage
differed between the COVID-19 and comparison units,
difference-in-differences was determined using a generalized
linear model in SAS (version 9.4, SAS Institute Inc) for each
of the three outcomes.

Means, standard deviations, and ranges are reported where
appropriate. For all models, P<.05 was considered statistically
significant. When multiple comparisons were made, P values
were adjusted using an adaptive, two-stage linear setup
procedure to control the false discovery rate [30].

Ethics Considerations
Data were obtained from multiple sources, including RTLS
movement data at the individual nurse level, EHR data at the
patient and thus room level, and telehealth log data at the unit

level. All data were deidentified and data points that did not
occur in patient rooms were removed before being sent to the
analytics team to protect the anonymity of the workforce. The
evaluation was exempt per the Stanford University's institutional
review board (protocol 55927).

Results

Overview
The COVID-19 unit was the main care location for hospitalized
patients diagnosed with COVID-19, but it was also the care
location for some patients without COVID-19 (see Table S1 in
Multimedia Appendix 2). In contrast, the comparison units cared
for very few patients diagnosed with COVID-19 prior to the
final evaluation stage, surge #2, when the number of COVID-19
patients increased throughout the hospital.

The comparison units demonstrated little adoption of telehealth
throughout most of the pandemic, whereas the primary
COVID-19 unit quickly adopted this technology (Figures 1-3),
initiating 15,088 inpatient telehealth video encounters, resulting
in a cumulative duration of 1660 hours throughout the
observation period. On average, encounters were 6.6 (SD 13.6)
minutes per telehealth call.

Results are presented in order of the three primary outcomes,
including the change in the frequency nurses entered patient
rooms, time nurses spent in patient rooms per entry, and total
time nurses spent in each patient room per shift.

Figure 1. Daily mean number of times nurses entered patient rooms by shift on a COVID-19 unit and three comparison units during a telehealth
implementation in the context of the SARS-CoV-2 pandemic.
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Figure 2. Median time (minutes) nurses spent in patient rooms per encounter by shift on a primary COVID-19 unit and three comparison units during
a telehealth implementation in the context of the SARS-CoV-2 pandemic.

Figure 3. Median total time (minutes) nurses spent in patient rooms per patient per shift on a primary COVID-19 unit and three comparison units during
a telehealth implementation in the context of the SARS-CoV-2 pandemic.
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Direct Nurse-Patient Encounters
Across both the COVID-19 and comparison units, 876,177
unique direct nurse-patient encounters were identified, including
226,326 encounters prepandemic and 649,791 during the
pandemic. Of these, 18,011 encounters were linked to a patient
who was positive for COVID-19.

The daily mean number of nurse entries in patient rooms by
shift (morning and night shifts) for the primary COVID-19 unit
and comparison units is shown in Figure 1. In the prepandemic
stage, nurses in the primary COVID-19 unit entered patient
rooms less frequently than nurses in the comparison units for
the morning and more frequently for the night shift (Table 1).
Because the COVID-19 versus comparator units differed in the
number of prepandemic nurse-patient encounters, a
difference-in-differences analysis was applied to determine if
change in this outcome relative to baseline differed between the
COVID-19 and comparison units.

For each stage of the pandemic, change in number of times
nurses entered patient rooms relative to that prepandemic are
shown in Table 1 for the COVID-19 unit and comparison units.
In the COVID-19 unit, the decrease in encounters relative to
prepandemic levels ranged from –9.2 to –16.8 nurse-patient
encounters per shift, whereas in the comparison units, these
fluctuations were less pronounced (range –5.9 to +0.8
nurse-patient encounters per shift). At all stages of the pandemic,
for both morning and night shifts, the number of times nurses
entered patient rooms decreased from prepandemic levels to a
greater extent for nurses on the COVID-19 unit than for nurses
in the comparison units (all P<.001). Nurses in the COVID-19
unit entered patient rooms less frequently during each surge
period when compared to the nonsurge period just before; this
pattern was seen for both the morning and night shifts (all
P<.001; estimates range from 3.4 to 4.8 additional entries).

Table 1. Number of direct nurse-patient encounters per shift, difference in number of encounters from prepandemic stage, and difference-in-differences
between a primary COVID-19 unit and three comparison units in the context of the SARS-CoV-2 pandemic.

P valueaDifference in differencesComparison unitsPrimary COVID-19 unitStage

Difference from
prepandemic

Number of direct
nurse-patient encoun-
ters, mean (SD)

Difference from
prepandemic

Number of direct
nurse-patient encoun-
ters, mean (SD)

Prepandemic baseline

N/AN/AN/A25.3 (1.8)N/Ab22.4 (3.2)AM shift

N/AN/AN/A16.6 (1.7)N/A17.8 (3.1)PM shift

Telehealth rollout

<.001–14.10.525.8 (2.0)–13.58.9 (5.7)AM shift

<.001–11.80.817.3 (2.1)–11.06.8 (3.9)PM shift

Nonsurge #1

<.001–11.90.025.3 (2.5)–11.910.5 (5.5)AM shift

<.001–8.5–0.715.9 (2.6)–9.28.6 (3.8)PM shift

Surge #1

<.001–14.7–2.123.2 (2.6)–16.85.6 (1.4)AM shift

<.001–12.0–1.115.5 (2.0)–13.14.7 (0.8)PM shift

Nonsurge #2

<.001–8.2–4.021.3 (1.8)–12.210.2 (3.4)AM shift

<.001–6.6–2.713.9 (1.6)–9.38.5 (2.2)PM shift

Surge #2

<.001–9.9–5.919.4 (3.0)–15.86.6 (3.1)AM shift

<.001–10.1–2.614.0 (1.6)–12.75.1 (1.8)PM shift

aDifference-in-differences was statistically tested using a generalized linear model.
bN/A: not applicable.

Duration of Nurse-Patient Encounters
The daily median time nurses spent in patient rooms per shift
(morning and night) for the primary COVID-19 unit and
comparison units is shown in Figure 2. The downward trend in
encounters in patient rooms in the COVID-19 unit (Figure 1,

Table 1) corresponded with an upward shift in the amount of
time nurses spent in the patient rooms per entry (Figure 2), and
this pattern remained consistent throughout the pandemic.

Time nurses spent in patient rooms per entry did not differ
between the COVID-19 unit and comparison units during the
prepandemic stages for both the morning (P=.79) and night
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(P=.81) shifts (Table 2). For each stage of the pandemic, change
in time nurses spent in patient rooms per encounter relative to
prepandemic is shown in Table 2 for the primary COVID-19
unit and comparison units. In the COVID-19 unit, the duration
of encounters increased in all phases of the pandemic, although
at different rates, with mean increases of 1.8 to 6.2 minutes
compared to prepandemic levels (Table 2). In the comparison
units, these fluctuations were less pronounced, with no change
during several phases and a range of –0.2 to 0.2 minutes per
encounter (Table 2). At all stages of the pandemic, for both the

morning and night shifts, the duration of nurse-patient
encounters increased from prepandemic levels to a greater extent
for nurses in the COVID-19 unit than for nurses in the
comparison units (all P<.001). Nurses in the COVID-19 unit
spent more time in patient rooms per entry during each surge
period when compared to that in the nonsurge period just before;
this pattern was seen for both the morning and night shifts (all
P<.001; estimates range from 2.6 to 4.1 fewer minutes per
entry).

Table 2. Duration (minutes) each nurse spent in patient rooms per encounter by shift, difference in duration of encounters, and difference-in-differences
between the primary COVID-19 unit and three comparison units during a telehealth implementation in the context of the SARS-CoV-2 pandemic.

P valueaDifferences in differ-
ences

Comparison unitsPrimary COVID-19 unitPeriod

Difference from
prepandemic

Duration (minutes)
nurse spent in patient
room per encounter,

meanb (SD)

Difference from
prepandemic

Duration (minutes)
nurse spent in patient
room per encounter,

meanb (SD)

Prepandemic baseline

N/AN/AN/A2.4 (0.2)N/Ac2.3 (0.3)AM shift

N/AN/AN/A2.1 (0.2)N/A2.0 (0.4)PM shift

Telehealth rollout

<.0016.2–0.12.3 (0.3)6.28.5 (6.3)AM shift

<.0013.70.02.1 (0.2)3.75.7 (3.0)PM shift

Nonsurge #1

<.0013.3–0.12.3 (0.2)3.25.5 (3.6)AM shift

<.0012.1–0.21.9 (0.3)2.04.0 (2.5)PM shift

Surge #1

<.0016.20.02.3 (0.2)6.28.5 (2.6)AM shift

<.0014.80.02.1 (0.2)4.86.8 (1.5)PM shift

Nonsurge #2

<.0011.80.02.4 (0.2)1.84.1 (2.2)AM shift

<.0011.80.02.1 (0.2)1.83.8 (1.5)PM shift

Surge #2

<.0015.70.22.6 (0.3)5.98.2 (4.2)AM shift

<.0014.20.22.3 (0.3)4.46.4 (2.7)PM shift

aDifference in differences was statistically tested using a generalized linear model.
bTo determine the duration a nurse spent in the patient rooms per encounter, the median value per shift was calculated. In this table, the mean represents
the mean of these median values.
cN/A: not applicable.

Total Time of Direct Nurse-Patient Care
The daily median total time nurses spent in patient rooms per
patient per shift (morning and night) for the primary COVID-19
unit and comparison units is shown in Figure 3. During the
prepandemic stage, nurses in the primary COVID-19 unit spent
less total time per patient per shift than nurses in the comparison
units during the morning shift (P<.001) but not the night shift
(P=.57), as shown in Table 3.

In each stage of the pandemic, the change in the total time nurses
were in a patient room per patient per shift relative to baseline
is shown in Table 3 for the primary COVID-19 unit and
comparison units. For the COVID-19 unit, the mean change in
the total time nurses spent in patient rooms per patient per shift
ranged from –2.8 to –13.0 minutes relative to the prepandemic
times. In comparison units, the mean change relative to
prepandemic was less pronounced and ranged from –9.9 to +1.6
minutes (Table 3). At most stages of the pandemic, change in
total time in the patient room from prepandemic did not differ
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between the primary COVID-19 unit and comparison units (all P>.17), with the exception of the telehealth rollout phase.

Table 3. Total time (minutes) all nurses spent in a patient room by shift, difference in total time relative to baseline, and difference-in-differences
between the primary COVID-19 unit and three comparison units during a telehealth implementation in the context of the SARS-CoV-2 pandemic.

P valueaDifferences in differ-
ences

Comparison unitsPrimary COVID-19 unitPeriod

Difference from
prepandemic

Total time (minutes)
nurse spent in patient
room per patient per

shift, meanb (SD)

Difference from
prepandemic

Total time (minutes)
nurses spent in patient
room per patient per

shift, meanb (SD)

Prepandemic baseline

N/AN/AN/A60.0 (5.1)N/Ac51.0 (9.1)AM shift

N/AN/AN/A34.9 (4.4)N/A35.8 (7.6)PM shift

Telehealth rollout

.48–2.2–0.659.4 (7.3)–2.848.2 (20.3)AM shift

.04–6.81.636.5 (5.0)–5.130.7 (10.1)PM shift

Nonsurge #1

.17-4.9–1.358.7 (6.9)–6.244.8 (17.1)AM shift

.26–3.0–4.030.9 (6.3)–6.928.9 (10.6)PM shift

Surge #1

.720.8–5.754.4 (6.5)–4.846.2 (12.8)AM shift

.50–1.6–2.732.2 (5.3)–4.431.4 (6.2)PM shift

Nonsurge #2

.24–3.4–9.650.4 (5.6)–13.038.0 (14.4)AM shift

.870.4–5.829.1 (4.3)–5.430.4 (8.1)PM shift

Surge #2

.243.8–9.950.1 (9.2)–6.144.9 (13.6)AM shift

.26–3.7–2.432.5 (3.9)–6.029.8 (8.8)PM shift

aDifference-in-differences was statistically tested using a generalized linear model.
bTo determine the total time nurses spent in patient rooms, the median value per shift was calculated. In this table, the mean represents the mean of
these median values.
cN/A: not applicable.

Discussion

Principal Findings
Evaluating changes in the frequency and duration of direct
nurse-patient encounters using an RTLS following an inpatient
telehealth deployment during the COVID-19 pandemic was
feasible and provided novel insights into nursing workflow
redistribution in this setting. Relative to the prepandemic stage,
nurses in a COVID-19 unit with in-room ready access to
telehealth decreased the frequency of entries into patient rooms
to a greater extent than that for nurses in other units with shared
mobile telehealth units. Counter to our hypothesis, the average
in-person encounter length increased proportionally, such that
the total in-person time nurses spent with patients on the
COVID-19 unit did not significantly differ from that in
prepandemic comparator units. The simultaneous adoption of
telehealth, presented at the unit level, suggests it was used as a
complement to, rather than a replacement for, in-person care.

To put the above findings into context, the average decrease in
encounters weighted by time period in the COVID-19 unit
relative to other units was 11.25 and 9.13 encounters per patient
per morning and night shift, respectively. Assuming full capacity
on the 22-bed COVID-19 unit and PPE use for a quarter of such
encounters (as isolation precautions were not required for every
patient on the unit), these data suggest workflow adaptations
saved approximately 785 PPE units over the course of a week.
Similarly, given the increased time burden required in caring
for isolated patients—approximately 4 minutes to don and 3
minutes to doff PPE outside the patient room [31]—workflow
adaptations saved nurses an extra 78 and 64 minutes per morning
and night shift, respectively.

The change in total time spent at patient bedside per shift from
baseline did not differ significantly between the COVID-19 and
comparison units, given the increased duration of each
encounter. Past work suggests that this “batching” or
“clustering” of bedside work includes performing physical
assessments, administering medications, and delivering a food
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tray all in one bedside encounter [8,32]. The impact of workflow
change to fewer, longer encounters on patient safety and
satisfaction is an area for future research, although recent
qualitative work suggests that COVID-19 patients overall did
not feel their care was compromised and accepted the technology
given the need for isolation precautions [28]. Further, the novel
finding that total in-person nursing time at the bedside is
unchanged following a telehealth deployment may be favorable,
particularly given the known positive link between nursing time
spent at the bedside and patient safety [19].

Notably, Figure 1 suggests an inverse relation between the mean
number of direct care events and the mean number of telehealth
calls during surge versus nonsurge periods. While nurses shifted
their practice patterns to fewer, longer encounters during surges,
it appears they also increased telehealth use before reverting
back to standard practice patterns during nonsurge periods. This
simultaneous adoption of telehealth on the COVID-19 unit
suggests that virtual care was an additive complement to, rather
than a replacement for, in-person care in terms of total time
spent with the patient. Our findings therefore point to the
possible role inpatient telehealth could play in improving patient
safety for isolated patients. Specifically, understanding the
optimal ratio for in-person to virtual encounters as well as
patient and clinician triggers for each type of encounter may
further inform telehealth use across varied inpatient settings.

The COVID-19 unit and comparison units had important
differences that likely influenced the adoption of telehealth. In
the COVID-19 unit, hardware was readily available in each
patient room, whereas the comparison units had a limited
number of carts in a central location on the unit; the hardware
had to be retrieved and then set up in the patient rooms prior to
use. In addition to the ready availability of technology, the
increased threat of pathogen exposure on the COVID-19 unit
likely further promoted rapid staff uptake relative to comparison
units, which did not adopt telehealth until late in the observation
period (surge #2) when the number of COVID-19 patients on
those units increased. These factors appeared to help health care
workers overcome typical barriers to telehealth adoption and
integrate the technology into their regular clinical routine
[33,34].

Beyond the introduction of telehealth, the observed changes in
nurse-patient encounters could also be due to unobserved
differences between the primary COVID-19 unit and comparator
units during this real-world health crisis. Aspects of nursing
care were changing, in tandem with standards for the
management of COVID-19, PPE availability, and infection
control recommendations [32,35,36]. Telehealth encounters
may have served as a replacement for nurse-to-patient calls on
the bedside phone, which were not measured in this evaluation.
Further, as the hospital was responding to the pandemic surges,
fluctuations in patient acuity in all units impacted
nurse-to-patient ratios. As the use of inpatient telehealth
continues to evolve, evaluating the long-term use and

sustainability outside of the pandemic setting may be an area
for future research.

This retrospective, observational study utilized readily available
data in a real-world setting and thus certain limitations exist.
RTLS badges were worn consistently among nurses; however,
limited compliance among other health care professionals such
as physicians preclude analysis of other roles [9]. Only nurses
with the role of “nurse” or “float nurse” who wore the RTLS
badge were included; thus, health care workers identified under
a different role (eg, certified nursing assistant) or nurses not
wearing a badge (eg, broken badge) were not captured in this
study. Further, since the RTLS sensors are linked to room
numbers, RTLS-based badge data were merged with
patient-level EHR data, which were limited to the presence of
a patient in a patient room and their most recent COVID-19
status based on midnight census. Therefore, changes in patient
census or location that occurred throughout the day were not
captured. In addition, the telehealth platform captured all
telehealth encounters that occurred within the four units.
However, the purpose of the call, and the identity and role of
participants (eg, nurse, patient, other health care worker, family)
were not captured by the telehealth platform, nor were data on
the quantity and duration of calls using the bedside phone
captured. This eliminated the possibility of analyzing the
purpose of the telehealth communication at the patient or nurse
level, which is an area for future work.

Despite these limitations, an RTLS offers an alternative to other
high-burden data sources of interest, such as ethnographic
observation, to provide novel insights that may not otherwise
be available. The strength of this evaluation is that movement
data are available for nurses and linked with individual patient
encounters in this novel clinical context.

Conclusions
Assessment of nursing workflow change following the
deployment of inpatient telehealth in the context of the
COVID-9 pandemic was feasible utilizing RTLS data in
combination with EHR data. Compared with those of other units
with shared mobile health units, direct nurse-patient encounters
on a COVID-19 unit with in-room ready access to telehealth
decreased in frequency and increased in duration, leading to a
redistribution of work that did not impact total time at the
bedside relative to prepandemic periods. The simultaneous
adoption of telehealth suggests virtual care complemented,
rather than replaced, in-person care in this setting. Study
limitations, including the lack of telehealth utilization data at
the nurse or patient level and multiple differences between the
COVID-19 and comparator units (ease of telehealth availability
and proportion of COVID-19 patients), preclude our ability to
draw a causal link between nursing workflow change and
telehealth adoption. Further evaluation is needed to determine
potential downstream implications on unmeasured outcomes
such as disease transmission, PPE utilization, and patient safety.
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Abstract

Background: Recent work has shown the potential of using audio data (eg, cough, breathing, and voice) in the screening for
COVID-19. However, these approaches only focus on one-off detection and detect the infection, given the current audio sample,
but do not monitor disease progression in COVID-19. Limited exploration has been put forward to continuously monitor COVID-19
progression, especially recovery, through longitudinal audio data. Tracking disease progression characteristics and patterns of
recovery could bring insights and lead to more timely treatment or treatment adjustment, as well as better resource management
in health care systems.

Objective: The primary objective of this study is to explore the potential of longitudinal audio samples over time for COVID-19
progression prediction and, especially, recovery trend prediction using sequential deep learning techniques.

Methods: Crowdsourced respiratory audio data, including breathing, cough, and voice samples, from 212 individuals over
5-385 days were analyzed, alongside their self-reported COVID-19 test results. We developed and validated a deep learning–enabled
tracking tool using gated recurrent units (GRUs) to detect COVID-19 progression by exploring the audio dynamics of the
individuals’ historical audio biomarkers. The investigation comprised 2 parts: (1) COVID-19 detection in terms of positive and
negative (healthy) tests using sequential audio signals, which was primarily assessed in terms of the area under the receiver
operating characteristic curve (AUROC), sensitivity, and specificity, with 95% CIs, and (2) longitudinal disease progression
prediction over time in terms of probability of positive tests, which was evaluated using the correlation between the predicted
probability trajectory and self-reported labels.

Results: We first explored the benefits of capturing longitudinal dynamics of audio biomarkers for COVID-19 detection. The
strong performance, yielding an AUROC of 0.79, a sensitivity of 0.75, and a specificity of 0.71 supported the effectiveness of
the approach compared to methods that do not leverage longitudinal dynamics. We further examined the predicted disease
progression trajectory, which displayed high consistency with longitudinal test results with a correlation of 0.75 in the test cohort
and 0.86 in a subset of the test cohort with 12 (57.1%) of 21 COVID-19–positive participants who reported disease recovery.
Our findings suggest that monitoring COVID-19 evolution via longitudinal audio data has potential in the tracking of individuals’
disease progression and recovery.

Conclusions: An audio-based COVID-19 progression monitoring system was developed using deep learning techniques, with
strong performance showing high consistency between the predicted trajectory and the test results over time, especially for
recovery trend predictions. This has good potential in the postpeak and postpandemic era that can help guide medical treatment
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and optimize hospital resource allocations. The changes in longitudinal audio samples, referred to as audio dynamics, are associated
with COVID-19 progression; thus, modeling the audio dynamics can potentially capture the underlying disease progression
process and further aid COVID-19 progression prediction. This framework provides a flexible, affordable, and timely tool for
COVID-19 tracking, and more importantly, it also provides a proof of concept of how telemonitoring could be applicable to
respiratory diseases monitoring, in general.

(J Med Internet Res 2022;24(6):e37004)   doi:10.2196/37004
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Introduction

Background
Since the beginning of the SARS-CoV-2 pandemic in January
2020, different methods have been developed and used for
diagnostic testing and screening. In addition to the most
commonly adopted laboratory tests via reverse transcription
polymerase chain reaction (RT-PCR) [1,2] or chest computed
tomography (CT) scans [3] for diagnosis, a variety of digital
technologies, often using artificial intelligence, have also been
investigated for COVID-19 screening [4-7]. Among these,
automatic audio-based COVID-19 detection has drawn
increasing attention due to its numerous advantages, including
its flexible, affordable, scalable, noninvasive, and sustainable
data collection methods.

The existing literature has mainly investigated the information
content of different audio modalities (eg, cough, breathing, and
voice) [8-12] and the power of various machine learning
techniques, especially deep learning for COVID-19 detection
[10,13-19]. Although success has been witnessed recently in
COVID-19 detection from audio signals through machine
learning techniques [10], there is still a paucity of work on
continuous monitoring of COVID-19 progression. This could
provide individual-specific, timely indication of disease
development at scale, guide personalized medical treatments,
potentially capture disease onset to curb transmission, and
estimate the recovery rate, which plays a key role in determining
quarantine rules during the current postpeak and postpandemic
times. It would also allow better resource management in health
care systems, while remotely monitoring patients and bringing
them to the hospital (only) when necessary. Evidence suggests
that COVID-19 progression varies among individuals, with the
mean disease duration ranging from 11 to 21 days, depending
on gender and age, comorbidities, variants of SARS-CoV-2,
and time receiving treatment [20-25]. By continuously
monitoring patients' disease progression, individual-specific
information could be captured to benefit both patients and
doctors. In addition, compared to the commonly adopted

uncomfortable diagnostic methods of RT-PCR tests and
radiation-intensive CT scans that are conducted on hospital
sites, audio-based monitoring of disease progression can be
nonintrusively repeated on a daily basis and for prolonged
periods, proving a good fit for longitudinal remote monitoring.

Recent work has recognized the use of a 3-escalating-phase
description of COVID-19 progression [26], including early
infection, pulmonary involvement, and systemic
hyperinflammation, which demonstrates commonality in disease
progression. We hypothesize that this could be captured
longitudinally via audio signals in automatic monitoring
systems. Though the participants in our study may not
experience all 3 stages, it is assumed that audio characteristics
are affected during clinical progression of the disease. Figure
1 shows spectrograms of 1 participant reading the same sentence
over a 43-day period who reported COVID-19 infection
followed by recovery. As indicated in the black box, the
fundamental frequency and its harmonics were not clearly
separable when the participant tested positive (top row),
especially on November 14, 2020, indicating a lack of control
of vibration of the vocal cords. The separability increased after
recovery. This matches the observed clinical course of
COVID-19 progression [22], with the least separability 5 days
after the first positive test result (November 14, 2020) and an
increase in separability 9 days after infection (November 18,
2020). Similar patterns were also observed for the harmonics
in the high-frequency range from 2 to 4 kHz (blue box). There
was no obvious difference in the spectrogram patterns between
November 18 (positive) and November 22 (negative), reflecting
the difficulty of the COVID-19 detection task in general.
Overall, this evolution of the spectrograms with disease
progression shows that COVID-19 infection can manifest as
changes in acoustic representations. As disease progression
varies among individuals (eg, different recovery times or
different severity levels), longitudinal audio changes could vary
among individuals. However, it is common that longitudinal
audio changes present with COVID-19, and modeling them can
potentially benefit COVID-19 progression prediction.
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Figure 1. Sound recordings have distinct features during disease progression. This is evident here in the spectrograms of 1 participant who repeated
the same sentence on 6 different days. The participant reported positive test results from November 10 to 18, 2020, and reported negative test results
from November 22 to December 26, 2020, indicating a recovery trend. The fundamental frequency and its harmonics (black box) for positive recordings
demonstrate a lack of control in vocal cords, indicated by their nonseparability. An increasing separability can be seen from positive to negative recordings
over time, suggesting the recovery of voice characteristics. Similarly, the harmonics in the frequency range (2-4 kHz, blue box) manifest increasing
separability, also reflecting the recovery trend.

Furthermore, audio characteristics vary among individuals (eg,
one COVID-19–positive participant may produce a similar
spectrogram as another COVID-19–negative participant). This
is not considered in most conventional audio-based COVID-19
detection systems, which so far have only used a single audio
sample rather than sequences. This makes automatic detection
a difficult task and may lead to wrong predictions. While
longitudinally modeling the evolution of spectrograms, the
individual's past audio signal can serve as a baseline and the
predictions can be corrected, given this reference. Additionally,
the spectrogram for each individual when healthy can be used
as a reference for its own infected status, and longitudinally
modeling the relative changes in the audio sequences is likely
to be more accurate for COVID-19 detection. In a much
generalized sense, the mean and SD of the audio recordings in
an individual's healthy state are both personalized. This provides
a good threshold for the nonhealthy states and benefits
COVID-19 detection. Motivated by these advantages, we
explored the potential of longitudinally modeling sequential
audio recordings as biomarkers of disease progression, focusing
on how best to capture dynamic changes in the audio sequences
over time and aiming to demonstrate predictive power.

Objective
In this study, we developed an audio-based COVID-19
progression prediction model using longitudinal audio data. We
adopted sequential deep learning models to capture longitudinal
audio dynamics and to make predictions of disease progression
over time. First, we examined whether modeling audio dynamics
could aid in COVID-19 detection. This showed strong
performance compared to conventional models using a single
audio sample. We then evaluated our model's performance in
predicting disease progression trajectories: our predictions

successfully tracked test results and also matched the statistical
analysis in the timeline and duration of COVID-19 progression.
In particular, we explored the use of audio signals for recovery
prediction, as this may be useful in relation to setting home
quarantine requirements. From a public health perspective, an
approach such as the one we propose has potential implications
for how infected individuals are monitored, namely it could
allow more fine-grained remote tracking and hence more
efficient management of health system resources by keeping
individuals out of the hospital as much as possible.

Methods

Study Design and Overview
We investigated whether longitudinally modeling audio
biomarkers (cough, breath, and voice) can benefit COVID-19
detection and whether it could be used to monitor disease
progression accurately and in a timely manner (Figure 2). The
audio sequences were modeled by recurrent neural networks
with gated recurrent units (GRUs) to consider audio dynamics,
which reflect disease progression. The investigation was divided
into 2 subtasks: one concerning COVID-19 detection by
predicting audio biomarkers as positive and negative and the
other concerning disease progression trajectory monitoring,
examining the predicted probability of being positive over time.
For instance, a decrease in the probability of being positive over
time indicates a recovery trend, while an increase indicates a
worsening trend. The first subtask aimed to assess whether
modeling past audio biomarkers in the input space benefits
COVID-19 detection in general, while the second subtask
focused on longitudinal analysis of disease progression in the
output space.
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Figure 2. Overview of study design: COVID-19 detection and progression were assessed from audio data. Voice, cough, and breathing sound recordings
were collected from each participant over a period, together with self-reported COVID-19 test results. During model development, audio recordings
were chunked into segments consisting of 5 samples covering a few days and processed using sequential modeling techniques (GRUs) for COVID-19
monitoring. Two subtasks were evaluated: (1) COVID-19 detection (positive vs negative) and (2) disease progression monitoring. GRU: gated recurrent
unit.

Data Set Preparation and Statistics
A mobile app [27] was developed and released in April 2020
for data gathering, aiming to crowdsource participants' audio
recordings, COVID-19 test results, and demographics, medical
history, and COVID-19–related symptoms. Each participant
was asked to record 3 different audio sounds on a single day,
including a cough recording with 3 voluntary cough sounds, a
breathing recording with 3-5 breathing sounds, and a voice
recording where each participant was asked to read a short
phrase displayed on the screen, 3 times. The COVID-19 test
results were self-reported, chosen from a positive report, a
negative one, or not having been tested. No specific methods
for the diagnosis were required, which can be a lateral flow test
result, an RT-PCR test result, or a CT scan result. Participants
were encouraged to provide data regularly. More details can be
found in Multimedia Appendix 1 and Xia et al [28].

From April 2020 to April 2021 (Figure 3a), 3845 healthy
participants (COVID-19–negative) and 1456
COVID-19–positive participants contributed audio samples
with positive or negative clinical self-reported test results for
at least 1 day. We used these participants' data if 5 or more
samples were provided, resulting in 447 (11.6%) and 168
(11.5%) negatively and positively tested participants,
respectively. Label quality was manually checked to remove
unreliable users, and audio recording quality was examined
using Yet Another Mobile Network (YAMNet) [29] to filter
out corrupted and noisy samples, leaving 106 (63.1%)
COVID-19–positive participants. To generate a balanced data
set, a cohort of 212 longitudinal users in total (106, 50%,
COVID-19–positive and 106, 50%, COVID-19–negative) was
selected across different countries.
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Figure 3. Data flow diagram and demographic statistics. Large data sets were required to identify and avoid biases. (a) Data selection process. (b)
Demographic statistics of eligible participants, including language, gender, age, and symptoms. English was the dominant language, comprising 54.2%
(n=115) of the cohort. Age and gender were relatively balanced between positive and negative groups. In addition, 100 (94.3%) COVID-19–positive
participants and 82 (77.4%) COVID-19–negative participants reported COVID-19 symptoms. (c) Duration and reporting intervals in terms of days and
number of samples. The median number of samples was 9 (left), corresponding to a time span of 35 days (middle left). COVID-19–negative participants
reported for a longer period compared to COVID-19–positive participants. The median reporting interval for the cohort was 3 days (middle right),
validating the effective temporal dependencies of the audio data. The median duration after augmentation was 17 and 18 days for COVID-19–positive
and COVID-19–negative participants, respectively (right), showing that the augmentation eliminated the confounding effects of the different duration
for the 2 subgroups.

The mobile app is a multilanguage platform, and the cohort
consisted of 8 different languages, with 115 (54.2%) English
users as the dominant subgroup (Figure 3b). Age and gender
were relatively balanced between COVID-19–positive and
COVID-19–negative groups, with 110 (51.9%) female
participants and 142 (67.0%) participants aged between 30 and
59 years. In addition, 100 (94.3%) of 106 COVID-19–positive
participants and 82 (77.4%) of 106 COVID-19–negative
participants reported COVID-19 symptoms, such as loss of taste
or smell, and fever. The median number of samples for each
user was 9 (Figure 3c, left), corresponding to a period of 35
days (Figure 3c, middle left). The median duration for
COVID-19–positive participants was smaller than for
COVID-19–negative participants, namely 28 and 45 days,
respectively. This duration is expected to contain adequate audio
dynamics associated with disease progression and to cover the

complete course of disease progression for most participants
[21]. In addition, the reporting interval for each participant was
also computed as the average of the time intervals between 2
consecutive samples, and the median value was 3 days for both
COVID-19–positive and COVID-19–negative groups (Figure
3c, middle right), validating the temporal dependencies of the
data. To develop machine learning models, data augmentation
was carried out, and the duration after augmentation for
COVID-19–positive and COVID-19–negative participants was
balanced, with a median value of 17 and 18 days, respectively
(Figure 3c, right). This duration aligns with the disease
progression duration that is generally from 11-21 days [20-24].
The similar duration for COVID-19–positive and
COVID-19–negative participants after augmentation also helped
to eliminate the confounding effect of the original different
duration for the 2 groups in model development (Figure 3c,
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left). The data were split into training, validation, and test sets,
with 148 (70%), 22 (10%), and 42 (20%) balanced
COVID-19–positive and COVID-19–negative participants,
respectively, as well as the relatively balanced languages and
genders (see Multimedia Appendix 2).

Data Processing
To effectively develop the deep learning model, we ensured a
sufficient amount of appropriately processed data available for
modeling by performing audio preprocessing, sequence
generation, and data augmentation.

Audio Preprocessing
Audio recordings were first resampled to 16 kHz and converted
to a mono channel. These audio recordings were then
preprocessed by removing the silence periods at the beginning
and end of the recordings, normalized to a maximum amplitude
of 1.

Sequence Generation
To increase the number of audio sequences for model
development, the audio samples for each participant were
chunked into short sequences with a fixed number of 5 samples.
To ensure the 5 samples within an audio sequence contained
effective and adequate audio dynamics in COVID-19
progression, a further constraint was applied, limiting the
maximum time gap between 2 subsequent samples to 14 days.
Any sequences that violated this constraint were removed. This
resulted in sequence lengths ranging from 5 to 56 days, covering
the time span of disease progression.

Data Augmentation
Though the data set was selected to balance the number of
participants for COVID-19–positive and COVID-19–negative

groups, the number of samples for each participant was still
different (refer to Figure 3c). The COVID-19–negative
participants provided more samples than COVID-19–positive
participants, and the COVID-19–positive participants also
provided negative samples after recovery, leading to a
significantly larger number of COVID-19–negative samples
than COVID-19–positive samples in the cohort. Further, the
data set was relatively small. Therefore, 3 augmentation
techniques were used to increase the data size and to balance
the COVID-19–positive and COVID-19–negative samples (see
Multimedia Appendix 1).

Model Architecture
The proposed model consisted of a pretrained network of
VGGish (Google) for feature extraction and a recurrent neural
network of GRUs for disease prediction (Figure 4). Three
different modalities (breathing, cough, and voice recordings)
were adopted as the input. For each modality, audio recordings
were first converted to spectrograms and then fed into a VGGish
pretrained network for higher-level feature representation, which
could help leverage and transfer the knowledge learned from
an external massive general audio data set [29]. The embeddings
converted by VGGish from the 3 modalities were concatenated
to form a multimodal input vector for the subsequent GRU-based
prediction network. The reason for choosing GRUs over a long
short-term memory neural network is fewer parameters in
limited data size regimes. GRUs also use less memory and
execute faster, which would be a benefit during potential model
deployment. The outputs from the GRUs were evaluated for 2
different tasks: one estimating the model capability in binary
diagnosis by taking the binary output of the model and the other
predicting the disease progression trajectory by utilizing the
probabilities of positive predictions. Further details can be found
in Multimedia Appendix 1.

Figure 4. Model structure. A pretrained convolutional neural network (CNN)–based model VGGish was used as the feature extractor, and GRUs were
used as a classifier, followed by dense layers, to account for longitudinal audio dynamics. This is a multitask learning framework, with COVID-19
detection as the main task and language detection as an auxiliary task to avoid language bias. hi, i ∑ [1,2,…N] represents the hidden vectors in the GRUs
for time step ti. The reverse layer is used for the language task, as shown in Multimedia Appendix 1, Equation (5). GRU: gated recurrent unit.
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Since the data set contained voices in 8 different languages and
the disease prevalence for each language was different (Figure
3b), a language bias may have been introduced in the machine
learning models, leading to the model recognizing the language
instead of COVID-19–related information (eg, classifying Italian
speakers as COVID-19–positive and English speakers as
COVID-19–negative owing to the higher prevalence of the
disease in Italian-speaking users and lower prevalence in English
speakers). To reduce the language impact, a multitask learning
framework was proposed to include the auxiliary task of
language recognition simultaneously with the COVID-19
prediction task (see Multimedia Appendix 1).

Performance Evaluation
As the sequence length in the training data varied within the
range of 5-56 days, the model was able to capture longitudinal
audio dynamics with varying length. Therefore, during the
inference stage, the prediction was made, given all the past
audio recordings with no fixed number of samples. This was
slightly different from the training phase but was more practical
in real applications. To maintain the effective temporal
dependencies of the audio recordings and match the training, a
time constraint was applied to account only for the past audio
recordings within 56 days before the current day, the maximum
duration in the training phase. Further, we evaluated the model
performance from the second sample of each participant to make
sure the predictions captured the longitudinal audio dynamics.

COVID-19 Detection
For COVID-19 detection, the performance was measured using
the AUROC, sensitivity, and specificity. The AUROC illustrated
the diagnostic ability of the binary classifier. Sensitivity showed
the model's ability to identify correctly COVID-19–positive
samples, while specificity showed the model's ability to correctly
identify samples without the disease.

Disease Progression Prediction
For the disease trajectory prediction, model performance was
evaluated for each participant. There were 2 different metrics
used based on individuals' test labels. For participants who
recorded any transitions between positive and negative test
results during the reported period, we adopted the point-biserial
correlation coefficient γpb to measure the correlation between
the predicted probability of positive test results and test labels.
For participants who reported positive and negative test results
consistently over the reported period, it was not possible to
compute the correlation between continuous predictions and
test labels. Therefore, we adopted the accuracy γ computed as
the ratio of the correctly predicted samples over the total number
of samples (see Multimedia Appendix 1). Though γpb ranges
between –1 and 1 and γ is in the range of 0-1, the higher the
value, the better the predictions for both metrics. It is also
expected that γpb achieves a positive correlation from 0 to 1 for
a good model. Therefore, we reported performance by
combining these 2 measures of γpb and γ.

Recovery Trajectory Prediction
We further examined model performance for the recovery
subgroup in the test cohort, where 12 (57.1%) of 21

COVID-19–positive participants reported a recovery trend in
their test results. We adopted γpb as the evaluation metric. As
we noted that there may be a delay in participants taking clinical
tests or reporting results, negative predictions could be earlier
than self-reported negative test results, which is acceptable. We
further aligned predictions and test results temporally using
dynamic time warping (DTW) and computed γpb with aligned
predictions to account for the delay.

Latent Space Visualization
To gain an in-depth understanding of the model, we aimed to
compare the intermediate audio representations of the model
for different participants, including a participant who reported
infection followed by recovery, a participant who continuously
reported positive test results, and a healthy participant. The
intermediate audio representations were taken as latent vectors
from the last hidden layer of the model and further projected to
a 4-dimension latent space using principal component analysis.

Statistical Analysis

Disease Progression With Symptoms
We studied the correlations between the predicted probability
and symptoms for COVID-19–positive and COVID-19–negative
participants, respectively. For COVID-19–positive participants,
we assumed that the number of symptoms is correlated with the
severity of illness; thus, a high probability of positive predictions
was expected for the audio recordings reported alongside more
symptoms. This led to a high correlation between the predicted
probability and the number of symptoms. On the contrary, for
the healthy participants, the number of symptoms was not
correlated with the severity of illness; thus, no correlation was
expected. This can validate whether the model is capable of
learning COVID-19–related information instead of
symptom-related information.

Disease Progression in the First 7 Days
Evidence on chest X-ray or CT showed that 56 (22.6%) patients
presenting with disease experienced resolution 7 days after
symptom onset, 30 (12.1%) showed a stable condition, and the
remaining 162 (65.3%) patients worsened within 7 days from
symptom onset [26]. We analyzed the predicted trajectories
over a similar period, namely the first 7 days, to compare the
statistics of the predicted trend with the reported ones. Though
many participants reported symptoms on the first day they
started recording, which may not be the first day they
experienced symptoms, the increasing trend in the first few days
could still suggest initial worsening of the patients' condition.
We defined the 7-day window to be from either the first day of
reported symptoms or the day of the first positive test if no
symptoms were reported before that.

Ethical Considerations
The study was approved by the ethics committee of the
Department of Computer Science at the University of Cambridge
(with ID #722). Our mobile app displays a consent screen, where
we ask the user’s permission to participate in the study by using
the app.
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Results

COVID-19 Detection
To determine whether considering audio dynamics via the
sequential modeling techniques of GRUs is effective in detecting
COVID-19, the performance was compared against 2
benchmarks that do not capture audio dynamics (Figure 5): one
uses only audio biomarkers of the same day for prediction, while
the other uses the average feature representation of audio
sequences in the prior days for the last day (Figure 5a). The

proposed system (Figure 5b) outperforms the 2 benchmarks
with the highest AUROC of 0.79 (0.74-0.84), a sensitivity of
0.75 (0.67-0.82), and a specificity of 0.71 (0.67-0.75), yielding
19.7% and 31.7% relative improvement in terms of the AUROC
over the 2 benchmarks and demonstrating the effectiveness of
modeling longitudinal audio biomarkers. We used the 1-tailed
z test to validate the significance of the performance
improvement in terms of the AUROC of the proposed approach
over 2 baselines. We found that the proposed approach
significantly improved the performance over “single” (P=.09)
and “average” (P=.03).

Figure 5. The proposed sequential model shows superior performance in COVID-19 detection compared to benchmarks leveraging only 1 isolated
audio data point per user. (a) “Average” means using the average of feature representations within the sequence for prediction, and “Single” means
using only the feature representation on the same day for prediction. None of these systems capture longitudinal voice dynamics. (b) The proposed
sequential modeling outperformed 2 benchmarks, suggesting the advantages of capturing disease progression via voice dynamics. (c) Individual-level
accuracy for 42 participants in the test cohort.

For further assessment of whether sequential modeling using
past audio biomarkers could provide an adjustable baseline for
each individual, the prediction accuracy for each participant
was evaluated and compared to the “single” benchmark, defined
as the ratio of correctly predicted samples over the total number
of samples for each participant (Figure 5c). We observed that
the proposed sequential modeling outperformed the “single”
benchmark. The performance range of the sequential model for
negative participants was larger than the benchmark, due to
worse performance on 2 individuals.

Disease Progression Prediction
We analyzed the predicted disease progression trajectory by
comparing it with the test results. The predicted progression
trajectory is represented by the probability of positive prediction

within the range of 0-1 over time, with a higher value indicating
a high possibility of positive test results (Figure 6). Three
different disease progression trajectories are shown in Figure
6a, Figure 6b, and Figure 6c, respectively. For the recovering
participant P1 (Figure 6a), a high probability was observed
when P1 tested positive and a low probability when P1 tested
negative. The model performance was evaluated using the
point-biserial correlation coefficients γpb that measured the
correlation between the predicted trajectory and the test results.
Our model achieved γpb=0.86 for P1, demonstrating a strong
capability to predict disease progression. We further categorized
the probability over 0.5 as a positive prediction and below 0.5
as a negative prediction. The predictions also matched the test
results.
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Figure 6. Our approach enabled prediction of disease progression. Orange and cyan indicate positive and negative test results, and + and • represent
positive and negative predictions, respectively. The green star indicates the presence of symptoms. (a) Disease progression of recovering participant
P1. (b) Disease progression of COVID-19–positive participant P2. (c) Disease progression of COVID-19–negative participant P3. (d) Overall performance
for the test cohort in terms of the point-biserial correlation coefficient γpb/accuracy γ.

For the COVID-19–positive participant P2 who consistently
reported positive test results (Figure 6b), our model outputs
positive predictions matching the test results. It should be noted
that γpb is not applicable to participants who report consistently
positive or negative test results; therefore, accuracy γ was instead
used, which computes the ratio of correct predictions in terms
of positive or negative predictions over the total number of
samples. Participant P2 had γ=1 since all the predictions were
positive. Further, the probability of positive predictions
increased from symptom onset day 0 to day 8 and decreased
slightly to day 16, which matches the clinical course in general.

For the COVID-19–negative participant P3 (Figure 6c), the
predicted probability was consistently below 0.5, corresponding
to negative predictions that align with the test results. One type
of disease progression that transits from negative to positive
was not included due to the limited number of participants in
the cohort. Though we adopted time-inverse augmentation (see
Multimedia Appendix 1) that reverses the audio biomarkers and
their corresponding labels in time to enrich the different disease
progressions, especially the negative-to-positive transitions, the
time-reversed audio biomarkers and disease progression may
still not match the actual progression and cannot be well
captured in the model.

Figure 6d demonstrates the model performance in disease
progression monitoring for the entire test cohort, where γpb and
γ were adopted for different participants. Our model achieved
0.75 for all the 42 (100%) test participants and 0.86 and 0.71
for COVID-19–positive and COVID-19–negative participants,
respectively. Some more examples are given in Multimedia
Appendix 3 and Multimedia Appendix 4.

Recovery Trajectory Prediction
The predicted recovery trajectory of 2 randomly selected
participants P4 and P5 are presented in Figure 7a and Figure
7b. For participant P4, a slight increase in probability was
observed from day 0 to day 2, suggesting an increase in the
severity of illness. The predicted probability decreased from
day 2, showing a recovery trend. The categorized positive and
negative predictions also matched the test results, except for
day 27, with our model predicting negative result and the test
result still being positive. This is possibly due to a delay in
participants taking clinical tests or reporting results; therefore,
earlier negative predictions are acceptable. This also suggests
the advantages of our audio-based data, which are precisely
timed and can be instantly analyzed.

For a weakly predicted trajectory of participant P5 in Figure
7b, a predicted recovery trend with decreasing probability was
clearly observed. However, the probabilities were all categorized
as positive predictions even after the user tested negative from
day 16 to day 23. This is possibly due to (1) individual
differences in audio characteristics or (2) an asymptomatic
participant exhibiting minor changes in audio characteristics,
thus leading to a slowly recovering trend prediction.

The overall performance for all 12 (100%) recovering
participants is reported in Figure 7c, with γpb=0.76. As negative
predictions with a time shift from negative test results are
acceptable (as shown in Figure 7a), we aligned predictions and
test results temporally using DTW. The model further achieved
γpb=0.86, demonstrating a strong capability to monitor recovery.
Some more examples can be found in Multimedia Appendix 3
and Multimedia Appendix 4.
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Figure 7. Recovery trends can be predicted. The orange and cyan areas indicate positive and negative test results, respectively. The predictions above
0.5 were categorized as positive predictions (+) and below 0.5 as negative predictions (•). (a,b) Recovery predictions for 2 different participants P4 and
P5, respectively. (c) Overall performance for recovery participants in the test cohort with and without DWT, which calculates the optimal match between
the predicted recovery trajectory and test results. (d) Projection of latent vectors learnt by the model for 3 different participants. The y axis from top to
bottom indicates the test results over time. A clear change in each latent vector dimension transitioning from positive to negative can be observed
(recovering user), and consistent and different patterns can be observed for COVID-19–positive and COVID-19–negative participants. (e,f) Scatter plot
of symptoms vs probability of positive predictions for COVID-19–positive (e) and COVID-19–negative (f) participants, with a high correlation observed
for COVID-19–positive participants and no correlation for COVID-19–negative participants. DWT; dynamic time warping.

Latent Space Visualization
Figure 7d shows the latent space visualization for 3 different
participants. For the recovery user, a clear transition was
observed for the first 3 dimensions when the participant
recovered, while consistent but different patterns were observed
for the COVID-19–positive and COVID-19–negative
participants. This validates that the model can capture the
different disease progression of different participants.

Statistical Analysis
Figure 7e and Figure 7f display the correlations between the
predicted probability and symptoms for COVID-19–positive
and COVID-19–negative participants, respectively. With an
increase in the number of symptoms, we observed a general
increase in the predicted probability (Figure 7e). We further fit
a line (red) for these participants, excluding those with more
than 5 symptoms due to the limited number of samples. We
observed a clear positive correlation. Conversely, for
COVID-19–negative participants (Figure 7f), we observed no
correlation between the probability and number of symptoms,
suggesting that our model does not capture symptoms but
information related to COVID-19.

Further analysis of the model predictions in the first 7 days was
carried out on 12 (28.6%) eligible participants in the test cohort,
where we found that 8 (66.7%) of 12 participants show an
increase in predicted probability, similar to the statistical
analysis (n=162, 65.3%). We hypothesized that the predicted
progression in the first 7 days could provide a prompter
indication of an individual's recovery rate.

Discussion

Principal Results
From a crowdsourced audio data set, we studied 212 longitudinal
participants and developed a deep learning model for COVID-19
progression monitoring via audio signals. We showed that
modeling audio dynamics longitudinally shows benefit for
COVID-19 detection. Individual-level performance also
displayed a significant improvement over baseline. The model
capability to predict disease progression was validated.
Successful tracking of reported test labels showed strong
performance in disease progression with γpb/γ=0.76. We
specifically focused on recovery prediction, with a correlation
γpb of 0.86 between the predicted progression trajectory and test
results.
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Individuals experience different disease progression trajectories,
and our model can capture this variability among individuals.
For the COVID-19–positive user P6 (Multimedia Appendix 3,
Figure A3c), our model demonstrated a decrease in the predicted
probability from day 0 to day 3, and this was followed by a
slight increase from day 3 to day 6. For participant P7
(Multimedia Appendix 3, Figure A3d), our model predicted a
continuous decrease from day 0 to 11. This suggests the
effectiveness in predicting individual-specific disease
progression trajectories. Though there is no reported severity
of illness to validate the predicted probabilities, symptoms can
be used as a reference. For participant P6, the number of
symptoms increased from 3 to 6 at day 3 and decreased to 3
after. Therefore, it is reasonable to assume a worsening condition
and an increase in the predicted probability.

Similarly, the model can also predict individual-specific
recovery trajectories. A sharper recovery trend was observed
for participant P1, with a 49.2% relative decrease in 21 days
(Figure 6a) than for participants P4 (Figure 7a) and P5 (Figure
7b), with a 36.6% and 37.1% relative decrease in 21 and 22
days, respectively. This is consistent with the evidence that
recovery tends to be faster in younger people [22], as participant
P1 was in the age group of 20-29 years, while participants P4
and P5 were aged between 30-39 and 40-49 years, respectively.
Though it is difficult to draw statistical conclusions due to the
limited number of participants, these results still suggest
differences in the predicted recovery rate for different
individuals. In terms of practical applications, individual-specific
recovery monitoring may be beneficial in providing prompt
feedback to self-isolating patients and, more importantly, can
provide treatment guidance for doctors according to each
individual's recovery status. Specifically, when a sharp decrease
in the predicted probability is observed, it indicates that the
individual is recovering well. Conversely, no decrease in the
predicted probability over a long period may require further or
more effective treatment. Additionally, the predicted recovery
trend could also be used to some extent for risk assessment of
COVID-19 patients.

As our model showed strong performance in using longitudinal
audio biomarkers, another important factor in the model
deployment is the impact of sequence length, which was also
analyzed to obtain insights into how many samples are needed
for reliable predictions (Multimedia Appendix 5). The
cumulative histogram suggests that the longer the sequence, the
better the performance. For sequence lengths with more than 2
samples (Multimedia Appendix 5, Figure A2a) or around and
more than 4 days (Multimedia Appendix 5, Figure A2b), the
model can produce reasonably good predictions. For
telemonitoring purposes, the use of audio recordings from the
past 4 days would offer a more reliable prediction.

Limitations
Our study also had several limitations. First, the testing cohort
was relatively small with only 21 participants for the
COVID-19–positive and COVID-19–negative groups. This may
not comprehensively represent the target population. In addition,
the self-reported test results may inevitably be noisy to some
extent, where a mismatch between audio recordings and test
results may exist. This is due to possible delays in participants
reporting the test results. This mismatch introduced confounding
variability into the model development that was not fully
considered.

The other limitation in our study is the limited control over
confounding factors. The age and gender groups were relatively
balanced within and across the training, validation, and test sets,
while language was only balanced between 3 partitions but still
unbalanced within each data partition. Our model using a
multitask framework mitigated the language impact, but some
language bias might remain due to the limited number of
samples of some language subgroups.

We also acknowledged that changes in voice may be attributed
to not only COVID-19 infection but also other factors (eg,
mental state or other respiratory infections, such as influenza).
To validate whether the model captures changes caused by
COVID-19 instead of other factors, a large amount of
longitudinal data that have the corresponding labels (eg, emotion
state, influenza) is required to develop and evaluate the model.
Collecting such data is difficult and time-consuming, which is
our long-term goal.

It is also worth noting that the predicted disease progression
trend matches the test results, but for some users, probabilities
may be overall high or low over the course of COVID-19
progression. This suggests individual differences in audio
characteristics. Though our model resolves this better than
simple sample-based models by capturing past audio signals,
it is a universal model and therefore still imprecise. The
development of participant-specific models is on our future
agenda, but more data needs to be collected for this purpose.

Conclusion
In conclusion, by modeling audio biomarkers longitudinally
with sequential machine learning techniques, we proposed
audio-based diagnostics with longitudinal data as a robust
technique for COVID-19 progression tracking. We showed that
our system is able to monitor disease progression, especially
the recovery trajectory of individuals. This work not only
provides a flexible, affordable, and timely tool for COVID-19
tracking but also provides a proof of concept of how
telemonitoring could be applicable to respiratory diseases
monitoring in general.
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Abstract

Background: The global public health and socioeconomic impacts of the COVID-19 pandemic have been substantial, rendering
herd immunity by COVID-19 vaccination an important factor for protecting people and retrieving the economy. Among all the
countries, Japan became one of the countries with the highest COVID-19 vaccination rates in several months, although vaccine
confidence in Japan is the lowest worldwide.

Objective: We attempted to find the reasons for rapid COVID-19 vaccination in Japan given its lowest vaccine confidence
levels worldwide, through Twitter analysis. 

Methods: We downloaded COVID-19–related Japanese tweets from a large-scale public COVID-19 Twitter chatter data set
within the timeline of February 1 and September 30, 2021. The daily number of vaccination cases was collected from the official
website of the Prime Minister’s Office of Japan. After preprocessing, we applied unigram and bigram token analysis and then
calculated the cross-correlation and Pearson correlation coefficient (r) between the term frequency and daily vaccination cases.
We then identified vaccine sentiments and emotions of tweets and used the topic modeling to look deeper into the dominant
emotions. 

Results: We selected 190,697 vaccine-related tweets after filtering. Through n-gram token analysis, we discovered the top
unigrams and bigrams over the whole period. In all the combinations of the top 6 unigrams, tweets with both keywords “reserve”
and “venue” showed the largest correlation with daily vaccination cases (r=0.912; P<.001). On sentiment analysis, negative
sentiment overwhelmed positive sentiment, and fear was the dominant emotion across the period. For the latent Dirichlet allocation
model on tweets with fear emotion, the two topics were identified as “infect” and “vaccine confidence.” The expectation of the
number of tweets generated from topic “infect” was larger than that generated from topic “vaccine confidence.”

Conclusions: Our work indicates that awareness of the danger of COVID-19 might increase the willingness to get vaccinated.
With a sufficient vaccine supply, effective delivery of vaccine reservation information may be an important factor for people to
get vaccinated. We did not find evidence for increased vaccine confidence in Japan during the period of our study. We recommend
policy makers to share accurate and prompt information about the infectious diseases and vaccination and to make efforts on
smoother delivery of vaccine reservation information.

(J Med Internet Res 2022;24(6):e37466)   doi:10.2196/37466
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Introduction

COVID-19 has spread worldwide since its first case in
December 2019 and has become a public health emergency of
international concern [1]. Until September 30, 2021, Japan
experienced 5 waves of the COVID-19 pandemic [2]. The surge
of COVID-19 in Japan occurred during the Tokyo Olympics,
bringing the cumulative number of COVID-19 cases to
1,556,998 when the Games finished. However, with the lifting
of the fourth national state of emergency on September 30,
2021, the pandemic was effectively contained nationwide, and
the number of new confirmed cases abruptly decreased. The
high vaccination rate in Japan was considered to have caused
a decline in the community infections during the fifth wave [3].

A high vaccination rate is thought to be promoted by high
vaccine confidence [4]. According to the US Centers of Disease
Control and Prevention, “Vaccine confidence is the belief that
vaccines work, are safe, and are part of a trustworthy medical
system” [5]. A global survey that did not include Japan showed
that the potential acceptance of a COVID-19 vaccine largely
varied among countries [6]. Japan ranks among the countries
with the lowest vaccine confidence worldwide according to a
survey in 2020 [7]. Another survey conducted before large-scale
vaccination in Japan indicated that Japan ranked last with regard
to confidence in COVID-19 vaccines among 15 countries [8].
Gordon and Reich [9] explained the historical reasons for low
vaccine confidence in Japan. Kunitoki et al [10] proposed that
barriers to vaccine access and use mainly result from effective
public communication and called for rebuilding vaccine
confidence in Japan.

However, Japan’s speed of vaccination has been impressive
since large-scale vaccination was opened up (May 24, 2021).
Japan’s first-dose vaccination rate was approximately 6.8% by
June 1, 2021, and over 70% of the population accepted at least
one dose until September 30, 2021 [11]. Notably, vaccination
was not mandatory and was administered only with the
recipient’s consent. A survey of multiple countries reported the
coexistence of a high level of uncertainty about the safety of
COVID-19 vaccines and a high willingness to get vaccinated
[12], which indicates that Japan may not be a special case. The
reason for the contradiction between the rapid growth in the
COVID-19 vaccination rate and low vaccine confidence in Japan
is worth studying and maybe instructive for propelling
worldwide vaccination against infectious diseases.

Twitter is a widespread social media platform that has attracted
the increasing attention of public health researchers because of
its advantages of large amounts, real-time availability, and ease
of public searching and access [13]. With a large amount of
real-time COVID-19–related posts, Twitter has been widely
used for public opinion mining toward COVID-19 during the
pandemic, providing policy makers with substantiated evidence
[12,14,15]. Lyu et al [14] reported the trend of topics and
sentiments of English tweets for approximately 11 months since
the World Health Organization declared COVID-19 a pandemic.

Yousefinaghani et al [12] reported the dominance of positive
sentiments and more vaccine objection and hesitancy than
vaccine interest. Huangfu et al [15] reported the results of topic
modeling and sentiment analysis of tweets between December
8, 2020, and April 8, 2021. Eibensteiner et al [16] reported
willingness to vaccinate despite the safety concerns of vaccines,
according to a survey on a Twitter poll. Besides, Twitter is the
most popular social media platform in Japan [17], owning 58.2
million users as of October 2021 [18], making Twitter analysis
more powerful for COVID-19 research in Japan. A Twitter
analysis by Niu et al [19] reported that the Japanese public’s
negative sentiment overwhelmed the positive sentiment toward
the COVID-19 vaccine before and at the beginning of the
large-scale vaccination campaign.

This retrospective study aimed to identify public sentiments
and concerns associated with rapid COVID-19 vaccination in
Japan. We hypothesized that the increase in vaccination rates
might be due to subjective factors including increased public
confidence in vaccines (S1) and fear of infection (S2), and
objective factors including adequate vaccine supply (O1) and
effective delivery reservation–related vaccine information (O2).
To test these hypotheses, we collected vaccine-related tweets
posted between February 1 and September 30, 2021. Then, we
preprocessed the collected tweets and conducted a unigram
token analysis, sentiment analysis, and topic modeling.

Methods

Overview
In previous works of large-scale Twitter analyses, after
preprocessing, there are mainly 4 types of natural language
processing (NLP) methods: n-gram token analysis [12,15,20,21],
sentiment analysis [12,14,15,20-25], topic modeling
[12,14,15,20,22-25], and geographical analysis [22,24]. The
geographical analysis is less important in our work because the
range of our research is a whole country instead of subareas. In
this work, we followed previous works in applying n-gram token
analysis, sentiment analysis, and topic modeling. Code in this
work will be shared on the web [26].

Data Collection and Preprocessing
The data used in this study were obtained from a large-scale
public COVID-19 Twitter chatter data set [27] updated by the
Georgia State University’s Panacea Lab. The data set provided
the IDs, posting time, and the languages of all the tweets were
provided in the data set. We downloaded COVID-19–related
Japanese tweets between February 1, 2021, the month the first
person was vaccinated, and September 30, 2021, when the
first-dose vaccination rate exceeded 70%. In addition, data on
the number of vaccination cases were collected from the official
website of the Prime Minister’s Office of Japan (PMOJ) [28]. 

The downloaded tweets were then cleaned and processed.
Retweets were filtered using the Python package tweepy. Tweets
that included no keywords related to vaccines were deleted. The
keywords used in the filtering are listed in Multimedia Appendix
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1. It is worth noting that the three vaccine brands (Pfizer,
Moderna, and AstraZeneca) that were approved by the Japanese
government were included in the keywords. Other vaccine
brands were excluded because we attempted to focus more on
the brands adopted in the vaccination process. Frequent
misspellings (eg, “Modelna”) was also included in the keywords.
Weblinks, special characters, emojis, and “amp” (ampersands)
were removed, and all full-width English characters were
converted to half-width, lowercase characters.

For convenience, all Japanese words in our results were directly
presented in English translations. The English-Japanese
translation table is provided in Multimedia Appendix 1. In order
to minimize the influence of difference between languages, all
the translations in our results were carried out as the last step
by directly replacing the Japanese words in the graphs with
corresponding English words; therefore, they would not
influence the statistical results.

Unigram and Bigram Token Analysis
Tokenization is necessary before many other NLP tasks,
especially for many non-Latin languages, such as Japanese. We
removed the predefined English and Japanese stop words in the
Python packages NLTK [29] and SpaCy [30] and tokenized all
collected vaccine-related tweets using the Python package
SpaCy into unigrams or bigrams for statistical analysis, as
reported by Kwok et al [27]. We sorted the unigram tokens or
bigram tokens in descending order of term frequency over the
entire period. Similar to Liu et al [24], we used the pruned exact
linear time (PELT) algorithm [31] to find the first change point
of the term frequency. Unigrams before the first change point
were regarded as top unigrams, and the term frequencies of the
unigrams after the change point were significantly lower than
those of the top unigrams. Similar processes were carried out
for bigrams. To eliminate the difference in the number of days
between months, the monthly term frequency was defined by
dividing the total term frequency by the number of days each
month for each top unigram or bigram.

Correlation coefficients were widely used in social media
analysis. In Google Trends analysis, correlations were calculated
between reported cases of infectious disease and the trends of
search for relevant keywords. In Twitter analyses, correlations
between the daily cases of infection or death and the number
of related tweets or sentiment scores, were also investigated
[24,25]. In this work, correlation analyses were adopted to find
out the factors from the top unigrams that are most related to
the COVID-19 vaccination campaign. We first calculated the
cross-correlations between the number of tweets containing the
top unigrams or bigrams and the vaccination cases and then
observed the time lags when maximum cross-correlation
appeared for each unigram and bigram. Pearson correlation
coefficients (r) between top unigrams or bigrams and the
vaccination cases were also calculated.

Sentiment Analysis
After n-gram analysis, sentiment analyses were often used to
explore the real-time public attitudes in social media analysis
related to COVID-19 vaccination, which may reflect the
acceptance of COVID-19 vaccines and related policies

[12,14,20,22,24]. The trend of negative sentiments may provide
potential evidence for vaccine hesitancy [23]. In this work,
sentiment analysis was applied to all vaccine-related tweets.
Cloud services were used in this study because there were no
reliable public models for sentiment analysis in the Japanese
language. We selected Amazon Web Services (AWS) for
consistency with previous work [29]. The tweets were divided
into positive, negative, neutral, or a mixture of positive and
negative tweets using the AWS. Fine-grained emotions were
also explored using the Japanese version of the NRC Emotion
Lexicon [32]. The NRC Emotion Lexicon is a dictionary of
words and their associated scores for eight emotions:
anticipation, trust, joy, surprise, anger, disgust, fear, and sadness.
The positive and negative tweets were tokenized, and the degree
of valence (DOV) for the eight emotions was calculated by
adding up the scores for the unigrams that appeared in the NRC
Emotion Lexicon. Finally, we calculated the daily average DOV
by dividing the number of positive and negative tweets on that
day to show the trend of each emotion.

Topic Modeling
Topic modeling were applied to identify fine-grained
information from tweets of different sentiments [12,15,24].
Based on the sentiment analysis results, we summarized the
topics to look deeper into the dominant emotion in the tweets.
Latent Dirichlet allocation (LDA) is often used in tweet topic
modeling studies [14,15,20,22,23]. In this study, LDA regards
tweets as being generated from different topics, and each topic
generates tweets with a Dirichlet distribution. A Python package
scikit-learn was used to determine the best number of topics.
Log likelihood was adopted as the metric for selection, and
5-fold cross correlation was applied to avoid overfitting. As
shown in Multimedia Appendix 1, we chose 2 as the number
of topics for LDA modeling, which showed the highest log
likelihood score. We used scikit-learn for LDA topic modeling
and displayed the top 10 keywords and their weights related to
each topic. The weights were the pseudocounts of the keywords
in a topic. The themes of topics were summarized from the top
10 keywords by 3 volunteers. The volunteers were first asked
to work out the themes of the topics independently, and then
they had a meeting to finally reach an agreement on the themes.

We then checked the trends of tweets related to different topics.
Defining the i-th tweet in all collected tweets as di, and the j-th
topic of the LDA model as tj, the probability of a tweet di

coming from tj was calculated using the fitted LDA model as
pij. For tweets posted each day, the expectation of the number
of tweets generated from topic j was calculated by summing pij

on that day. The ratio between the expected number of tweets
generated from each topic was also plotted to show the trend
of public attention under dominant emotion.

Ethics Approval
This study used publicly available and accessible tweets
collected by Georgia State University’s Panacea Lab, allowing
free download. We assert that our analysis is compliant with
Twitter's usage policy in aggregate form without identifying
specific individuals who published the Twitter posts.
Furthermore, the number of vaccination cases downloaded from
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the PMOJ are open government data. Therefore, the activities
described do not meet the requirements of human subject
research and did not require review by an institutional review
board.

Results

Data Summary
We downloaded 979,636 Japanese tweets posted between
February 1 and September 30, 2021, according to the ID and
region information in the data set. After filtering, 190,697
vaccine-related tweets were selected. As a result, the total
number of vaccine-related tweets increased from 14,758 tweets
in February to 34,692 in August and then decreased to 27,824
in September.

Unigram and Bigram Token Analysis
The change point of unigram term frequencies detected by the
PELT algorithm was 6, and the top 6 unigrams were Japanese
words for “infection,” “Japan,” “reserve,” “Pfizer,” “venue,”
and “mutation.” The unigram “side effects,” related to the safety
of vaccines, ranked eighth overall. The unigrams “infect,”
“reserve,” and “venue” gradually ranked in the top 3 from
February to September, as shown in Figure 1.

The change point of bigram term frequencies detected by the
PELT algorithm was 5, and the top 5 were Japanese bigrams

for “Astra + Zeneca,” “reserve + available,” “article + Reuters,”
“venue + reserve,” and “medical-care + workers.” The bigrams
“reserve + available” and “venue + reserve” ranked in the top-2
from June to September, and the ranking of “Astra + Zeneca”
decreased since May, as shown in Figure 2.

Regarding correlation analysis of unigrams, the time lags for
“reserve” and “venue” were 0, and the vaccination cases led the
number of tweets containing “infection” for 5 days. After
calculating r between the daily number of tweets containing
each top unigram and vaccination cases, significant r values
(P<.001) were obtained for all unigrams except “mutation.”
The largest r value for the daily vaccination cases was from
unigrams “infection” (r=0.746), “reserve” (r=0.829), and
“venue” (r=0.908). We then checked the daily number of tweets
containing all the combinations of the 3 unigrams showing a
strong correlation and found the highest r value (r=0.912;
P<.001) for tweets containing both “reserve” and “venue.” By
randomly selecting 5 days and checking the source of all the
tweets on those days, we found that the 95% CI of tweets
containing both “reserve” and “venue” posted by official
accounts or mainstream media was 96.0%-100%. The trend of
tweets containing both unigrams “reserve” and “venue”
compared with the daily vaccination cases is shown in Figure
3.

Figure 1. Translation of the top 10 unigrams of each month. The lengths of the bars represent the monthly term frequencies in tweets of each month.
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Figure 2. Translation of the top 10 bigrams of each month. The lengths of the bars represent the monthly term frequencies in tweets of each month.

Figure 3. Trend of tweets containing both unigrams “reserve” and “venue,” and the curve for daily first-dose vaccination cases.

As for bigrams, the bigram “venue + reserve” overlapped with
the unigram analysis and was excluded from this part. The time
lags for bigrams “reserve + available” and “article + Reuters”
were 0, and vaccination cases led “Astra + Zeneca” and
“medical-care + workers” for 116 and 63 days, respectively.
The bigrams “reserve + available” and “article + Reuters” had
the highest cross-correlations than the others. The bigrams
“Astra + Zeneca” (r=–0.331), “reserve + available” (r=0.908),
and “article + Reuters” (r=0.229) showed significant correlations
(P<.001) except for “medical-care + workers” (r=–0.055). On
manual evaluation by 3 volunteers, we found that 95.4% of the

tweets that contain the bigrams “reserve + available” were the
same as those of containing the combination of unigrams
“venue” and “reserve.”

Sentiment Analysis
For all tweets, 4453 (2.3%) were positive, 19,340 (10.1%) were
negative, 164,687 (86.4%) were neutral, and 2217 (1.2%) were
mixed positive and negative sentiments. A comparison between
the daily numbers of tweets marked as positive and negative is
shown in Figure 4. Negative sentiments overwhelmed positive
sentiments for all days.
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Figure 4. Comparison between the daily number of tweets marked positive (orange) and negative (green).

The DOVs for the 8 emotions are shown in Figure 5. The daily
average DOV of anger (0.404), disgust (0.268), fear (0.659),
sadness (0.486), overwhelmed anticipation (0.163), trust (0.173),
joy (0.118), and surprise (0.081). Fear was the dominant emotion

during this period. Here, we defined the peaks of emotion as
larger than 3 times the daily average DOV for that emotion.
Trust peaked (1.114) on February 18, 2021. From May 13 to
18, 2021, there were several peaks of fear.

Figure 5. Daily average degree of valence of 8 emotions in the vaccine-related tweets.
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Topic Modeling
The top 10 keywords for each LDA topic are shown in Figure
6. The theme of topic 1 is “infect,” and that of topic 2 is “vaccine
confidence.” It is also noticeable that the weight of “infect”
(14,895) in topic-1 was over 3 times that of the second keyword
“Japan” (4359), but the weight of “Pfizer” (4348) in topic 2 was
only 15.5% larger than the second keyword “die” (3763).

The ratio between the expectation of the number of
“infect”-related tweets and “vaccine confidence”–related tweets

is shown in Figure 7. The total expectation of the number of
tweets generated from topic 1 (“infect,” n=30,288) is larger than
that generated from topic 2 (“vaccine confidence,” n=27,572),
and the mean ratio between the expectation of the daily number
of tweets generated from topics 1 and 2 is significantly larger
than 1 (P<.01). On 68.2% of days, the expectation of the number
of tweets generated from “infect” was larger than that generated
from “vaccine confidence.”

Figure 6. Top 10 keywords of 2 topics by latent Dirichlet allocation modeling. The bars represent the weights, which can be regarded as the pseudocounts
of the keywords in each topic.

Figure 7. Ratio between the expectation of the number of “infection”-related tweets and “vaccine confidence”–related tweets.

Discussion

Principal Findings
A high vaccination rate is thought to be promoted by high
vaccine confidence [16,33-36], but Japan achieved a high

vaccination rate in several months, with the lowest vaccine
confidence in the world. This retrospective study aimed to
determine the reasons for the fast vaccination process in Japan,
which may be instructive for propelling worldwide vaccination
for infectious diseases. Based on previous studies [16,34-37],
we hypothesized that subjective factors, including increased
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vaccine confidence (S1) and fear of infection (S2), and objective
factors including adequate vaccine supply (O1) and effective
delivery of reservation-related vaccine information (O2). Our
results indicate that hypotheses S2 and O2 might have driven
the public to be vaccinated. No evidence supporting hypothesis
S1 was found in our results. Evidence for hypothesis O1 can
be found in the history of vaccine supply on the official website
of the PMOJ (Prime Minister of Japan and his Cabinet) and is
not discussed in this paper.

Several results support hypothesis S2. In the unigram token
analysis shown in Figure 1, the keyword “infect” ranked among
the top 3, except in February, and ranked first from May to
August during Japan’s fourth and fifth wave infections. The
keywords “venue” and “reserve” also ranked up from May. No
keywords related to increased vaccine confidence were found.
The sentiment analysis shown in Figure 4 showed that negative
sentiment overwhelmed positive sentiments, consistent with
the results of Chen et al [35] that Japan showed dissatisfaction
compared with neighboring countries. Combined with our result
that “infect” was the top keyword and “side effect” ranked
eighth in the unigram token analysis, our results support that
the Japanese public was more concerned about infection than
the side effects of COVID-19 vaccines.

More evidence for hypothesis S2 was obtained from the topic
modeling results. From the keywords of topic 1 (“infect”), we
can see that the public was concerned about the infection and
death rate. The mutated virus and empowered cases also led to
fear. Willis et al [37] found that less fear of infection may lead
to a lower willingness to be vaccinated, which is complementary
to our results. From the keywords of topic 2 (“vaccine
confidence”), we can see that the side effects of the vaccines
were the most concerning, but the following keywords were
related to the effectiveness of vaccines on the mutated virus,
reservation of vaccines, and medical care conditions. Previous
surveys in different countries have indicated that fear of vaccine
safety is the key factor for low vaccine acceptance [38,39].
Furthermore, the “side effect” weight in topic 2 was much less
than that of “infect” in topic 1. The top keywords in the two
topics indicated that people were more concerned about
COVID-19 rather than the side effects of vaccines. Bendau et
al [40] reported a significant positive correlation between fears
of infection and vaccine acceptance and a significant negative
correlation between fear of vaccine safety and vaccine
acceptance. Therefore, it is important to distinguish the
mainstream fear emotion to determine the reason for the high
vaccination rate. Figure 7 provides details about the ratio
between the expected number of tweets related to “infect” and
“vaccine confidence.” In most cases, the ratio was larger than
1, indicating that the public was more concerned about infection
rather than the safety and effectiveness of vaccines. Higher
ratios were observed in April and from July to end-September,
which were periods of Japan’s fourth and fifth waves of
infection. There was also a relatively long period of less than
one ratio from mid-February to mid-March, which was the
period when the vaccines were less effective against the mutated
virus (February 10), severe side effects of the AstraZeneca
vaccine were observed (March 12), and several side effects were
observed in Japan (February 21, March 7, and March 10).

However, the ratio soon increased because of the fourth wave
of infections. This example also proved that fear of infection
overcame the vaccine safety concern.

We also provide evidence of a strong relationship between
vaccination and hypothesis O2. Bigram analysis in Figure 2
showed that “reservation + available” ranked first since June,
shortly after large-scale vaccination started, which might reflect
the strong concerns about vaccine reservation by the public.
Unigram token analysis in Figure 3 showed that tweets including
the keywords “reserve” and “venue” were significantly highly
correlated (r>0.9; P<.01) with the daily number of vaccination
cases in Japan, and most of them were from government official
accounts. The bigram “reservation + available” also showed a
high correlation (r>0.9; P<.01) with the daily vaccination cases.
Because reservation information should always lead to the actual
vaccination, this result indicated that in addition to sufficient
vaccine supply, reservation information delivery might also be
important in large-scale vaccination. Furthermore, the time lag
for the maximum cross-correlation was 0, which may indicate
the efficiency of the reservation information posted on Twitter.
Our results were consistent with Fu’s [41] finding that inflexible
information systems for vaccine reservation can impair
immunization services in the community.

We did not find any evidence for hypothesis S1. Macaraan
reported a shift from hesitancy to confidence toward the
COVID-19 vaccination program among Filipinos [36]. Okubo
[42] reported a shift from hesitancy to confidence but also
admitted that the shift might come from the differences in the
survey metrics in previous studies [43]. Following these studies,
we looked for a similar shift in sentiment or emotions from
negative to positive, but negative sentiments overwhelmed
positive sentiments as shown in Figure 4, and fear dominates
all the emotions in Figure 5. The positive emotions
“anticipation,” “trust,” and “joy” did not increase during the
entire period. These two results made it difficult to conclude
increased vaccine confidence.

Our results were partially related to the 5 C model (confidence,
competence, convenience, calculation, and collective
responsibility) measuring vaccine hesitancy [36,44]. Confidence
and complacency are two subjective measures that are directly
related to individuals. In our work, the LDA theme “vaccine
confidence” belonged to “confidence,” and “fear of infection”
belonged to “complacency.” In Japan, fear of infection may
drive a high vaccination rate. The delivery of reservation
information may be an extension to “convenience,” which was
previously defined as “physical availability, affordability and
willingness-to-pay, geographical accessibility, ability to
understand (language and health literacy), and appeal of
immunization service affect uptake” [45]. Our work indicates
that information about vaccination reservations should also be
considered for the convenience of vaccination.

Limitations
We admit that our research might have some potential
limitations: (1) the imbalance of the demographics of Twitter
users in Japan [46] may cause bias in the results; (2) the status
of the user on a certain day (at home or not, other events on that
day, etc) may also bias the data set [47]; (3) owing to the lack
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of a reliable public model for sentiment analysis in the Japanese
language, the cloud service AWS was used for sentiment
analysis; (4) filtering keywords may include irrelevant or
missing related tweets; (5) antivaccine tweets, especially rumors,
were not distinguished or analyzed separately in this study.
However, feature works can be combined with classical surveys
to train the sentiment analysis model and model to distinguish
rumors from tweets to overcome these limitations.

Conclusions
This retrospective study aimed to determine the reasons for the
fast vaccination process in Japan, which might be instructive
for propelling worldwide vaccination toward infectious diseases.

In conclusion, our work indicated that awareness of the danger
of COVID-19 increased the willingness to be vaccinated; with
a sufficient supply of vaccines, effective reservation information
delivery might provide more opportunities for people to be
vaccinated. Models measuring vaccine hesitancy might also
need to add efficiency in delivering reservation information as
a metric. Based on our findings, we recommend public health
policy makers and the government to share accurate and prompt
information about the infectious diseases and vaccination.
Furthermore, efforts on tied cooperation among multilevel
relevant organizations and new media operations may help
achieve smoother delivery of vaccine reservation information.
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Abstract

Misinformation creates challenges for the general public in differentiating truth from fiction in web-based content. During the
COVID-19 pandemic, this issue has been amplified due to high volumes of news and changing information. Evidence on
misinformation largely focuses on understanding the psychology of misinformation and debunking strategies but neglects to
explore critical thinking education for the general public. This viewpoint outlines the science of misinformation and the current
resources available to the public. This paper describes the development and theoretical underpinnings of a mnemonic (Conflict
of Interest, References, Author, Buzzwords, Scope of Practice [CRABS]) for identifying misinformation in web-based health
content. Leveraging evidence-based educational strategies may be a promising approach for empowering the public with the
confidence needed to differentiate truth from fiction in an infodemic.
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Introduction

Overview
Recognizing misinformation in web-based content is becoming
increasingly difficult. The general public struggles with
differentiating credible health information from fiction, but we
do not know how best to equip them to do so. In a world where
information is at our fingertips, differentiating fact from fiction
is a priority. This paper explores the science of misinformation
and proposes an accessible framework for identifying
misinformation in health content on the internet.

Background
The COVID-19 pandemic triggered an overabundance of
information, including false and misleading information that
has contributed to confusion, mistrust, and risk-taking behaviors.
This kind of information excess is defined as an infodemic [1,2].
From daily press conferences to viral videos, health

professionals and the general public alike have struggled to
keep up with the overload of health information. The inundation
of misinformation, disinformation, and contradictory information
has obscured access to credible information.

Misinformation in science communications is not a new thing.
Misinformation is defined as the inadvertent sharing of false or
misleading information, whereas disinformation is the deliberate
sharing of false or misleading information with the intent to
harm [3]. Both topics are of great interest to psychologists and
researchers. Prolific misinformation researchers Lewandowsky
and colleagues [4] suggest that misinformation may arise when
the situation is evolving or when the information is piecemeal.
This is certainly the case with the pandemic, during which we
have seen changes in information that was correct at a certain
time, such as the use of masks to prevent SARS-CoV-2
transmission. Other sources of misinformation include rumors,
politicians and governments, vested interests, and the media
[4,5].
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The Landscape of Misinformation
Misinformation is shared on a variety of platforms—Twitter,
Reddit, WhatsApp, and Facebook to name a few [6]. However,
misinformation is not limited to social media; it is also present
in traditional media platforms, such as articles in magazines,
on websites, and on the news. For example, in an analysis of
health information on the internet, researchers found that of
1300 websites on safe infant sleep, only 43.5% provided correct
information [7]. In another study on conception information,
only 1 in 2 websites contained accurate information on
conception [8]. The examples go on and on, particularly in the
case of COVID-19, with multiple accounts of misinformation
regarding COVID-19 treatments [9-11].

Topics of misinformation occur in a wide variety of fields, such
as health and climate sciences [3]. Although it is difficult to
quantify which topics have the most focus, we can get an
indication by looking to research. Most research related to health
misinformation focuses on vaccines, communicable (eg, HIV
or COVID-19) and noncommunicable diseases (eg, cancer and
diabetes), drugs (eg, tobacco), treatments, autism, and eating
disorders [3,6,12].

Although misinformation pertains to the inadvertent sharing of
false or partially false information, there is a more sinister kind
of misinformation—disinformation. Disinformation describes
sharing false or partially false information with the intent to
harm or profit [13] (the term fake news is not used in this
summary, as it is not supported by literature surrounding false
information). Disinformation is a type of warfare strategy that
has been linked to creating confusion regarding vaccination and
disrupting election campaigns, as well as issues such as climate
change [13,14].

How Does Misinformation Spread?
There are several decades of research dedicated to this issue,
so this viewpoint will not attempt to cover the breadth of
research on this complex issue. Instead, this paper will briefly
outline why misinformation might spread. The author of this
paper considers the following two broad categories of reasons:
external and internal reasons. Externally, social media platforms
amplify misinformation and disinformation due to their reach
and the complex algorithms at play [4,5]. Internally,
misinformation and disinformation disrupt our cognitive
processes, fragmenting our ability to think logically. The little
we do know about how and why misinformation spreads is that
it is most often spread by individuals who hold positions of
influence (eg, social media influencers or politicians) and share
messages with personal opinions and strong negative tones [15].
In addition, a person’s relationship with, or their view of, an
individual sharing a piece of information influences perceived
credibility; that is, if a person likes the individual and knows
them well, the person is more likely to believe the information
shared and is less likely to do a credibility check [4,15].
Misinformation is amplified by the impact of confirmation bias;
people are more prone to misinformation that supports their
worldview or ideology [16,17].

Health and Digital Literacy in an Infodemic
Although technology platforms such as Facebook and Twitter
have a role in curbing the proliferation of misinformation and
disinformation, digital literacy and health literacy are key factors
in slowing the spread of misinformation and disinformation.
Health literacy can be defined as the “ability of an individual
to obtain and translate knowledge and information in order to
maintain and improve health in a way that is appropriate to the
individual and system contexts” [18]. Coldwell-Neilson [19]
defines digital literacy as “the ability to identify and use
technology confidently, creatively and critically to meet the
demands and challenges of living, learning and working in a
digital society.” People with lower health literacy seek out health
information less often and have a lesser ability to interpret health
messages [20]. We also know that those with lower digital
literacy are less able to identify reliable news sources or
manipulated images [16], and those with less digital and health
literacy are more likely to share false information [21].

What Is the Solution?
As the infodemic is unlikely to disappear anytime soon, we
must consider ways to approach information on the internet.
We are quick to defer to experts or exclaim “trust the science”
as a sort of mantra for ordinary people. This does not engender
trust or transparency in science but rather undermines attempts
to engage in conversation about science, reinforces harmful
hierarchies, and even leads to people falling for misinformation
[22]. This mantra ignores the complexities and nuances of trust
and engagement with scientific evidence, such as the influence
of political persuasion, worldviews, and personal experiences
[23]. Instead of restricting autonomy to that of scientists, it is
the suggestion of this author that we consider ways to improve
digital and health literacy to empower the general public to
make informed decisions about the information they read [24].

What Exists?
Several resources on digital and health literacy exist. A quick
keyword search of health literacy course and health literacy
training on Google highlights the variety of resources from
universities and not-for-profit organizations. For example,
ScienceUpFirst—an initiative borne out of the COVID-19
pandemic—focuses on credible pandemic information [25].
Although they have a page on credible sources, this page focuses
on who ScienceUpFirst considers credible as opposed to
identifying components of credibility [25]. In a 2020 systematic
review, researchers found that very little research focuses on
critical thinking; even then, the limited research focused on
student populations as opposed to the general public [26]. In
addition, many courses on digital literacy, health literacy, or
critical appraisal are recommended to health professionals, such
as the Centre for Culture, Ethnicity and Health’s courses [27]
and Cochrane Training [28]. Research on misinformation
extensively explores debunking, fact-checking, and prebunking
(ie, preparing a viewer for incoming misinformation) [4,5]. To
improve the health literacy of the general public, we should
provide accessible appraisal resources, thereby allowing
individuals to feel empowered when it comes to health
information. In keeping with the constructivist philosophy, the
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framework presented herein proposes that the general public
should become collaborators in critical appraisal.

Methods and Theoretical Framework

Overview of Mnemonic Development
Drawing from the constructivist lens (ie, knowledge is subjective
and informed by experiences), this paper considered the
literature on credibility and critical appraisal and drew from this
author’s expertise as an educator to develop a mnemonic [15].
A mnemonic is a specific strategy for enhancing memory with
the aim of improving the recall of information [29]. The purpose
of the mnemonic in this instance was purely to create a
memorable word (and visual) and a mental model for assessing
health information on the internet [30,31].

The Framework
The mnemonic was developed by using an iterative process.
This included an unstructured review of teaching materials for
undergraduate and postgraduate health professions education
(ie, materials that were used for teaching at the time of writing
this paper), the use of library guides, and subsequent
crowdsourcing on social media platforms [32-34]. Questions
such as “how do you flag questionable content online” and “how

would you review content online for accuracy” were used to
engage readers. This process resulted in the development of the
mnemonic CRABS (Conflict of Interest, References, Author,
Buzzwords, Scope of Practice; Figure 1).

This paper’s author presented the framework development work
at professional development events and published it on several
social media platforms. This was presented to registered nurses
in Australia for a professional development activity on exploring
credible content in the media. The feedback was overwhelmingly
positive regarding the mnemonic, with 70% of participants
identifying the mnemonic as their key takeaway from the
activity. At the time of writing this paper, the framework has
had significant reach on this author’s social media platforms
(Table 1). In addition to this, the work has been amplified on
other social media influencers’ posts, culminating in 68,000
unique views, and translated in other languages [35-37].

In addition to this, the work has been published on various media
platforms, such as the Australian Broadcasting Corporation,
lifestyle magazines, and high school education resources
[38-40]. In health care, the framework has been shared in
professional development resources, so that health educators
can use the framework for their programs [41,42].

Now, we move on to the framework and underpinning rationale.

Figure 1. Illustration of the CRABS framework for credibility. CRABS: Conflict of Interest, References, Author, Buzzwords, Scope of Practice.
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Table 1. Summary of impact.

Total number of unique viewsSaves, nShares, nLikes, nPlatform

54,492169112803783Instagram

8330N/Aa1427Twitter

aN/A: not applicable.

C—Conflict of Interest
Conflicts of interest occur when an individual stands to benefit
from a certain message or decision, making the information less
reliable. Conflicts can be overt or subtle [43]. One example is
an individual who owns a nutrition supplement company. This
is an overt conflict of interest, as they are likely to prefer their
product over others because it benefits them financially. In a
more subtle example, a physician may have a family member
who owns a company that manufactures wound care products;
while there may not be any formal agreement, this relationship
may influence the decisions that the physician makes about
wound care [44]. In research, conflicts of interest may
undermine the validity of results and undercut integrity. There
have been many reports of trial sponsors inducing favorable
results in research [45]. Conflicts of interest are not limited to
finances; they can also include conflicts related to politics,
policies, and employment [44]. Conflicts of interest should be
considered when judging health information on the internet.

R—References
References are a useful gauge of content on the internet, as they
indicate several things—supporting data, the body of evidence,
the quality of evidence, and plagiarism [46]. Supporting data
are obvious to scientists; one cannot make a claim without
evidence. However, in health information on the internet,
particularly on social media, the use of references is less
common. Reminding viewers to consider references may assist
them in considering the weight to give a claim. Additionally,
references can be a good indication of whether the content
author has training and an understanding of the body of evidence
related to the topic. For instance, authors not citing sentinel
work in their blogs can be a red flag for incomplete information.
In addition to these checks, references should be checked for
recency (science changes fast) and the quality of scientific
sources. The issue of predatory publishing is not a small one.
Predatory publishers accept manuscripts for a fee without
performing any quality checks, thereby allowing poor-quality
research or misinformation to proliferate [47]. Finally,
plagiarism is not limited to scientific mediums; social media is
rife with instances of content thieving and misattribution [48,49].

A—Author
Anyone can write about anything. The internet provides
opportunities for everyone to have a voice and has fewer
gatekeepers than traditional media [50]. A person’s expertise
and qualifications (or lack thereof) in relation to a topic is
important to consider when determining how much weight to
give to content. Social media verification, whereby an account
is given a blue tick to verify that they are indeed a real person,
is not an indicator of credibility in the traditional sense.
Credibility literature states that there are 5 things to consider

with regard to credibility—accuracy, authority, objectivity,
currency, and scope [50]. The Author item of the CRABS
framework encourages readers to check an individual’s training,
qualifications, and credentials. In 5 to 10 minutes, a reader can
verify qualifications, explore the level of training that an
individual has, and learn about the views of an author’s peers
(ie, their views on the author). For instance, if an author claims
that they conduct research in a given field, the number of
publications on the topic that are under their name should be
considered.

B—Buzzwords
Buzzwords are words or phrases that have become fashionable
by being used often, but they sometimes have little meaning.
Buzzwords, or overly jargon-filled words, are not always
designed to deceive people, but they can be used to mislead
people. For example, when food packaging includes buzzwords
such as organic, consumers are more likely to believe that a
product is healthy—the health halo effect [51]. Linguistics
research argues that clues are in the language used; emotional
language is an indication that information is not credible [24].
News that is inaccurate or fake is more likely to use adverbs
and verbs and present information with more certainty. This
makes it challenging for credible science information, which
frequently hedges certainty and does not overstate claims, to
compete against noncredible information [52]. Other work
suggests that framing the information in a certain way is a key
for identifying misinformation. For example, topics of personal
concern (eg, health information), emotive topics (eg, one’s
children), and the use of personalization pronouns (eg, you) can
influence readers [17,53]. Overall, the trigger word buzzwords
may help an individual to scan for jargon, marketing strategies,
and emotional language that might frame their perception.

S—Scope of Practice
The scope of practice describes the practice of a profession that
combines an individual’s qualifications and expertise, the setting
of practice, and the needs of clients [54]. In a health care setting,
it is difficult to overreach the scope of practice due to highly
regulated workforces. However, on social media, the scope is
mostly unmonitored (but not necessarily unregulated). Most do
not set out to overreach their scope of practice; however, it is a
slippery slope. A nurse providing specific nutrition advice for
newborns may be inappropriate if the nurse has not undergone
additional training, depending on the situational context. In
addition, it is easy to overstate expertise or specialty due to the
halo of authority portrayed on social media. For example, a
junior physician can inadvertently portray themselves as an
expert in hormones while not having completed their
endocrinology training.
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Framework Application and Implications

The CRABS framework is intended to be applied as an
overarching concept at a first glance of web-based content. It
is not intended to be a full critical appraisal and may
inadvertently exclude key qualities of appraisal that would be
otherwise identified. One limitation may be that the framework
could inadvertently exclude information that is credible due to
the piecemeal nature of social media.

There are opportunities for expansion. For example, to verify
the quality of the work, further research should be undertaken
to determine content validity. Content validity analyses could
include expert consensus methods, such as the Delphi method.
Following this, consumer representatives (eg, members of the
general public from a wide variety of demographic populations)
could be engaged to rate the usability of the framework in
assessing web-based health information. The framework should
be further assessed for reliability and construct testing to ensure
that the framework can indeed be used to identify accurate and
false information and that it works for various users. Once the
work has been validated, it could be used in critical appraisal
guides, misinformation resources, and educational campaigns.

Although anecdotal, feedback has suggested that the content of
the framework is representative of the issue and that it is usable
among various users; however, more work is required to fully
develop the framework. In its present state, the work could be
presented as a conceptual model for assessing web-based health
information, serving as a trigger for critical appraisal. Despite
its origins in the COVID-19 pandemic, the work has scope for
application beyond this. Areas rife with misinformation (eg,
infant sleeping information, as identified earlier in this
viewpoint) could be relevant areas.

Conclusions

In this era of infodemia, the general public requires accessible
tools to navigate health information on the internet. Drawing
from misinformation and educational research can provide us
with tools to navigate this complex issue and develop resources.
Using mnemonics is a practical strategy for encoding memory
and developing mental models for critical appraisal. The CRABS
model may provide a useful strategy for achieving this. More
research is needed to explore the validity and usability of such
a model for the general public.
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Abstract

Background: During global health crises such as the COVID-19 pandemic, rapid spread of misinformation on social media
has occurred. The misinformation associated with COVID-19 has been analyzed, but little attention has been paid to developing
a comprehensive analytical framework to study its spread on social media.

Objective: We propose an elaboration likelihood model–based theoretical model to understand the persuasion process of
COVID-19–related misinformation on social media.

Methods: The proposed model incorporates the central route feature (content feature) and peripheral features (including creator
authority, social proof, and emotion). The central-level COVID-19–related misinformation feature includes five topics: medical
information, social issues and people’s livelihoods, government response, epidemic spread, and international issues. First, we
created a data set of COVID-19 pandemic–related misinformation based on fact-checking sources and a data set of posts that
contained this misinformation on real-world social media. Based on the collected posts, we analyzed the dissemination patterns.

Results: Our data set included 11,450 misinformation posts, with medical misinformation as the largest category (n=5359,
46.80%). Moreover, the results suggest that both the least (4660/11,301, 41.24%) and most (2320/11,301, 20.53%) active users
are prone to sharing misinformation. Further, posts related to international topics that have the greatest chance of producing a
profound and lasting impact on social media exhibited the highest distribution depth (maximum depth=14) and width (maximum
width=2355). Additionally, 97.00% (2364/2437) of the spread was characterized by radiation dissemination.

Conclusions: Our proposed model and findings could help to combat the spread of misinformation by detecting suspicious
users and identifying propagation characteristics.

(J Med Internet Res 2022;24(6):e37623)   doi:10.2196/37623

KEYWORDS

health misinformation; COVID-19; social media; misinformation spread; infodemiology; global health crisis; misinformation;
theoretical model; medical information; epidemic; pandemic

Introduction

Background
As early as February 15, 2020, the General Director of the World
Health Organization stated at the Munich Security Conference,

“We are not only just fighting an epidemic; but also an
infodemic” [1]. Owing to quarantine restrictions imposed during
pandemics, information access is limited to the internet and
social media, which facilitates misinformation spread. According
to one survey, 87% of internet users were exposed to
pandemic-related misinformation [2].
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The spread of misinformation on social media can be amplified
by information silos and echo chambers with personally tailored
content. Kouzy et al [3] reported that 153 out of 673 tweets
(24.8%) they examined contained COVID-19 pandemic
misinformation, and 107 out of 673 tweets (17.4%) contained
unverifiable information. Misinformation about the origin of
the virus that originated from social media accounts has attracted
more than 20 million hits [4].

Theoretical Context
On social media, misinformation can be defined as messages
that aim to persuade other users. Persuasion theories state that
the disseminator, message content, and recipient all have an
impact on communication. Apart from studying the posts
themselves, it is also necessary to examine the users who spread
misinformation on social media. To uncover the characteristics
of the spreaders of misinformation, we relied on persuasion
theories that can help understand how misinformation is spread
on social media. According to the elaboration likelihood model
(ELM), a widely used persuasion model, users form their
attitudes toward a message using either the central or peripheral
path [5]. In the central path, users evaluate the quality and
strength of the information, whereas in the peripheral route,
they focus more on superficial factors such as the source’s
reputation, visual appeal, and presentation [6]. Therefore, the
characteristics of online health misinformation can be divided
into two levels: central and peripheral [7]. The characteristics

of the central-level features of online coronavirus
misinformation have been documented in the context of various
countries [8,9] with misinformation spreading rapidly
worldwide. However, little is known about the peripheral
characteristics of COVID-19–related misinformation. Therefore,
the first research question of this study was as follows: What
are the central- and peripheral-level features of disseminated
misinformation related to COVID-19? To answer this question,
we propose a theoretical model of the persuasion process of
COVID-19–related misinformation on social media based on
the ELM. As shown in Figure 1, the central route feature
(content type) and peripheral features (including the creator’s
authority, social proof, and emotion) are emphasized.

The dissemination of misleading information leads to increased
public uncertainty, lack of belief in trustworthy sources, and,
as a result, increased spread and ineffective containment of the
virus [4]. To date, studies have largely focused on the extent of
misinformation associated with coronavirus disease [3]. In
contrast, a comprehensive understanding of the virality of
COVID-19–related misinformation, particularly in the context
of social media, is lacking. Accordingly, the second research
question that guided this study was the following: How does
COVID-19–related misinformation spread on social media? To
answer this question, we measured the virality of
COVID-19–related misinformation on social media from
multiple perspectives, including the number of reposts, depth
of reposts, width of reposts, and repost speed.

Figure 1. Theoretical model of the spread of COVID-19–related misinformation on social media.

Related Work

Persuasion Theory and Misinformation
Persuasion can be defined as “human communication that is
designed to influence others by modifying their beliefs, values,
or attitudes” [10]. The ELM views persuasion primarily as a
cognitive event, meaning that the recipients of persuasive
messages use mental processes of motivation and reasoning (or
lack thereof) to accept or reject the messages [5].

In the peripheral route, messages rely on the emotional
involvement of the recipient, and the recipient is persuaded by
more superficial means. Cialdini [11,12] identified seven
common cues that signal the use of a peripheral message:
authority, commitment, contrast, liking, reciprocity, scarcity,
and social proof. As a peripheral cue, authority can be used to
convince the audience to accept the presented beliefs or

behaviors. Previous work in psychology has shown that
participants tend to believe information from people they
consider credible [13]. From the social media perspective, the
number of followers and followings (friends) of users may
represent their social capital [14], which may indicate their
authority. Posts by users with numerous followers (eg, opinion
leaders) are perceived as trustworthy [15]. Moreover, Suh et al
[16] found that the number of followers/followings of social
media users positively influences the retweet probability of their
posts.

Peripheral evidence of social proof is based on the age-old
concept of peer pressure [11,12]. Empirical evidence suggests
that engagement metrics provided by social media platforms,
such as the number of likes and posts, also increase belief in
social media content, especially in the case of misinformation
[17]. Finally, rather than focusing on facts, the peripheral route
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depends on associations with positive attributes such as positive
emotions [18].

Spread of Misinformation on Social Media
Bode and Vraga [19] defined misinformation as “the factually
incorrect information that is not backed up with evidence.” Zhou
et al [20] showed that misinformation with emotional and
comparative terms is more likely to spread than correct
information.

Moreover, researchers examined user-based characteristics to
further understand the types of individuals who post or spread
misinformation on social media [21]. Verification status, often
assigned to official accounts and public figures to inform people
that the account is authentic, is often used to measure the
credibility of social media content [22]. Because crises are
defined as emotional situations, the function of emotions in
studies of misinformation connected to public health
emergencies requires further investigation [23].

Existing research on the propagation characteristics of
misinformation spread has focused on temporal factors [24,25]
rather than propagation structure [26]. To capture the high-order
propagation patterns of misinformation spread on social media,
Ma et al [26] constructed a propagation network of
misinformation on Twitter and identified that misinformation
is typically first posted by a low-profile user, followed by some
popular users who help spread it further, whereas genuine
information is first posted by a prominent user and then directly
shared by many general users.

Characteristics of COVID-19–Related Misinformation
Table 1 summarizes previous research on COVID-19–related
misinformation on social media. Song et al [9] examined the
types of misinformation disseminated during the COVID-19

pandemic in South Korea by analyzing fact-checking posts.
Ceron et al [8] collected data from two Twitter accounts of
Brazilian fact-checking projects and presented the refuted
themes during the pandemic. Chen and Tang [27] reported that
the spread of misinformation in public health emergencies had
obvious characteristics of localization and high reproducibility.

In addition to content-based characteristics, the studies show
that tweets from unverified accounts contain more
misinformation compared to those from verified accounts (31%
for unverified accounts, 12.6% for verified accounts; P<.001)
[3]. Twitter accounts with more followers have fewer tweets
with false information (20.1%, P<.001). Cinelli et al [28] found
that while the number of posts from suspicious sources accounts
for 70% of the volume of posts from trusted sources, the volume
of responses to the former is three times higher than that to the
latter.

In summary, there are two potential gaps in the existing literature
that we address in this study. Previous studies have examined
the characteristics of misinformation about the COVID-19
pandemic from several perspectives [3,8,9,27,29]. Psychological
research has demonstrated the effect of news source credibility
on persuasion [13], especially in the case of misinformation
[30]. However, there is limited empirical research on the source
of misinformation related to the COVID-19 pandemic (ie, the
users who post the misinformation) and the misinformation
dissemination patterns on social media platforms. In addition,
based on the ELM, we proposed that the peripheral-level
features of the spread of misinformation include the authority
of the creators, emotion, and social proof, and then investigated
the characteristics of the misinformation related to COVID-19
on social media. To the best of our knowledge, no study has
considered all of the aforementioned features of
COVID-19–related misinformation.

Table 1. Previous research on COVID-19–related misinformation on social media.

SourceDataMethodTitleStudy

Korea Centers for Disease Control
and Prevention (KCDC) website

90 postsContent analysisThe South Korean government’s response to combat
COVID-19 misinformation: analysis of “Fact and Issue
Check” on the Korea Centers for Disease Control and
Prevention website

Song et al [9]

Twitter673 tweetsStatistical analysisCoronavirus goes viral: quantifying the COVID19 mis-
information epidemic on Twitter

Kouzy et al [3]

Twitter5115 tweetsTopic analysisFake news agenda in the era of COVID-19: identifying
trends through fact-checking content

Ceron et al [8]

COVID-19–related rumor list an-
nounced by Dingxiangyuan.com

134 headingsCase analysisAnalysis of the characteristics of health rumors in public
health emergencies: Taking the “Shuanghuanglian” in-
cident during the COVID-19 as an example

Qin [29]

Weibo Rumor Refuting968 postsCoding and visual
analysis

Analysis of circulating characteristics of rumors on
Weibo in public emergencies: a case study of COVID-
19 epidemic

Chen and Tang
[27]

Methods

Process
First, we created a data set of COVID-19 pandemic-related
misinformation based on fact-checking sources and then created
another data set of circulated posts that contained this

misinformation from a real-world social media platform. Based
on the collected posts, we further analyzed the dissemination
patterns and proposed peripheral-level characteristics of the
coronavirus misinformation circulated on social media. The
detailed data collection and analysis procedures are described
in Figure 2.
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Figure 2. Data collection and data analysis process.

Data Collection

Definition of Misinformation
Accurate identification of unknown misinformation is difficult
for the general public because it requires multidisciplinary
expertise. Reliable access to misinformation can be achieved
by processing authoritative disconfirming information. For
example, from the rebuttal information “Smoking can prevent
coronavirus infection. This is false,” we can extract the
misinformation “smoking can prevent coronavirus infection.”

Obtaining Misinformation Related to the COVID-19
Pandemic
As sources of authoritative misinformation, we selected three
authoritative online platforms: China Internet Joint
Rumor-Refuting Platform [31] (operated by the Office of the
Central Cyberspace Affairs Commission), Tencent Fact
Checking Platform [32] (operated by a large-scale internet

integrated service provider), and Weibo Report Processing Hall
[33] (operated by a large-scale public social media platform).
We developed a web crawler to automatically collect the
rumor-refuting information posted on each platform under the
keywords “Novel Coronavirus (新冠病毒)/COVID/Epidemic
(疫情)” from December 1, 2019, to December 1, 2020. After
manual cleaning of irrelevant and repetitive information, we
obtained 1065 COVID-19 pandemic–related misinformation
posts.

Collecting Posts Containing COVID-19
Pandemic–Related Misinformation
To collect the circulated posts containing COVID-19
pandemic–related misinformation, we extracted keywords from
all the collected misinformation, and then created corresponding
queries for an advanced search on the Weibo.cn website.
Considering the possibility of delayed and long-term
dissemination of misinformation, the query search was limited
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to original posts between December 1, 2019, and February 2,
2021.

To ensure the accuracy of the collected posts, the first round of
collection was performed by manual query using a
semiautomated collection tool. If there were more than 50 valid
retrieved posts, the second round of collection was performed
using an automated web crawler followed by data cleaning.
After two collection rounds, Weibo posts containing
misinformation were matched with the corresponding
misinformation and 11,450 posts were finally identified.

Coding Process
A summary of previous research [34-36] on the classification
of pandemic-related misinformation on social media can be
found in Table S1 of Multimedia Appendix 1. Inspired by
previous research, to characterize the content of COVID-19
misinformation, we manually coded the 1065 misinformation
posts according to the six steps proposed by Richards and
Hemphill [37]: (1) preliminary organization and planning, (2)
open and axial coding, (3) development of a preliminary
codebook, (4) pilot testing of the codebook, (5) final coding

process, and (6) review of the codebook and finalization of the
themes.

The coding scheme developed in this study is shown in Table
2. The COVID-19–related misinformation was classified into
five content types: government response (Chinese-related),
spread of epidemic (Chinese-related), medical information
(Chinese-related), social issues and livelihood of people
(Chinese-related), and international issues. Following
Krippendorff’s [38] method, four coders were recruited to
conduct two rounds of manual labeling. In the first round, a
pilot labeling of 300 misinformation items was performed. After
further discussion, the remaining 765 misinformation items
were independently labeled by the four coders in the second
round, with an α value of .78. This meant that the four coders
achieved substantial agreement in the topic assignment [39]. In
the coding process, for misinformation items involving two or
more topics, all four coders discussed and classified the items
into the most relevant categories. Subsequently, 11,450 posts
were labeled according to the labeling of the corresponding
misinformation.

Table 2. COVID-19 pandemic–related misinformation topics.

ExampleIllustrationTopic

It is said that after the disinfectant powder is sprayed over Wuhan today,
patients with fever will be transported to designated hospitals.

Information related to traffic control, resumption
of work and school, suspension of work and
school, epidemic prevention measures, and others

Government response
(Chinese-related)

The son-in-law of the Guanghan family came back from Wuhan for a few
days. The family concealed their working address and went to play cards
every day. He became ill today. The neighbors were very angry and went
to smash his house.

Information related to the spread of the pandemicSpread of the epidem-
ic (Chinese-related)

A doctor friend sent it. In response to this new type of coronavirus, the
content of vitamin C (to fight the virus) and echinacea (to enhance immu-
nity) can be used to prevent it.

Information related to the virus itself, infection,
prevention, treatment, disinfection, and other
medical information

Medical information
(Chinese-related)

National level response! All rented houses, apartments, shops and factories
will be rent-free for one month in February, and rent-free for half a month
in March and April! I hope that all “landlords” will respond positively!
Overcome the difficulties together

Information related to celebrities, donation assis-
tance, social aspects, and people’s livelihood

Social issues and
livelihood of people
(Chinese-related)

Japan sent a 1,000-member medical team to Wuhan without masks and
slogans.

Information related to other countries’ response,
online political rumors

International issues

Extraction of Post Features
Through the weibo.cn/repost/ website using a Weibo ID, we
obtained the specific forwarding, liking, and commenting
information of each post. Based on the forwarding relationships,

we then created the forwarding network of the collected posts.
Following Avram et al [17], we used engagement metrics,
including the numbers of likes, comments, and forwards of each
post, to represent the social proof features of posts containing
misinformation (as summarized in Table 3).
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Table 3. Features of posts containing COVID-19–related misinformation and users who have posted them.

Data typeDescriptionCategory

Social proof features

IntegerFrequency of forwardingForwards

IntegerFrequency of commentingComments

IntegerFrequency of likingLikes

Profile features

Verified/Not verifiedVerified or notVerification status

CategoryVerification typeVerification type

Integer (0-7)Weibo membership levelMrank

Integer (0-48)User levelUrank

Interactive features

IntegerNumber of postsPosts_count

IntegerNumber of followersFollowers_count

IntegerNumber of followingsFollowing_count

Extraction of User Features
Apart from users who could not be captured because they were,
for example, blocked, a total of 11,301 users who had published
posts containing misinformation about COVID-19 were
collected on Weibo.

Weibo’s user authentication mechanism provides a channel for
different types of users to prove their identity. The type of
verification includes verified personal users, government users,
media users, and businesses. The user level, as the basic
characteristic of Weibo users, can largely represent the activity
level of accounts. The higher the user level, the more active the
user is. Membership level reflects users’ habits in using Weibo.
Users with a high membership level can be considered loyal
users.

In addition to profile features, the interactive characteristics (ie,
numbers of followers, followings, and posts) can also
characterize users’ authority on social media. The number of
posts reflects the user’s engagement on the social media
platform. Users with a considerable number of followers can
share their opinions with a large group of people [16], whereas
users with many followings have a broad range of information
sources [14]. Therefore, both profile features and interactive
features characterize the authority of users who have published
posts containing misinformation. Detailed descriptions of these
features can be found in Table 3.

Sentiment Analysis
Sentiment characteristics have been recognized as effective
features for distinguishing online rumors and fake reviews [40].
In this study, we performed sentiment analysis by applying a
pretrained convolutional neural network model to the collected
data set on the Baidu Senta system [41]. Senta incorporates
sentiment knowledge into pretrained models and produces new
state-of-the-art results on most of the test data sets [42]. Senta
is exposed to a vast corpus from multiple settings as an open
sentiment analysis platform, which considerably increases the

validity of its analyses [42,43]. Senta uses an unsupervised
method to automatically mine emotional knowledge, and
comprehensively surpassed other approaches in 14 typical tasks
of Chinese emotional analysis [41]. Each post that is input into
Senta returns an outcome of positive sentiment likelihood
ranging from 0 to 1, which can be utilized as the sentiment
feature of the post.

Construction of the Dissemination Network
To describe the prevalence of coronavirus-related
misinformation on social media, in addition to the number of
forwards of each post, we crawled the detailed forwarding
information for each post in the data set created in the previous
step of the research and collected a list of forwards of the
original misinformation posts. The forwarding information for
each post included the users who forwarded the original post,
the content of the reposts, and the forwards and likes that the
reposts received. The Weibo platform uses the “//” symbol to
divide the forwarded content into different forwarding levels.
Therefore, the forwarding level of each post can be extracted
based on the forwarded content. In addition, the dissemination
network of each post can be constructed using a series of reposts
based on the corresponding forwarding relationships. Thus,
apart from posts that could not be captured because they were,
for example, blocked or deleted, we constructed a dissemination
network for a total of 2437 posts that contained information
about COVID-19. In these networks, each node represents an
individual post, whereas a directed link represents a forwarding
relationship from the source node to the repost node. For
example, if post A forwards the original post B, then an edge
is drawn from nodes B to A.

Extraction of Dissemination Scale, Depth, Width, and
Speed
In the constructed dissemination networks, each node represents
a single post that was involved in the spread of misinformation
related to COVID-19. Based on the network for each original
post, the dissemination scale refers to the number of nodes in
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the network, corresponding to the number of forwards for the
original post. The dissemination depth indicates the highest
level of repost in the network of the original post, whereas the
dissemination width is equal to the number of nodes at the level
with the largest number of nodes in the network.

Figure 3 shows an example of a dissemination network for a
post. Node A denotes an original post containing
COVID-19–related misinformation. Posts B1, B2, and B3

forward the original post. Subsequently, post B1 is forwarded
by posts C1, C2, and C3, while post B3 is forwarded by post
C4; post C3 is also forwarded by D1. In this case, the original
post A has been forwarded eight times and thus has a
dissemination scale of 8. The second level of forwarding
involves most posts, which means that the propagation width
of the original post A is equal to 4. The highest level of
forwarding signifies that the dissemination depth is 3.

Figure 3. Illustration of the dissemination scale, depth, width, and speed of a sample post. Each node represents a single post that was involved in the
spread of misinformation related to COVID-19.

Ethical Considerations
No ethics approval was required as this study was based on
publicly available data and involved no personally identifiable
data.

Results

Central Route Feature of Posts
To answer the first research question, coding analysis was
performed to identify the content types/topics of posts containing
COVID-19–related misinformation. A total of 11,450 such posts
were categorized under five topics: government response
(n=1021), spread of the epidemic (n=639), medical information
(n=5359), social issues and livelihood of people (n=4132), and
international issues (n=299). The most common theme was
medical misinformation (5359/11,450, 46.80%), including

misinformation about the virus, infection, prevention, treatment,
and disinfection. The second most popular topic was social
issues and livelihood of people (4132/11,450, 36.09%),
especially related to fake statements about celebrities. This
category also included posts referring to donations that were
refuted.

To distinguish different topics of posts, the number of posts and
corresponding dates are plotted in Figure 4, where the warmer
color represents a more popular misinformation topic in a given
period. Social and livelihood misinformation emerged most
prominently in mid-March when several widely circulated
misinformation topics appeared, including statements about a
Malaysian shaman who can cast a spell to cure the coronavirus.
Posts with misinformation about medical information appeared
most frequently from February to May, which coincided with
the most severe period of the epidemic in China.
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Figure 4. Changes in the number of posts containing misinformation over time.

Peripheral Route Features of Posts

Overview
To answer the first research question, we also examined the
social proof features of the collected posts, the sentiment
features of the posts, and the authority features of the users who
posted them.

Social Proof Features of the Posts
The collected posts with COVID-19–related misinformation
received 11 forwards, 13 comments, and 189 likes, on average.
The pie chart in Figure 5 shows the number of posts containing
misinformation on different topics, and the bars and the line

show the standard deviations (on the left Y-axis) and average
numbers (on the right Y-axis) of likes, comments, and forwards
that the posts on each topic received. Considering the topics of
misinformation, posts with the most likes (mean 713), comments
(mean 67), and forwards (mean 82) contained misinformation
on international issues, whereas posts with medical information
received the least attention, with an average of 40 likes, 7
comments, and 5 forwards (see Figure 5). Among all five topics,
posts containing misinformation on international issues
accounted for only 2.61% (299/11,450) of all posts, but achieved
much higher attention. This may suggest that misinformation
involving international issues, while less frequent, is much more
viral across all three types of social proof features, indicating
the potentially serious consequences of such misinformation.

Figure 5. Social proof features of posts related to various misinformation topics.
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Sentiment Features of the Posts
Considering the misinformation topics, Figure 6 describes the
variance of the mean value of the generated sentiment intensity
value of the COVID-19-related misinformation posts. The
warmer the color, the more positive the emotion, and conversely,
the colder the color, the more negative the emotion. The average
sentiment value of the posts remained neutral to positive over
time. Some of the posts that contained misinformation about
unproven preventive measures and treatments appeared to be
relatively positive. For example, “A hot bath in the home is the
easiest, most effective, and least costly way to protect

susceptible people!” conveyed extremely optimistic emotions.
In contrast to the general negative sentiment that prevailed
among the public during the pandemic [44], posts containing
misinformation tended to express positive emotions to attract
public attention.

In contrast to other topics, posts spreading misinformation
related to spread of the epidemic tended to be consistently
negative. In particular, misinformation related to the lifting of
the lockdown and traffic restrictions expressed very negative
emotions, such as “Harbin is closed! Urgent city closure. No
chance for any travel.”

Figure 6. Sentiment features of posts related to various misinformation topics.

Authority Features of Users
Among the users who posted messages containing
misinformation related to COVID-19, certified users accounted
for 46.60% (5266/11,301). Among them, verified personal users
were the most prominent sources (2475/5266, 47.00%), followed
by media users (1159/5266, 22.01%) and government accounts
(1013/5266, 19.24%). The number of nonverified users was
only 6.8% more than that of verified users, representing 53.40%
(6035/11,301) of the messages. This suggests that when
detecting misinformation, whether it was published by a verified
account cannot be a criterion for determining the authority of
the information.

We found obvious differences between the authority
characteristics of users who posted messages containing
misinformation on different topics. For international issues,
certified users (160/292, 54.8%) outnumbered uncertified users
(132/292, 45.2%), and certified users (3160/5310, 59.51%) also
outnumbered uncertified users for medical information. By
contrast, misinformation about social issues and people’s
livelihoods was more likely to be posted by uncertified users
(2586/4093, 63.18%) than by certified users (1507/4093,
36.82%), and misinformation about the spread of the epidemic
was also more likely to be posted by uncertified users (409/630,
64.9%).

The user-level and membership-level distributions of users
posting misinformation on various topics are shown in the upper
part of Figure 7. Considering the user and membership levels,

the users with the lowest levels (in the range of 0-13 for user
level and 0 for membership level) were the most responsible
for publishing misinformation, accounting for 41.24%
(4660/11,301) and 46.77% (5285/11,301), respectively.
Surprisingly, the second most responsible user groups were
those with the highest user (in the range of 42-48; 2320/11,301,
20.53%) and membership (in the range of 6-7; 2680/11,301,
23.71%) levels. This may indicate that misinformation is posted
by both the least and most active users. For international
misinformation and medical misinformation, users with the
highest user levels (in the range of 42-48) accounted for the
most (1516/5602, 27.06%), while misinformation on the other
three topics tended to be posted more by users with lower user
levels (in the range of 0-13; 2758/5699, 48.39%).

The lower part of Figure 7 shows the average interactive features
of users who posted messages containing misinformation on
different topics. The number of followers of misinformation
publishers averaged over 100,000, demonstrating the great social
capital they have on social media.

In comparison, users who posted misinformation related to
international issues and medical information tended to have
higher authority than those who posted about the government
response, social issues and livelihood of people, and spread of
the epidemic. The numbers of posts, followers, and followings
of users who posted misinformation related to the government
response were the lowest among the five topics, representing
users who had less authority.
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Figure 7. User-level and membership-level distributions and average interactive features of users posting misinformation about various topics.

Dissemination Patterns of the Posts
Based on the constructed dissemination network for each of the
2437 posts containing COVID-19–related misinformation, we
extracted the dissemination scale, depth, maximum width,
average width, and speed for each post. In this study, maximum
width measured the number of nodes involved in the widest
level and average width measured the average number at all
levels. Table 4 summarizes the descriptive statistics for the

dissemination patterns of all posts. In our data set, the most
widely disseminated post comprised 7604 users in the
dissemination network. The posts that spread the deepest were
forwarded by 14 levels of users, whereas the posts that spread
the most widely were forwarded by 2355 users in a given
dissemination level. On average, the dissemination scale of all
posts was 19.7, with an average depth of 1.5 and an average
maximum width of 20.5.

Table 4. Descriptive statistics of the dissemination patterns.

MaximumMean (SD)Dissemination measures

760419.7 (236.03)Scale

141.5 (0.99)Depth

235520.5 (87.82)Maximum width

68815.9 (23.74)Average width

96.92.4 (8.20)Speed

Figure 8 shows the 95% CI plots for the means of the
dissemination scale, depth, maximum width, average width,
and speed for the posts related to each topic. Posts containing
misinformation related to social issues and livelihood of people
clearly engaged many more users in the dissemination network
than posts on other topics. Compared to the other topics,
misinformation related to the government response (average
dissemination scale 28.2) and social issues and livelihood of
people (average dissemination scale 27.4) engaged more users
in the discussions and propagation. In terms of dissemination
depth, maximum width, and average width, posts on
international issues reached a larger audience at each
dissemination level and resulted in more in-depth propagation.
Unlike other topics, most international misinformation posts

attracted some level of public attention (with a forwarding rate
of 168/299, 56.2%), suggesting that this type of misinformation
is more likely to be subject to widespread, large-scale, and
heated mainstream discussions.

Based on the structure, we divided the dissemination network
of the misinformation posts into three main types: (1) radiation
dissemination network, where the first-level dissemination is
wider than all other levels; (2) sector dissemination network,
where the width of the other levels in the dissemination network
is wider than that of the first level, and the node with the highest
forwarding volume reaps more forwards than likes; and (3) viral
dissemination network, where the width of other levels in the
dissemination network is larger than that of the first level, and
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the node with the highest like volume reaps more likes than
forwards. Figure 9 shows representative examples of all three
networks.

Examination of the posts revealed that 97.00% (2364/2437)
were disseminated through the radiation dissemination network,
only 0.98% (24/2437) belonged to the sector dissemination
network, and 2.01% (49/2437) belonged to the viral
dissemination network. As shown in Figure 9a, the width of the
first-level forwarding radiated from the original node is much
larger than that of the subsequent layers, which is reflected in
the much higher density of nodes around the root node than that
of nodes on the other levels. In this type of dissemination
network, the user who created the original post usually has
higher authority (eg, a large number of followers); such users

include public organizations and news media. In addition, the
content of the posts is likely political. The node density tends
to decrease as the level increases, indicating that the potential
impact of these posts declined after the first-level forwarding.
For the dissemination networks shown in Figure 9b and c,
although the width of the first level is relatively large, the nodes
at the other levels are fan-shaped, with the nodes radiating from
multiple sublevel nodes. In the spread of posts pertaining to the
sector and viral dissemination networks, there are multiple nodes
with a high degree of propagation ability. In contrast to the posts
present in the radiation dissemination network, some opinion
leaders, who possessed a large number of followers and were
not verified as authoritative institutions or public organizations,
also played a role in the spreading of the posts in the sector and
viral dissemination networks.

Figure 8. Confidence interval plots for the dissemination patterns.

Figure 9. Examples of each dissemination network type. (a) Radiation dissemination network. (b) Sector dissemination network. (c) Viral dissemination
network.

Clustering Analysis of Misinformation Disseminators
To further characterize the users who posted misinformation
about coronavirus on social media, we leveraged the k-means

clustering algorithm to classify users based on user authority
features (including user level, membership level, posts count,
follower count, and following count). To ensure the quality of
the clustering, the Nbclust function in R was used to test
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different values of k. Based on the elbow method, 5 was selected
as the optimal number of clusters. Figure 10 shows the users in
the form of a scatterplot matrix created using the ggpairs
function from the GGally R package [45]. Each point is colored
by a cluster identified using the k-means clustering algorithm.

As determined by the k-means clustering algorithm, users who
posted misinformation were classified into five groups: general
users, platform users, inactive users, influential users, and
minglers. A total of 2342 users were classified as general users,
who participate in social media but are less willing to pay for
membership. They tended to have a low membership level but
a high user level, and their performance in terms of the number
of posts and followers was relatively normal. The behavioral
patterns of platform users (comprising 2980 users) were similar
to those of general users, except for their membership level.
They tended to have significantly higher membership levels,
indicating that they were both actively participating in social
interactions and purchasing memberships to enjoy the privileges.
The largest group, inactive users, comprised 5652 users who

appeared at lower frequencies for all five features. In contrast,
influential users, the smallest group of users (comprising 101
users), posted more frequently than others and also reaped a
large number of followers. Users in this group tended to remain
in the highest position with respect to both user and membership
levels. Finally, users in the mingler group had a higher number
of followers than the other user groups, but they made fewer
posts. The characteristics of the 226 users in the mingler group
were consistent with those identified by Kozinets [46] as users
who maintain strong social ties on social media while being
marginally interested in activities.

The distribution of different types of users posting
misinformation on different topics is shown in Figure 11.
Inactive users were more likely to post misinformation about
social issues and livelihood of people, which significantly
differed from the other four user types. Influential users
contributed the most to medical misinformation dissemination,
but were less likely to post misinformation related to social
issues and people’s livelihoods.

Figure 10. Scatterplot and correlation matrix of user authority features. a: The correlation is significant at a significance level of .001 (two-sided); b:
The correlation is significant at a significance level of .01 (two-sided); c: The correlation is significant at a significance level of .05 (two-sided).

J Med Internet Res 2022 | vol. 24 | iss. 6 |e37623 | p.837https://www.jmir.org/2022/6/e37623
(page number not for citation purposes)

Zhao et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 11. Distribution of various types of users posting misinformation related to various topics.

Correlations Between Topological Attributes and User
Authority Features
We also performed a correlation analysis to test whether the
dissemination network features were significantly related to the
authority features of the users who created the posts. The
Spearman rank correlation coefficient was used to measure the
correlations between the authority features of the creators and
the features of the resulting dissemination network. Table 5
shows that the number of followers and membership level were
significantly correlated with all five characteristics of the
dissemination network (ie, dissemination scale, depth, average

width, maximum width, and speed) under two-sided test
conditions (P<.01).

From a network perspective, messages posted by users with
numerous followers tend to receive more attention on social
media. Users with high membership levels are more likely to
engage in social media interactions. Similar to the context of
disaster-related information [14], the number of followers was
found to have a significant positive effect on the dissemination
scale, depth, and speed of the post. This suggests that
misinformation from users with high authority levels have a
high intensity in wide broadcasts, and thus can have serious
consequences.

Table 5. Spearman correlation (ρ) analysis between topological attributes and user authority features.

User levelMembership levelFollowing countFollowers countPosts countDissemination variables

Scale

0.1070.1710.0090.3440.114ρ

.001<.001.77<.001<.001P value

Maximum width

0.10.170.0080.3490.103ρ

.002<.001.80<.001.002P value

Average width

0.096.171–0.0070.3450.081ρ

.003<.001.83<.001.01P value

Depth

0.1180.080.1060.1970.174ρ

<.001.02.001<.001<.001P value

Speed

0.0470.105–0.0030.1740.023ρ

.16.001.93<.001.48P value
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Discussion

Principal Findings
Understanding the underlying psychology of why people fall
for misinformation is key to developing effective interventions
against it [30]. This study of posts containing COVID-19–related
misinformation reveals important insights into its dissemination
on social media. To analyze the central-level feature, the
COVID-19–related misinformation content was classified into
five types: medical information (5359/11,450, 46.80%), social
and livelihood of people (4132/11,450, 36.09%), government
response (1021/11,450, 8.92%), spread of the epidemic
(639/11,450, 5.58%), and international issues (299/11,450,
2.61%). The classification of the content is consistent with
previous research on recent epidemics [34]. Consistent with
previous studies on COVID-19 in which most of the
misinformation was medical-related [1,3], we found that the
predominant themes of misinformation were related to medical
information, as well as to social and livelihood issues. In
particular, posts with medical misinformation appeared most
frequently during the most severe phase of the pandemic.

Misinformation that attracts attention can trigger intense
discussions, thus promoting the spread of information. In
addition to the central-level feature, social proofs of posts with
COVID-19–related misinformation showed that such
misinformation was actively responded to (with an average of
11 forwards, 13 comments, and 189 likes). Interestingly,
misinformation related to international issues accounted for
2.61% (299/11,450) of all posts but achieved alarmingly higher
attention (with an average of 82 forwards, 67 comments, and
713 likes), suggesting that misinformation involving
international issues tends to go viral on social media and thus
can have serious consequences. This is consistent with empirical
findings on Twitter, where COVID-19–related conspiracy
misinformation is most likely to spread [47].

In contrast to the negative sentiment that emerged among the
public during the pandemic [48], positive to neutral sentiment
in the misinformation posts appeared during the pandemic. In
particular, some misinformation about the untested prevention
measures and treatment seemed extremely positive and captured
the public’s attention. Our results support the idea that
misinformation topics should be considered when designing
misinformation interventions during the pandemic [47].

Analysis of user profile characteristics revealed that users with
the lowest and highest levels of user and membership levels
were the most responsible for publishing misinformation. Our
results suggest that both the least and most active users are prone
to sharing misinformation. In contrast to the empirical results
of Kouzy et al [3], where unverified Twitter accounts published
significantly more misinformation than verified accounts,
verified Weibo users accounted for nearly half (5266/11,301,
46.60%) of all messages containing COVID-19–related
misinformation. This suggests that user verification status is
not applicable to coronavirus-related misinformation detection
on Weibo.

The average number of followers of the misinformation
publishers was extremely high (>100,000), indicating the
credibility and social influence they possess on social media.
Some marketing-oriented accounts changed the main part of
genuine news to attract users. As for the medical misinformation,
some corporate accounts fabricated misinformation (eg, “Natto
can inactivate the virus”) to promote their product.

The average dissemination scale of misinformation posts was
19.7, with an average depth of 1.5 and an average maximum
width of 20.5. Li et al [14] reported average dissemination scale
and depth for disaster-related posts of 68.64 and 1.113,
respectively. This suggests that COVID-19–related
misinformation posts spread deeper than disaster-related posts,
while the dissemination scale was lower than that of
disaster-related posts. Moreover, posts about international issues
were the most likely to have profound and lasting effects on
social media, with the highest numbers in terms of dissemination
depth, maximum width, and average width. This highlights the
importance of dealing with COVID-19–related misinformation,
especially that related to international issues.

In capturing the topological attributes of the dissemination
network, three main types of networks can be distinguished in
the spread of misinformation posts: radiation, sector, and viral.
Unlike rumor-spreading on Twitter, in which the news is usually
first posted by a low-impact user and then shared by some
popular users [26], the majority of COVID-19 misinformation
on Weibo was represented by the radiation dissemination
network, in which the messages were first posted by a prominent
user and then directly shared by many general users. In addition,
the original user tended to have higher authority (public
organizations and news media), suggesting the crucial role of
influential users in the spread of COVID-19 misinformation;
this is consistent with the results of Wang et al [47], who found
that Donald Trump’s tweets potentially influenced people’s
information-sharing behavior.

Limitations
This study has several limitations. First, we only examined
misinformation about COVID-19 circulating on Weibo. In
addition, we selected “Novel Coronavirus (新冠病
毒)/COVID/Epidemic (疫情)” as COVID-19–related keywords.
However, due to the potential early inconsistency in disease
terminology, users may have used other keywords that were
not collected by this study, such as 武汉肺炎 (Wuhan
pneumonia) and 不明原因肺炎 (unknown-cause pneumonia),
to describe COVID-19–related conversations or topics.
Therefore, the characteristics identified in our study may not
represent all COVID-19–related misinformation. Future studies
should consider misinformation on other social media platforms
to ascertain the stability of these findings. Second, we focused
on Chinese-language misinformation. Misinformation in other
languages about the pandemic could lead to different results,
which should also be explored in future work.

Conclusions
In the COVID-19 pandemic, we witnessed a massive infodemic
in which fake news and conspiracy theories were spread,
especially on social media. This study provides a comprehensive
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examination of the COVID-19 misinformation spread on a social
media platform.

The theoretical contributions of this study lie in the following
two aspects. Although efforts have been made to analyze the
COVID-19–related misinformation on social media platforms,
no comprehensive analytical framework guided by psychological
theory exists to study such misinformation, particularly related
to COVID-19. Based on the ELM, this work provides a first
step toward understanding the underlying persuasion process
of COVID-19–related misinformation. By developing a
theoretical model of the persuasion process, this study includes
a comprehensive set of features to understand the spread of
COVID-19–related misinformation on social media. Moreover,
whereas previous studies have generally considered the detection
of pandemic misinformation as a binary classification problem,
our results show that misinformation on different topics appears
to have different characteristics in terms of emotion, social
engagement metrics, and publisher authority characteristics.
Therefore, this study suggests that the development of
misinformation detection algorithms and prevention mechanisms
should consider the specific topics of misinformation. It is

necessary to develop targeted strategies based on the
characteristics of misinformation on different topics.

The practical contributions of this study are two-fold. First,
although COVID-19–related misinformation has been widely
studied, to our knowledge, no research has attempted to uncover
the comprehensive characteristics of users who post
misinformation about the novel coronavirus on social media.
Therefore, this study examined both the profile features and the
interactive characteristics of misinformation authors. By
revealing the characteristics of misinformation publishers, our
results not only extend the research on analyzing
COVID-19–related misinformation but also provide a possible
solution to the issue of detecting suspicious users who may be
prone to posting misinformation. Moreover, the significant
positive correlations among the authority features of the users
and the topological attributes of the dissemination network
indicate the possible influence of authority features on the spread
of misinformation. To combat misinformation, our results
suggest that it is important for influential users, public
organizations, and news media to be aware of their responsibility
to provide verified information, especially during a public health
crisis.
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Abstract

Background: Effective interventions aimed at correcting COVID-19 vaccine misinformation, known as fact-checking messages,
are needed to combat the mounting antivaccine infodemic and alleviate vaccine hesitancy.

Objective: This work investigates (1) the changes in the public's attitude toward COVID-19 vaccines over time, (2) the
effectiveness of COVID-19 vaccine fact-checking information on social media engagement and attitude change, and (3) the
emotional and linguistic features of the COVID-19 vaccine fact-checking information ecosystem.

Methods: We collected a data set of 12,553 COVID-19 vaccine fact-checking Facebook posts and their associated comments
(N=122,362) from January 2020 to March 2022 and conducted a series of natural language processing and statistical analyses to
investigate trends in public attitude toward the vaccine in COVID-19 vaccine fact-checking posts and comments, and emotional
and linguistic features of the COVID-19 fact-checking information ecosystem.

Results: The percentage of fact-checking posts relative to all COVID-19 vaccine posts peaked in May 2020 and then steadily
decreased as the pandemic progressed (r=–0.92, df=21, t=–10.94, 95% CI –0.97 to –0.82, P<.001). The salience of COVID-19
vaccine entities was significantly lower in comments (mean 0.03, SD 0.03, t=39.28, P<.001) than in posts (mean 0.09, SD 0.11).
Third-party fact checkers have been playing a more important role in more fact-checking over time (r=0.63, df=25, t=4.06, 95%
CI 0.33-0.82, P<.001). COVID-19 vaccine fact-checking posts continued to be more analytical (r=0.81, df=25, t=6.88, 95% CI
0.62-0.91, P<.001) and more confident (r=0.59, df=25, t=3.68, 95% CI 0.27-0.79, P=.001) over time. Although comments did
not exhibit a significant increase in confidence over time, tentativeness in comments significantly decreased (r=–0.62, df=25,
t=–3.94, 95% CI –0.81 to –0.31, P=.001). In addition, although hospitals receive less engagement than other information sources,
the comments expressed more positive attitudinal valence in comments compared to other information sources (b=0.06, 95% CI
0.00-0.12, t=2.03, P=.04).

Conclusions: The percentage of fact-checking posts relative to all posts about the vaccine steadily decreased after May 2020.
As the pandemic progressed, third-party fact checkers played a larger role in posting fact-checking COVID-19 vaccine posts.
COVID-19 vaccine fact-checking posts continued to be more analytical and more confident over time, reflecting increased
confidence in posts. Similarly, tentativeness in comments decreased; this likewise suggests that public uncertainty diminished
over time. COVID-19 fact-checking vaccine posts from hospitals yielded more positive attitudes toward vaccination than other
information sources. At the same time, hospitals received less engagement than other information sources. This suggests that
hospitals should invest more in generating engaging public health campaigns on social media.

(J Med Internet Res 2022;24(6):e38423)   doi:10.2196/38423
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Introduction

Background
As of May 4, 2022, the novel COVID-19 outbreak had caused
994,551 deaths and 81,574,159 cases in the United States [1].
Compared to COVID-19 deaths per capita in developed
countries with similarly aged populations (ie, the United
Kingdom, France, Spain, Canada), the United States has the
highest number of deaths per 100,000 people [1]. This may be
because, despite widespread vaccine availability, the United
States has the lowest rate of individuals who are fully vaccinated
and boosted (30%) compared to developed countries with
similarly aged populations (eg, 52% in Canada). Indeed, those
who haven’t received all 3 doses of the vaccine account for the
majority of deaths and severe cases in the United States [2-4].
Furthermore, vaccine hesitancy has constrained public health
officials’ efforts to mitigate the pandemic through herd
immunity [5,6].

Thus, effectively communicating the necessity of getting the
COVID-19 vaccine is essential to mitigating the COVID-19
pandemic. Although some public officials have endorsed the
COVID-19 vaccine, others have fostered vaccine hesitancy by
broadcasting misinformation (ie, inaccurate health information),
which is often disseminated widely via social media [7,8]. The
prevalence of US adults who indicate they primarily get news
information from social media (ie, 68%) [9] has given rise to
an infodemic, wherein public confidence in the COVID-19
vaccine is shaken by the overload of COVID-19 misinformation
on social media [10-12]. Indeed, Loomba et al found that
exposure to COVID-19 vaccine misinformation significantly
decreases the intention to receive the COVID-19 vaccine [13].
Thus, effective interventions aimed at correcting COVID-19
vaccine misinformation, known as fact-checking messages, are
needed to combat the mounting antivaccine infodemic and
alleviate vaccine hesitancy [14,15].

Research efforts have therefore focused on experimentally
testing the efficacy of COVID-19 vaccine misinformation
fact-checking messages, finding that accurate misinformation
correction messages can effectively mitigate health
misinformation in certain contexts, namely when the message
is from a credible information source (ie, health institutions,
research institutions, and news media) [16-19]. Thus, although
we know fact checking from credible sources can be effective,
the extent to which credible information sources share
fact-checking information and the ways in which the public
engages with COVID-19 vaccine fact checks in naturalistic
social media environments remain neglected in the literature.
This work aims to fill this gap by investigating (1) the changes
in the public's attitude toward COVID-19 vaccines over time,
(2) the effectiveness of COVID-19 vaccine fact-checking
information on social media engagement and attitude change,
and (3) the emotional and linguistic features of the COVID-19
vaccine fact-checking information ecosystem. This study
expands our knowledge of the COVID-19 vaccine information
environment on social media and contributes to our
understanding of the effectiveness of COVID-19 vaccine
fact-checking messages on the public's attitudes toward the

COVID-19 vaccine. A novel contribution of this study lies in
the usage of entity-targeted sentiment powered by Google Cloud
Natural Language AI (where AI is artificial intelligence) that
enables us to capture the exact attitude toward the COVID-19
vaccine among the public [20].

The Public's Attitude Toward COVID-19 Vaccines
Vaccine attitude determines people’s intention to vaccinate and
the consequential vaccine uptake behaviors [21,22]. However,
exposure to misinformation can cause a decline in people’s
vaccination intention to receive COVID-19 vaccines in both
the United Kingdom and the United States [13]. Thus, to assess
how effective vaccination campaigns are against COVID-19
misinformation, such as fact-checking messages on social media,
it is important to investigate the actual impact on the public's
attitude toward the COVID-19 vaccine. Previous experimental
studies have shown that fact-checking interventions can promote
people’s positive attitude toward vaccines and increase the
accuracy of beliefs about vaccination [12,23]. However,
empirical observational evidence for fact-checking messages’
effects on the public's attitude toward the COVID-19 vaccine
in the real world is still lacking. In this study, we explore this
question by examining how the public's attitude toward the
COVID-19 vaccine, as reflected by attitudinal linguistic markers
related to COVID-19 vaccine–related entities in comments
attached to fact-checking posts, changes as a response to
fact-checking posts over time. Accordingly, we ask research
question (RQ)1a: How does the attitude toward the COVID-19
vaccine in fact-checking comments change over time?

In addition, it is also important to investigate the attitude toward
COVID-19 vaccine fact-checking messages itself. Emotionally
charged messages are found to influence vaccination intent more
than facts and statistics [24], and discrete emotions impact
vaccine behaviors differently [25]. A 2020 study found that
emotionally positive COVID-19 health messages predict
compliance with COVID-19 public health guidelines when the
messages evoke highly positive responses [26]. In contrast,
desensitization to emotionally charged, negatively valenced
COVID-19 messages can prompt folks to become disengaged,
unmotivated to take protective action, and susceptible to health
misinformation [27-29]. Thus, the extent to which credible
health sources broadcast positively valenced, emotionally
charged messages is consequential; accordingly, we pose the
following RQ1b: How does the attitude toward the COVID-19
vaccine in fact-checking posts change over time?

Effects of Fact-Checking Information Sources
We know politicians are a prevalent source of vaccine
misinformation on social media (Featherstone et al. [17-19]),
and the credibility of the source of vaccine information can
determine fact-checking message efficacy. Indeed, health
information from sources with authority (eg, health institutions)
are perceived as more credible [30]. However, the extent to
which credible information sources share misinformation
corrections and the ways in which the public engages with
COVID-19 vaccine fact-checking messages in naturalistic social
media environments remain unclear. Thus, we pose the
following RQ2: How do different information sources of
COVID-19 vaccine fact-checking posts influence (1) the public's

J Med Internet Res 2022 | vol. 24 | iss. 6 |e38423 | p.844https://www.jmir.org/2022/6/e38423
(page number not for citation purposes)

Xue et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


attitude toward the COVID-19 vaccine and (2) social media
engagement with fact-checking posts?

Emotional Trends and Linguistic Features in
COVID-19 Fact-Checking Posts
In addition to the public's valenced attitude toward the
COVID-19 vaccine, varied discrete emotions may reveal more
about the specific attitudes or concerns. Different discrete
emotions have different effects on the vaccine-hesitant. For
example, vaccine-hesitant users are more likely than provaccine
users to express anger in posts and replies [31]. For health
promotion information, heightened anxiety in protective health
messages can encourage the hesitant to vaccinate [32]. Thus,
we are interested in the specific discrete emotions that emerge
in posts and comments over time. Thus, we posit RQ3: Which
discrete emotions manifest in COVID-19 vaccine fact-checking
posts and comments over time?

Although staunch antivaxxers exist, a prominent group of
Americans who understand vaccine importance are hesitant to
take it because of uncertainty about the safety of the vaccine’s
rushed development [33]. Thus, correcting misinformation with
confident messages (ie, low tentativeness, high certainty) is an
essential component of restoring public trust in the vaccine’s
safety and efficacy. Furthermore, health threat messages with
logical, actionable steps for alleviating the health threat can
encourage protective behaviors, such as encouraging vaccination
[32]. Yet, the extent to which credible sources of health
information projected confidence and logic in messages
throughout the pandemic is unclear, particularly at the beginning
of the vaccine rollout, when even health experts were uncertain
about aspects of the vaccine (eg, how the vaccine works in those
with COVID-19 mortality risk factors, which vaccine is most
effective) [34]. In addition, how such subtle linguistic features
are present in average social media users' remarks informs us
how the public's attitude toward the COVID-19 vaccines has
evolved over time. As such, we raise RQ4: How do linguistic
features of confidence, tentativeness, and analytical thinking
in the COVID-19 vaccine fact-checking posts and comments
vary over time?

Methods

Data Set
To fill these gaps in the literature, we collected a data set of
12,553 COVID-19 vaccine fact-checking posts and their
associated comments (N=122,362) from January 2020 to March

2022. Facebook was selected because it is 1 of the most popular
social media platforms worldwide with a significant presence
of both misinformation and fact-checking information [35].

Collecting Facebook Posts Using CrowdTangle
We leveraged Meta’s CrowdTangle tool to (1) identify relevant
sources of COVID-19 vaccine information and (2) collect
Facebook posts related to the COVID-19 vaccine created
between January 1, 2020, and March 10, 2022 [36].
CrowdTangle is a data-tracking platform owned by Meta
(Facebook's parent company) that monitors social media public
conversations and related data.

CrowdTangle tags public Facebook pages based on several
attributes, including the primary language of the content, the
country the content is geared toward, and the type of entity that
owns the page (eg, health influencer, top newspaper). We
curated a list of pages belonging to categories related to health
information sharing, namely third-party fact checkers, general
media sources, top newspaper sources, health influencers, health
media, hospitals, and wellness publications (Figure 1). To keep
the framework parsimonious, the 6 categories were further
aggregated into 4 category types: (1) US news media (including
US general media and the top newspaper), (2) third-party fact
checkers, (3) US health media (including US health media and
wellness publications), and (4) US hospitals. Only English
Facebook pages geared toward US audiences were retained. In
total, there were 2644 unique pages obtained from the categories,
with duplicates removed (n=49).

Second, we mined the total number of COVID-19
vaccine–related posts (N=151,008) and the accompanying post
metadata provided with Crowdtangle (ie, date, number of shares,
comments, and emoticon reactions) from the curated list of
health-related Facebook pages (N=2644) [37]. Posts were
retained if they contained both (1) at least 1 COVID-19– or
vaccine-related keyword (eg, “mRNA,” “coronavirus”) and (2)
at least 1 vaccine-related keyword (eg, “vaccines,” “booster,”
“dose”) in either the body of the post or a Uniform Resource
Locator (URL) shared in the post. See Table S1 in Multimedia
Appendix 1 for an overview.

Further, we extrapolated posts containing at least 1 (8%) of 13
fact-checking keywords (eg, “debunk,” “hoax”) to distill
fact-checking posts (N=12,553) from the larger data set
(Multimedia Appendix 1, Table S2). COVID-19 vaccine
fact-checking posts (N=12,553) from 1226 different Facebook
pages were retained for further analysis.
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Figure 1. Process to identify relevant lists of Facebook pages, collect Facebook posts and comments, and filter relevant Facebook posts.

Collecting Facebook Comments Using Facepager
Although CrowdTangle makes some metadata available (ie,
post date, number of shares, and number of Facebook emoticon
reactions), it does not provide access to comment data. We used
an automatic data collection software called Facepager to
retrieve up to 25 of the highest-ranked comments (ie, “top 25
comments”) attached to each Facebook post in the data set
[37,38]. We retrieved 122,362 comments associated with 12,553
COVID-19 vaccine fact-checking posts. Comments attached to
a post were concatenated as a single textual observation; not all
posts had comments, leaving us with 8310 comment threads
for further analysis.

Measures

Attitude Toward COVID-19 Vaccines: Google Cloud
Natural Language AI
We used Google Cloud Natural Language AI, a machine
learning-based natural language–understanding tool to retrieve
the public's attitude toward the COVID-19 vaccine by (1)
identifying all entities that were discussed in a given post or
comment, (2) using COVID-19 vaccine keywords to distill
entities specifically related to the COVID-19 vaccine (eg,
COVID-19 vaccine, Pfizer Booster, etc; see Table S3 in
Multimedia Appendix 1 for a full list), and (3) measuring
attitudes toward each COVID-19 vaccine–related entity. We
extracted 23,636 distinct entities from fact-checking posts and
71,418 entities from the comments [20]. To identify entities
specifically related to COVID-19 vaccines (eg, Pfizer), as
opposed to off-topic entities (eg, President Donald Trump), we
only retained entities containing vaccine-related keywords

(Multimedia Appendix 1, Table S3). We retrieved 3014 distinct
entities in the posts and 3641 entities in the comments that were
related to COVID-19 vaccines.

Specifically, we focused on 3 dimensions of the attitude:
COVID-19 vaccine entity salience (ie, the salience of COVID-19
vaccine–related entities of all entities in a given text), attitudinal
valence (ie, the positive or negative attitude toward
vaccine-related entities), and attitudinal magnitude of each
COVID-19 vaccine entity (ie, how strong the attitude is).

COVID-19 vaccine entity salience is the extent to which
COVID-19 vaccine–related entities are discussed in texts relative
to discussions of entities that veer off the topic of COVID-19
vaccines; it reflects the importance of vaccine entities in
posts/comments (min.=0, max.=1) [20]. For example, a comment
exchange might begin with a single comment about Pfizer
vaccine misinformation and then veer off the topic of vaccines
to a lengthy debate about voter fraud in the US presidential
election; in this case, the extent to which a COVID-19
vaccine–related entity (ie, the Pfizer vaccine) was discussed
would be relatively low compared to the extent to which
off-topic entities (eg, former President Trump) were.

COVID-19 vaccine attitudinal valence was operationalized as
a sentiment score provided by Google Cloud Natural Language
AI, which indicates the overall emotional and attitudinal valence
of a text toward a specific entity, ranging from –1 (extremely
negative) to 1 (extremely positive), with 0 representing a neutral
attitude [20]. Although emotional valence measures the
difference between the positive and negative emotions in texts,
it does not capture discrete positive and negative emotions in
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texts. In other words, texts that are considered sad or anxious
would both be considered negatively valenced texts.

COVID-19 vaccine attitudinal magnitude was operationalized
as a separate magnitude score that indicates the extent to which
a text is emotionally charged, ranging from 0 (neutral) to
positive infinity (extremely emotional) [20]. In other words,
unlike attitudinal valence, attitudinal magnitude is
nonnormalized and each emotionally valenced expression within
a given text (irrespective of the direction of the emotional
valence) contributes to the attitudinal magnitude revolving
around an entity.

Inferences can be made regarding attitude by combining these
2 dimensions. For example, a comment thread that yields a

close-to-zero attitudinal valence and close-to-zero attitudinal
magnitude indicates that the thread is unemotional. However,
a comment thread that yields a close-to-zero attitudinal valence
but high attitudinal magnitude suggests the existence of both
highly positive and highly negatively valenced attitudes in the
comments that cancel each other out [20].

Social Media Engagement
Social media engagement was operationalized as the number
of comments and shares each post received, as well as the
number of Facebook reactions a given post received. Facebook
reactions are a series of 6 emoticons that enable users to express
their emotional responses to posts [38]. See Figure 2 for an
overview.

Figure 2. Facebook reaction emoticons.

Discrete Emotions and Linguistic Features: IBM Watson
Tone Analyzer
We used IBM Watson Tone Analyzer, a classifier of discrete
emotions and linguistic features based on cognitive linguistic
analysis to extract discrete emotions and linguistic features. In
contrast to Google Cloud Natural Language AI [20], IBM
Watson Tone Analyzer captures specific positive and negative
emotions in a given text (ie, joy, anger, fear, sadness) [39].
Regarding linguistic features, we extracted the levels of
confidence, tentativeness, and analytical thinking in texts. These
variables of discrete emotions and linguistic features range from
0 to 1, with a larger value representing a stronger existence of
an attribute.

Ethics Consideration
This study did not involve human subjects and therefore did
not need an institutional review board (IRB) review. The data
involved was public data with no identifiable information [40].

Results

Analytical Strategy
To answer RQ1 on the changes of the public's attitude toward
the COVID-19 vaccine, we aggregated the COVID-19 vaccine
fact-checking posts by time and conducted a series of correlation
tests between the attitude variables (ie, vaccine entity salience,
attitudinal valence, and magnitude) and time.

To answer RQ2 on the effects of different COVID-19 vaccine
fact-checking information sources, we conducted multiple linear
regressions with the public's attitude toward the COVID-19
vaccine as the dependent variable and negative binomial
regressions with social media engagement as the dependent
variable. In these regression models, the word count in the posts
and comments, discrete emotions and linguistic features in the
posts, and Facebook page followers were controlled.

To answer RQ3 and RQ4 on the changes in discrete emotions
and linguistic features over time, we conducted a series of
correlation tests between discrete emotions, linguistic features,
and time.

The Prevalence of COVID-19 Vaccine Information on
Social Media
The number and percentage of COVID-19 fact-checking posts
are shown in Figures 3 and 4, respectively. Notably, the
percentage of fact-checking posts relative to all COVID-19
vaccine posts steadily decreased as the pandemic progressed
(Figure 4).

Interestingly, we found that the 2 peaks of the COVID-19
vaccine posts corresponded with the key time points of
COVID-19 vaccination (Figures 3 and 5). This pattern was
shown by the number of COVID-19 and fact-checking posts
peaking in December 2020, when the first COVID-19 vaccines
were available to the public. In addition, the number of posts
experienced another major soar in August 2021, when the public
started to receive COVID-19 booster shots.
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Figure 3. Number of COVID-19 vaccine fact-checking Facebook posts compared to all COVID-19 vaccine–related posts aggregated by month, from
January 1, 2020, to March 10, 2022. The line represents the number of new COVID-19 cases, aggregated by month, from January 1, 2020, to March
10, 2022.

Figure 4. Changes in the percentage of COVID-19 vaccine fact-checking Facebook posts in all COVID-19 vaccine–related Facebook posts over time,
aggregated by month, from January 1, 2020, to March 10, 2022.

Figure 5. Vaccination population in the United States over time: the number of individuals receiving at least 1 dose, the number of fully vaccinated
individuals, and the number of booster shots issued, aggregated by month, from January 1, 2020, to March 10, 2022.

Attitude Toward COVID-19 Vaccine Fact-Checking
Posts and Comments Over Time
To answer RQ1, we aggregated vaccine entity salience and
attitudinal valence and magnitude by month. The salience of
COVID-19 vaccine–related entities relative to off-topic entities
is depicted in Figure 6. The salience of COVID-19 vaccine
entities was greater in fact-checking posts (mean 0.09, SD 0.11)

compared to comments (mean 0.03, SD 0.09, t=39.28, P<.001).
COVID-19 vaccine salience in the posts started to increase and
peaked around May 2020 and continued to decrease since then
(r=–0.92, df=21, t=–10.94, 95% CI –0.97 to –0.82, P<.001).
This may reflect less public concern over vaccine
misinformation relative to other COVID-19 topics over time.

The mean of COVID-19 vaccine attitudinal valence in posts
(mean 0.01, SD 0.10) and comments (mean –0.004, SD 0.12)
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was close to 0. Since the average attitudinal magnitude of posts
(mean 0.05, SD 0.11) and comments (mean 0.09, SD 0.13) was
close to 0, results revealed that the texts were relatively neutral.
Notably, COVID-19 vaccine attitudinal magnitude in comments
increased during the pandemic (r=0.52, df=25, t=3.02, 95% CI
0.17-0.75, P<.001), which indicates that the public's attitude

toward COVID-19 vaccines was becoming more extreme
(Figure 7).

Therefore, we noticed a decrease in vaccine entity salience in
posts over time (RQ1a) and an increase in attitudinal magnitude
in comments over time (RQ1b). Attitudinal valence did not
change significantly over time for both posts and comments.

Figure 6. Salience of COVID-19 vaccine–related entities over time, aggregated by month, from January 1, 2020, to March 10, 2022.

Figure 7. COVID-19 vaccine attitudinal valence and magnitude in COVID-19 vaccine fact-checking posts and comments aggregated by month, from
January 1, 2020, to March 10, 2022.
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Information Sources of COVID-19 Vaccine
Fact-Checking Posts
The majority of COVID-19 vaccine fact-checking Facebook
posts were generated by news media (n=5821, 46.4%) and
hospitals (n=4921, 39.2%), while relatively fewer posts were
posted by third-party fact checkers (n=1523, 12.1%) and US
health media (n=288, 2.3%); see Table 1 and Figure 8. Notably,
third-party fact checkers have been playing a more important
role in more fact-checking over time (r=0.63, df=25, t=4.06,
95% CI 0.33-0.82, P<.001).

Social media engagement was operationalized as 9 different
metrics, namely, the number of comments (mean 146.76, SD
561.07, median 9) and shares each post received (mean 92.28,
SD 594.93, median 8), as well as the number of Facebook
reactions a given post received (see Table 2 for an overview).
Different information sources have different levels of popularity
and social media engagement (Table 3).

Health media have more followers than other 3 sources, while
hospitals on average have the least number of followers.
COVID-19 vaccine fact-checking posts created by news media
were most popular, with the highest number of likes, comments,
and shares on average, and posts by hospitals were least popular.

Table 1. Summary statistics for sources of COVID-19 fact-checking posts.

Posts (N=12,553), n (%)Facebook pages (N=2644), n (%)Information source

5821 (46.4)95 (3.6)News media

4921 (39.2)1096 (41.5)Hospitals

1523 (12.1)9 (0.3)Third-party fact checkers

288 (2.3)26 (1.0)US health media

Figure 8. Percentage of COVID-19 vaccine fact-checking Facebook posts by 4 information sources in the United States, aggregated by month, from
January 1, 2020, to March 10, 2022.
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Table 2. Summary statistics for Facebook reactions.

MedianMean (SD)Reaction metric

41427.65 (1946.95)Like

142 (346.86)Love

026.04 (199.94)Wow

264.96 (406)Haha

026.95 (218.49)Sad

076.33 (554.58)Angry

03.96 (19.84)Care

Table 3. Average social media engagement of COVID-19 vaccine fact-checking Facebook posts across information sources.

News mediaHospitalHealth mediaThird-party fact checkerCategory

6,619,85215,6392,193,198538,028Average followers

5821 (46.4)4921 (39.2)288 (2.3)1523 (12.1)Posts (N=12,553), n (%)

828.88 (2,774.68)24 (162.96)252.07 (1039.86)231.55 (587.35)Likes, mean (SD)

268.67 (781.04)9.39 (150.71)144.38 (320)125.1 (228.83)Comments, mean (SD)

143.72 (576.06)27.07 (650.73)125.02 (398.62)100.14 (476.54)Shares, mean (SD)

85.22 (504.1)3.34 (33.04)10.77 (31.86)7.66 (58.81)Love, mean (SD)

52.96 (290.61)0.16 (1.62)10.3 (44.35)9.7 (33.28)Wow, mean (SD)

124.23 (581.05)1.32 (42.64)33.14 (89.59)50.08 (184.47)Haha, mean (SD)

54.49 (317.71)0.5 (6.86)8.4 (38.94)10.67 (42.26)Sad, mean (SD)

152.27 (801.37)0.51 (10.83)10.24 (32.22)43.56 (194.11)Angry, mean (SD)

7.26 (26.45)0.98 (11.66)2.75 (10.14)1.2 (5.91)Care, mean (SD)

Information Sources and COVID-19 Vaccine Attitude
To answer RQ2a, we conducted multiple linear regressions to
investigate the effects of information sources on COVID-19
vaccine attitude, with word counts in the posts and comments
and the number of Facebook page followers included as control
variables (Multimedia Appendix 1, Tables S13-S15). Results
showed that the public's attitudinal valence on COVID-19
vaccines significantly increased with fact-checking posts from
hospitals (b=0.06, 95% CI 0.00-0.12, t=2.03, P=.04), though
we found no significant effects of information sources on the
salience or attitudinal magnitude related to COVID-19 vaccines
in the comments. This suggested that hospitals' fact-checking
posts on Facebook significantly improved the public's valence
attitude toward COVID-19 vaccines.

Information Sources and Social Media Engagement
To answer RQ2b, we aggregated fact-checking posts by
Facebook page information source and created negative binomial
regression models to assess whether the type of information
source significantly predicted the 9 metrics of social media
engagement, while controlling for post word count and follower
count (Multimedia Appendix 1, Tables S4-S12).

Results revealed that hospitals have a significantly lower social
media engagement for all engagement metrics than news media.
Similarly, health media had significantly fewer wow and angry
reactions than news media (P>.05; Figure 9). Results revealed
that hospitals also have a smaller audience than other sources
of health information. Additionally, although health media and
news media posts had similar levels of engagement, health
media evoked fewer wow and angry reactions from the public.
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Figure 9. Regression coefficients (95% CI) of information sources with significant effects on social media engagement in negative binomial models.
Blue dots and blue error bars show significant coefficients and 95% CIs (P>.05); gray dots and gray error bars show insignificant coefficients and 95%
CIs (P>.05). Exact coefficients and P values can be accessed in Multimedia Appendix 1, Tables S4-S12.

Emotional Trends in COVID-19 Vaccine
Fact-Checking Posts and Comments
To answer RQ3, we used IBM Watson Tone Analyzer to extract
4 discrete emotions and 3 linguistic features in COVID-19
vaccine fact-checking posts and comments (Figure 10) [39].
Findings revealed that comments were more emotionally
charged than fact-checking posts in terms of joy (meanpost 0.10,
SDpost 0.23, meancomment 0.23, SDcomment 0.30, t=–38.90), sadness

(meanpost 0.05, SDpost 0.16, meancomment 0.21, SDcomment 0.28,
t=–56.16), anger (meanpost 0.01, SDpost 0.05, meancomment 0.06,
SDcomment 0.18, t=–34.53), and fear (meanpost 0.02, SDpost 0.10,
meancomment 0.06, SDcomment 0.17, t=–21.96, P<.001). This
suggests that fact-checking posts tended to maintain a neutral
tone, whereas the public comments were more emotionally
charged. Results also revealed that the dominant emotions in
both comments and posts were joy and sadness.

Figure 10. Trends in discrete emotions in COVID-19 vaccine fact-checking posts and comments, aggregated by month, from January 1, 2020, to March
10, 2022.
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Linguistic Features in COVID-19 Vaccine
Fact-Checking Posts and Comments
To answer RQ4, we used IBM Watson Tone Analyzer to extract
3 linguistic feature attributes of COVID-19 vaccine
fact-checking posts and comments, namely post analytical
thinking, confidence, and tentativeness (Figure 11) [39].
Fact-checking posts were more analytical (meanpost 0.43, SDpost

0.40, meancomment 0.22, SDcomment 0.33, t=44.09), more confident
(meanpost 0.11, SDpost 0.28, meancomment 0.05, SDcomment 0.19,
t=22.50), and less tentative (meanpost 0.19, SDpost 0.34,
meancomment 0.21, SDcomment 0.34, t=–5.19, P<.001) than in the
comments.

In addition, linguistic features changed over time (Figure 11).
COVID-19 vaccine fact-checking posts continued to be more
analytical (r=0.81, df=25, t=6.88, 95% CI 0.62-0.91, P<.001)
and more confident (r=0.59, df=25, t=3.68, 95% CI 0.27-0.79,
P=.001) over time. This suggests that as public health officials
gained more information about the COVID-19 vaccine, they
expressed heightened confidence in and reduced tentativeness
about the vaccine.

Although comments did not exhibit a significant increase in
confidence over time, tentativeness in comments decreased
significantly (r=–0.62, df=25, t=–3.94, 95% CI –0.81 to –0.31,
P=.001). Results suggested that both public health officials and
the public expressed more certain attitudes, in terms of
tentativeness and confidence, toward the vaccine as more
information became available.

Figure 11. Changes in linguistic features in COVID-19 vaccine fact-checking posts and comments, aggregated by month, from January 1, 2020, to
March 10, 2022.

Discrete Emotions and Linguistic Features by
Information Sources
In addition to the proposed RQs, we explored how comments
might respond differently across information sources regarding
discrete emotions and linguistic features with multiple linear
regression analyses. The word count of posts and comments,
the Facebook page follower count, and discrete emotions and
linguistic features of posts were controlled (Multimedia

Appendix 1, Tables S16-S19). Regression coefficients are shown
in Figure 12.

Results revealed that fact-checking posts from hospitals were
associated with lower levels of anger, fear, and sadness in
comments, while posts from third-party fact checkers were
associated with heightened comment anger. In other words,
third party fact checkers tended to evoke heightened comment
anger, whereas comments on posts from health media and
hospitals expressed less negative emotion. However, no
significant effects were found for linguistic features.
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Figure 12. Regression coefficients (95% CIs) of information sources with significant effects on emotions and language tones in comments in linear
regression models. Blue dots and blue error bars show significant coefficients and 95% CIs (P<.05); gray dots and gray error bars show insignificant
coefficients and 95% CIs (P≥.05). Actual coefficients and P values can be accessed in Multimedia Appendix 1, Tables S16-S22.

Discussion

Principal Findings
This study examined the US COVID-19 vaccine fact-checking
information on Facebook and analyzed the effects of different
fact-checking posts’ information sources on the public's attitude
toward COVID-19 vaccines and social media engagement. We
observed the prevalence and trend of COVID-19 vaccine
fact-checking information on Facebook. Findings revealed
health information Facebook pages responded to the COVID-19
infodemic by posting most frequently at 2 key vaccine time
points in the United States: (1) when the vaccine first became
available in December 2020 and (2) when the booster shot
became available in August 2021 [41].

Notably, the percentage of fact-checking posts relative to all
COVID-19 vaccine posts steadily decreased as the pandemic
progressed. This may be because the frequency of COVID-19
vaccine posts increased at a higher rate than fact-checking
vaccine posts. Another explanation is that public health

organizations’ efforts to promote accurate COVID-19 vaccine
information reduced COVID-19 vaccine misinformation,
necessitating that users fact-check misinformation. Likewise,
posts tended to focus more on COVID-19 vaccine entities than
comments did, reflecting the public concern over a more diverse
set of topics relative to the vaccine itself. This may be because
as the pandemic progressed, Facebook and sources of health
information took actions to mitigate vaccine misinformation,
necessitating less misinformation corrections and vaccine
discourse over time. For example, Facebook began removing
COVID-19 health misinformation and attaching various
warnings to misleading posts, and public health initiatives
promoted accurate COVID-19 vaccine information [42,43].

The Role of Hospitals in Communicating COVID-19
Vaccine Information
Our most prominent finding was that hospitals play a key role
in disseminating facts and correcting misinformation. Although
hospitals receive less engagement than other information
sources, the comments expressed more positive emotions
compared to other information sources. This suggests that
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hospitals should invest more in generating engaging public
health campaigns on social media.

Regarding overall emotions in the comments, fact-checking
posts from health media and hospitals were associated with
lower levels of anger, fear, and sadness in the comments, while
posts from third-party fact checkers were associated with higher
levels of anger in the comments. These negative emotions are
crucial heuristic cues to the public's attitude and therefore should
be acknowledged by information and health influencers in
communicating facts and correcting misinformation. Empathetic
communication enables fact-checking practitioners to better
connect with the audience and counterbalance the negative
emotions and hesitancy evoked by COVID-19 vaccine
misinformation [25].

In addition, the majority of COVID-19 vaccine fact-checking
Facebook posts were generated by news media and hospitals,
while relatively few were from third-party fact checkers and
US health media. Notably, third-party fact checkers posted more
COVID-19 vaccine posts as the pandemic progressed. Although
health media were the smallest source COVID-19 vaccine
fact-checking posts, they have more followers than the other 3
sources, and although hospitals generated more fact-checking
posts, they have the fewest followers. Although health media
posts had similar levels of engagement as news media, they
elicited few wow and angry reactions, likely reflecting a less
negative attitude amongst followers of health media compared
to news media. This may be because news media communicate
with the general public, while health-concerned people follow
health media and tend to have consistent health views.
COVID-19 vaccine fact-checking posts created by news media
were most popular, with the highest number of likes, comments,
and shares on average, whereas users engaged with posts from
hospitals the least.

Evolution of the Public's Attitude Over Time
Posts and comments tended to be relatively neutral in nature
with low levels of attitudinal valence. However, as the pandemic
progressed, the salience of COVID-19 vaccine entities in posts
kept decreasing, and the publics’ comments became more
extreme, with higher levels of attitudinal magnitude. This
suggests that fact-checking posts tend to report news and
communicate facts objectively and have shifted the focus from
the COVID-19 vaccine itself to other related subjects. However,
the public’s attitude became increasingly extreme over time.
This supports extant findings that early interventions, such as
inoculation against misinformation before attitude becomes
increasingly extreme, may be more effective in the long term
[44].

In addition, the salience of COVID-19 vaccine entities was
significantly lower in comments than in posts. This suggested
that the public is more concerned with issues other than the
COVID-19 vaccine. The discrepancy in posts and comments
further suggests the need for responsive and empathetic
communication that might be more effective in improving the
vaccine attitude and confidence.

Discrete Emotions and Linguistic Features
In line with our conclusion that public comments became more
extreme as the pandemic progressed, fact-checking comments
exhibited heightened joy, anger, fear, and sadness than posts.
Although the presence of heightened positive emotions (eg, joy)
in COVID-19 health messages has shown to predict compliance
with COVID-19 public health guidelines [26], it is also true that
individuals who have a positive attitude toward the vaccine may
opt to generate and seek out COVID-19 misinformation
corrections to reinforce their positive attitude [45]. Thus, these
messages may not be reaching vaccine-hesitant individuals.

Likewise, users may seek and engage with sad content to
manage negative emotions [45]. Notably, just as sadness can
protect against initial belief in misinformation [46], it also seems
to facilitate attitude change when encountered by misinformation
corrections [47]. Thus, heightened sadness in fact-checking
messages may hold promise for mitigating vaccine hesitancy.

Emotions and linguistic features in both COVID-19 vaccine
fact-checking posts and comments evolved over time. The posts
adopted a more analytical and confident tone over time, while
we observed a significant drop in fear and tentativeness in the
comments. Both trends suggest that with more information we
know about the pandemic and the COVID-19 vaccine, the
confidence related to the COVID-19 vaccine increases for both
information sources and the general public.

Limitations
Although our findings shed light on COVID-19 vaccine
fact-checking in a naturalistic setting, this study is not without
limitations. By focusing on a sample of US posts, we neglected
to explore how fact-checking manifests in other countries.
Additionally, as different platforms have different behavioral
norms [48], it is reasonable for user behaviors to vary by
platform. Furthermore, our natural language processing
sentiment analysis tools do not allow for the more refined coding
established by human coders. However, we used a machine
learning approach, which has shown to yield increased
explanatory power, to reduce this limitation [49]. Relatedly, as
with all observational studies, we cannot infer the direction of
causality. Lastly, Facebook data usage restrictions prohibit
researchers from collecting all comments; however, researchers
are permitted to mine the top 25 comments for posts. The more
user engagement (ie, likes, reactions, replies) a comment has,
the higher up Facebook algorithmically ranks it in the comment
thread [50]; thus, although we acknowledge not having all
comments as a limitation, we believe the top 25 comments for
each post are sufficiently informative and representative of
public opinion.

Conclusion
This study has broad implications for public health practitioners
and social media managers. First, although hospitals play a large
role in fact-checking COVID-19 vaccine misinformation, they
should work to design posts that will better engage the public.
Hospitals are perceived as credible information sources with
authority as health institutions, which makes them credible
sources that are highly likely to elicit attitude and behavior
change on health issues. Second, as fact-checking posts evoked
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increasingly extreme public attitude over time, early
interventions (ie, social media campaigns that inoculate against
misinformation before it becomes mainstream) are critical.
Additionally, fact-checking information sources should engage
in empathetic communication to better address the concerns of
the public and empathize with the public. For example, sadness
can both protect against belief in misinformation and facilitate
attitude change when confronted with misinformation
corrections [46,47]. Expression of sadness in fact-checking
messages holds promise for mitigating vaccine hesitancy.

Distinct emotions are crucial heuristic cues for public attitude
formation and therefore should be acknowledged by social
media managers tasked with communicating facts and correcting
misinformation, and, ultimately, countering COVID-19 vaccine
hesitancy [25]. Finally, in contrast to health media and hospitals,
who evoked less anger in public responses to fact-checking
COVID-19 vaccine posts, third-party fact checkers tended to
evoke heightened anger in responses; fact-checking agencies
should be mindful of this when communicating with the public.
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