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Abstract

Background: The COVID-19 pandemic has imposed additional stress on population health that may result in a change of
sleeping behavior.

Objective: In this study, we hypothesized that using natural language processing to explore social media would help with
assessing the mental health conditions of people experiencing insomnia after the outbreak of COVID-19.

Methods: We designed a retrospective study that used public social media content from Twitter. We categorized insomnia-related
tweets based on time, using the following two intervals: the prepandemic (January 1, 2019, to January 1, 2020) and peripandemic
(January 1, 2020, to January 1, 2021) intervals. We performed a sentiment analysis by using pretrained transformers in conjunction
with Dempster-Shafer theory (DST) to classify the polarity of emotions as positive, negative, and neutral. We validated the
proposed pipeline on 300 annotated tweets. Additionally, we performed a temporal analysis to examine the effect of time on
Twitter users’ insomnia experiences, using logistic regression.

Results: We extracted 305,321 tweets containing the word insomnia (prepandemic tweets: n=139,561; peripandemic tweets:
n=165,760). The best combination of pretrained transformers (combined via DST) yielded 84% accuracy. By using this pipeline,
we found that the odds of posting negative tweets (odds ratio [OR] 1.39, 95% CI 1.37-1.41; P<.001) were higher in the peripandemic
interval compared to those in the prepandemic interval. The likelihood of posting negative tweets after midnight was 21% higher
than that before midnight (OR 1.21, 95% CI 1.19-1.23; P<.001). In the prepandemic interval, while the odds of posting negative
tweets were 2% higher after midnight compared to those before midnight (OR 1.02, 95% CI 1.00-1.07; P=.008), they were 43%
higher (OR 1.43, 95% CI 1.40-1.46; P<.001) in the peripandemic interval.

Conclusions: The proposed novel sentiment analysis pipeline, which combines pretrained transformers via DST, is capable of
classifying the emotions and sentiments of insomnia-related tweets. Twitter users shared more negative tweets about insomnia
in the peripandemic interval than in the prepandemic interval. Future studies using a natural language processing framework
could assess tweets about other types of psychological distress, habit changes, weight gain resulting from inactivity, and the effect
of viral infection on sleep.
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Introduction

The COVID-19 pandemic has imposed excessive stress on the
world population [1,2] through financial instability,
unemployment, social isolation, and a lack of social activities
[3]. Prior studies established the association between this stress
and sleep disturbances [4-6]. Additionally, due to the pandemic,
restrictions such as social distancing have resulted in the increase
of certain digital behaviors, including distance learning,
web-based meetings, web-based shopping, and social media
usage [7-9]. The rise in the usage of social media platforms,
like Twitter, provides researchers with a new source of data for
screening public behavior.

Several studies have reported the impact of the COVID-19
pandemic on sleep quality and mental health [10-17]. However,
these studies were limited to small databases, data gathered
through questionaries, or both, and they lacked a comparison
group. For instance, one study used Twitter to report the effect
of the COVID-19 pandemic on the sleep quality of pregnant
women based on 192 tweets [18]. The sentiment analysis of
social media content is a challenging task, since such texts are
unstructured, brief, informal, and casual; are prone to mistakes
in dictation and grammar; and are noisy (emojis, hashtags,
URLs, etc); and they entail ambiguities, such as polysemy [19].
Therefore, using artificial intelligence and machine learning
tools and techniques may prove to be beneficial for tackling
these challenges. Among these tools are advanced, analytical
natural language processing (NLP) algorithms called
transformers [19-26]. They are newly proposed tools and
extensions to previous versions of a deep artificial neural
network—recurrent neural networks—for language modeling
and language encoding.

We hypothesized that using NLP to explore social media could
help with assessing the mental health conditions of people

experiencing insomnia after the outbreak of the COVID-19
pandemic. Mental health was defined by measuring negative
sentiment, using NLP algorithms on publicly available data
from Twitter. We designed a sentiment analysis pipeline based
on pretrained transformers’ architectures. The output of
transformers was combined via Dempster-Shafer theory (DST;
theory of belief) to achieve higher accuracy in the recognition
of sentiments. The performance of this model was verified for
accuracy by using a manually annotated data set. Subsequently,
using this pipeline, we analyzed and compared the sentiments
inherent in insomnia-related tweets that were posted within 1
year before the COVID-19 pandemic outbreak (prepandemic)
and within 1 year during the pandemic (peripandemic). We also
compared the results of the sentiment analysis of the tweets in
terms of tweets’ posting times (ie, temporal analysis; before
midnight vs after midnight).

Methods

Study Design and Data Collection
This retrospective pilot study examined tweets that were posted
in the 2019 calendar year (prepandemic interval) and the 2020
calendar year (peripandemic interval). We collected publicly
available English tweets by using the Twitter application
programming interface, which allowed us to collect tweets by
matching keywords (ie, insomnia). The tweets were classified
into two groups—prepandemic (January 1, 2019, to January 1,
2020) and peripandemic (January 1, 2020, to January 1, 2021)
tweets—based on the posting dates and times. The inclusion
criteria for tweets were that they must contain the word insomnia
and be in English. Therefore, all non-English tweets and English
tweets without the keyword insomnia were excluded (Figure
1). The data extracted from included tweets were used for
sentiment analysis and for sentiment annotation.
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Figure 1. STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) diagram.

Sampling Strategy and Annotation
To determine the minimum required sample size for the NLP
algorithm performance measurement, we used the exact power
calculation method [27]. We assumed that for an effect size of
0.3, an α of .05, a power of 80, and 5 df, 143 notes would be
required. However, our team of annotators reviewed 300
randomly selected notes.

To verify the performance of the models in predicting the
tweets’ sentiments, we randomly chose 300 tweets from the
data extracted (according to the Study Design and Data
Collection section) and manually annotated them into the
positive, negative, and neutral categories. Two nonnative
English speakers with International English Language Testing
System scores of ≥7 annotated the tweets. A third senior
nonnative English speaker served as a final judge to adjudicate

disagreements. We used the Cohen κ [28] parameter to measure
the interrater reliability between annotators.

Developing a Sentiment Analysis Pipeline for Tweets

Sentiment Analysis Pipeline Overview
We devised an algorithm that had the following three steps:
preprocess, process, and postprocess. In the preprocess step, we
prepared the tweets for the process step by removing special
characters, URLs, and hashtags. The process step consisted of
2 units. The first unit performed sentiment classification (ie,
positive, negative, and neutral), using multiple models. The
second unit used DST to combine the output from several
models (ie, those from the previous step) to provide a more
accurate prediction. Finally, in the postprocess step, we
quantified the sentiment analysis performance of different
models. These steps are discussed in more detail in the following
sections and in Figure 2.

Figure 2. The machine learning natural language processing algorithm pipeline. (A) We calculated the performance of each transformer separately.
(B) The output of transformers was combined, using the Dempster-Shafer theory to make the final decision. BERT: Bidirectional Encoder Representations
From Transformers; RoBERTa: Robustly Optimized Bidirectional Encoder Representations From Transformers Pretraining Approach.

Preprocessing
Raw data scraped from Twitter contain irrelevant attributes (eg,
usernames, URLs, retweets, emoticons, etc). The purpose of

preprocessing was to filter undesired text content and obtain
relevant parts of the tweets.
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Process
The process step consisted of the following two units:
NLP-based sentiment analysis classifiers and DST, which was
used to combine the classifiers’ outputs.

First Unit: Transformers

To perform the sentiment analysis on tweets, we took advantage
of transformers, which are the new generation of deep artificial

neural networks (also known as recurrent neural networks) that
were introduced for machine translation [29] and were
constructed by stacking transformer units on top of each other.
They comprise two main blocks—an encoder and a decoder.
The encoder is used for classification and inference, and the
decoder is mainly used for language modeling; the complete
architecture is used for machine translation [30]. A typical
encoder of a transformer is shown in Figure 3 (Multimedia
Appendix 1 provides a brief theory of transformers).

Figure 3. Classification procedure with a transformer.

A total of 5 different pretrained transformer-based models for
the sentiment analysis of tweets were used. The five pretrained
models provided by the Hugging Face AI community are as
follows:

1. Distilled Bidirectional Encoder Representations From
Transformers (BERT) [31], which was fine-tuned on the
Stanford Sentiment Treebank v2 database [32]. Knowledge
distillation [33,34] was used to reduce the size of a BERT
model by 40% while preserving 97% of its language
understanding capabilities and making it 60% faster.

2. Robustly Optimized BERT Pretraining Approach
(RoBERTa) [35] for sentiment analysis, which was trained
on around 58 million tweets. The RoBERTa model was
based on the BERT structure; however, it was pretrained
on not only the data that BERT was trained on (BookCorpus

[34,36] and English Wikipedia; around 3.3 billion words)
but also a news data and stories database [37]. RoBERTa
was fine-tuned on 58 million tweets for sentiment analysis.

3. BERTweet [38], which was trained based on the RoBERTa
pretraining procedure and pretrained on 850 million English
tweets.

4. The multilingual BERT-based model, which was fine-tuned
for sentiment analysis on product reviews in the following
six languages: English, Dutch, German, French, Spanish,
and Italian. It predicts the sentiment of a review by using
stars (between 1 and 5 stars); 3 stars are considered neutral,
<3 are considered negative, and ≥4 are considered positive.

5. The RoBERTa [35] model that was fine-tuned on 15 data
sets from diverse text sources to enhance generalization
across different types of texts (reviews, tweets, etc).
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Second Unit: DST

To increase the performance of the transformer models discussed
in the First Unit: Transformers section, we used DST [39,40],
which has the ability to combine evidence from different experts.
We let Θ = {θ1, θ2,…, θl} be a finite set of possible hypotheses.
This set is referred to as the frame of discernment, and its

powerset is 2Θ. We defined a function, m(.), called a basic belief
assignment, which maps every subset η of Θ to a value ranging
from 0 to 1 and satisfies the following conditions:

m(ϕ)=0 (1)

and

A subset ζ for which m(η) is >0 is called a focal element. We
defined another function called the belief function, bel(.), which
assigns a value ranging from 0 to 1 to every nonempty subset
ζ of Θ and is defined as follows:

Given the above functions, we defined the combination rule.
We assumed 2 basic belief assignments, m1(.) and m2(.), for
belief functions bel1(.) and bel2(.) and let ηj and ζk be focal
elements of bel1 and bel2, respectively. m1(.) and m2(.) were
then combined to obtain the belief mass committed to ϑ⊆Θ,
according to the following combination (ie, orthogonal sum
formula):

where the denominator is essential for normalization.

Postprocess: Model Evaluation
To evaluate the performance of the models discussed in the
First Unit: Transformers section, evaluation
metrics—sensitivity, precision, accuracy, and F1

score—extracted from the confusion matrix were used in this
study and were calculated by using the following equations
[41]:

Statistical Analysis
After performing the sentiment analysis and dividing the data
into the negative, positive, and neutral categories, the categorical

characteristics (number of negative, positive, and neutral tweets)
of these tweets were analyzed by using the chi-square test and
odds ratios (ORs). P values with a significance level of <.05,
95% CIs, and z-statistics were reported. Data management was
performed with Python 3.8 [42], and the analysis was performed
with SPSS version 27 (IBM Corporation).

Temporal Analysis
We also investigated the chronology of insomnia-related tweets
by examining the overall hourly number of tweets. We extracted
the posting times of tweets with a negative sentiment. The daily
hours were then categorized into the following two time spans:
before midnight (1 PM to midnight) and after midnight (1 AM
to noon). We calculated the percentage of negative tweets in
each interval and used a logistic regression analysis to compare
the odds of posting negative tweets before and after midnight.

Results

Characteristics of Tweets
We retrieved 305,321 tweets that contained the word insomnia
and were posted in the prepandemic and peripandemic periods.
Of these, 139,561 were posted in the prepandemic period, and
165,760 (an 18.7% increase) were posted in the peripandemic
interval. The tweets’ length (number of words) was
approximately the same between these two time periods
(prepandemic: mean 26.3, SD 13.7 words; peripandemic: mean
29.3, SD 13.7 words). The number of tweet interactions, defined
as the summation of the number of likes, retweets, and replies,
did not differ significantly (P<001) (prepandemic: mean 6.2,
SD 171.8 interactions; peripandemic: mean 5.4, SD 100.6
interactions).

Annotation
Of the 300 tweets that were annotated by the two reviewers,
167 (55.7%) were classified as negative, 102 (34%) were
classified as neutral, and 31 (10.3%) were classified as positive.
The interrater reliability reached 0.55 (95% CI 0.44-0.69).

Sentiment Analysis Pipeline Performance
In Table 1, we report the accuracy of the five models that were
pretrained on 300 annotated tweets. Model 1—Distilled
BERT—had the best performance (80.3%). After combining
the models by using the DST approach, we observed that
combining models 1, 2, 3, and 5 resulted in the highest
performance (84%; Table 1).

Since Distilled BERT (model 1) showed the best performance
for single-model classification, and to better understand how
DST improves the performance of the pipeline, we analyzed
the evaluation metrics of this model alongside those of the best
combination of models (ie, the one reported in Table 1), which
showed overall better performance for all 3 categories of
sentiments (Table 2).

J Med Internet Res 2022 | vol. 24 | iss. 12 | e41517 | p. 5https://www.jmir.org/2022/12/e41517
(page number not for citation purposes)

Maghsoudi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Comparison of the performance of the models used to analyze the 300 annotated tweets.

Accuracy (%)Models

Individual models

80.3Model 1 (Distilled BERTa) [31]

52.7Model 2 (RoBERTab) [35]

53Model 3 (BERTweetc) [38]

49.3Model 4 (BERT-multilingual) [35]

45.3Model 5 (fine-tuned RoBERTa) [35]

Combined models based on Dempster-Shafer theory [39,40]

81Model 1+model 2+model 3

84Model 1+model 2+model 3+model 5

77.2Model 1+model 5

81.7Model 1+model 2+model 3+model 4+model 5

aBERT: Bidirectional Encoder Representations From Transformers [31].
bRoBERTa: Robustly Optimized Bidirectional Encoder Representations From Transformers Pretraining Approach [35].
cBERTweet is a Robustly Optimized Bidirectional Encoder Representations From Transformers Pretraining Approach model that was trained on 850
million English tweets [38].

Table 2. Comparison of the performance of the individual model—Distilled Bidirectional Encoder Representations From Transformers—and the
combined model based on Dempster-Shafer theory in identifying each sentiment class (positive, neutral, and negative).

Accuracy (%)F1 scorePrecision (%)Sensitivity (%)Sentiment

Combined
model

Individual
model

Combined
model

Individual
model

Combined
model

Individual
model

Combined

modelb
Individual

modela

84.681.387.184.781.777.993.492.8Negative

91.390.386.883.698.898.777.572.5Neutral

928956.642.158.646.254.838.7Positive

aThe individual model is Distilled Bidirectional Encoder Representations From Transformers [31].
bThe combined model is the combination of Distilled Bidirectional Encoder Representations From Transformers (BERT) [31], Robustly Optimized
BERT Pretraining Approach (RoBERTa) [35], BERTweet [38], and fine-tuned RoBERTa [35].

Sentiment Analysis
The results of the best combined model for sentiment analysis
that was applied to all of the tweets are shown in Table 3. We
observed a higher likelihood of posting negative tweets during
the peripandemic period (91,242/165,760, 55%) compared to
that during the prepandemic period (65,164/139,561, 46.7%).
Accordingly, we observed a lower likelihood of posting positive

tweets during the peripandemic period (27,621/165,760, 16.7%)
compared to that during the prepandemic period
(34,633/139,561, 24.8%). We also observed the same likelihood
of posting neutral tweets during the peripandemic and
postpandemic periods (Figure 4). We reported 39% higher odds
of posting negative tweets during the peripandemic period
compared to those during the prepandemic interval (OR, 1.39;
95% CI, 1.37-1.41, P<.001; Table 3).

Table 3. Characteristics of negative and positive prepandemic (calendar year 2019) tweets and peripandemic (calendar year 2020) tweets.

Prepandemic vs peripandemicPeripandemic tweets
(n=165,760), n (%)

Prepandemic tweets
(n=139,561), n (%)

Total tweets
(N=305,321), n (%)

Tweet sentiment

Odds ratio (95% CI)z-statisticP value

1.39 (1.37-1.41)45.94<.00191,242 (55)65,164 (46.7)156,406 (51.3)Negative tweets

0.60 (0.59-0.61)55.402<.00127,621 (16.7)34,633 (24.8)62,254 (20.4)Positive tweets

0.99 (0.97-1.00)1.22.2246,897 (28.3)39,764 (28.5)86,661 (28.3)Neutral tweets
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Figure 4. Likelihood of posting negative, positive, and neutral tweets in the prepandemic and peripandemic periods. *P<.001.

Temporal Analysis
The likelihood of posting negative tweets after midnight was
higher than that before midnight (OR 1.21, 95% CI 1.19-1.23;
P<.001; Figure 5A). An increasing trend was observed during
after-midnight intervals when compared to before-midnight
intervals, according to the hourly distribution of negative tweets
(Figure 5B). The odds of posting negative tweets before
midnight during the peripandemic period were 15% higher than
those during the prepandemic period (OR 1.15, 95% CI
1.12-1.18; Figure 5C), while the odds posting negative tweets

after midnight was 60% higher during the peripandemic period
(OR 1.60; 95% CI 1.57-1.63; P<.001; Figure 5C). In the
prepandemic period, the odds of posting negative tweets were
2% higher after midnight compared to those before midnight
(OR 1.02, 95% CI 1.00-1.07; P=.008; Figure 5D); however,
they were 43% higher in the peripandemic period (OR 1.43,
95% CI 1.40-1.46; P<.001; Figure 5D). The results of a quarterly
(3-month) analysis of tweet sentiments for the prepandemic and
peripandemic intervals are presented in Table S1 and Figure S2
in Multimedia Appendix 2.
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Figure 5. Temporal analysis of tweets. (A) Percentage of negative tweets posted before midnight (1 PM to midnight) and after midnight (1 AM to
noon). (B) Hourly distribution of negative tweets. (C) Comparison of the likelihood of posting negative tweets before midnight (1 PM to midnight) and
after midnight (1 AM to noon) for the prepandemic and peripandemic periods. (D) Comparison of the likelihood of posting negative tweets before
midnight (1 PM to midnight) and after midnight (1 AM to noon) for the prepandemic and peripandemic periods.

Discussion

Principal Findings
In this retrospective cohort study, we showed that NLP tools
can monitor population health by using the sentiments expressed
on a publicly available platform, such as Twitter, as a surrogate
measure of public awareness and perception. We observed that
the COVID-19 pandemic was negatively associated with a
change in insomnia-related self-report tweets. We designed a
novel NLP pipeline for sentiment analysis that was based on a
combination of pretrained transformers (combined via DST; ie,
theory of belief). By using this basis, which was validated on
manually annotated tweets, we detected more negative tweets
during the peripandemic interval than those detected during the
prepandemic interval among people reporting insomnia on
Twitter.

First, we developed a novel machine learning–based pipeline
to analyze emotions. To verify the performance of models, we
manually annotated 300 tweets. The κ analysis showed an
agreement of 55% among different raters. This is not a very
strong agreement, and this could have resulted from the inherent
subjectivity of sentiment analysis tasks, in which everyone
assigns a sentiment to a text according to their perspectives [43].
Next, using this annotated database, we verified the performance
of each model individually and analyzed the performance of all
of the models; Distilled BERT (model 1) performed the best,
reaching an accuracy of 80.3%. In addition, the combined model

yielded the best results (84% accuracy). It is worthy to note that
the addition of RoBERTa (model 2) and BERTweet (model 3)
did not improve the accuracy by much, but the addition of
fine-tuned RoBERTa (model 5) resulted in a 4% increase in
accuracy. Although the overall performance of fine-tuned
RoBERTa (model 5) was lower than that of Distilled BERT
(model 1), it had higher accuracy (71%) in detecting positive
tweets than Distilled BERT (model 1; accuracy: 38.7%;
confusion matrices are found in Figure S1 in Multimedia
Appendix 2). Therefore, the combined model had superior
accuracy in detecting positive tweets (54.8%) compared to
Distilled BERT (model 1). Furthermore, based on Table 1, it
can be deduced that keeping RoBERTa (model 2) and
BERTweet (model 3) in the combination is necessary because
the combination of Distilled BERT (model 1) and fine-tuned
RoBERTa (model 5) yielded worse results (77.2%). This could
be explained by the fact that while fine-tuned RoBERTa (model
5) had better performance in recognizing positive tweets, its
performance in recognizing neutral and negative tweets was not
very promising; thus, it reduced the overall accuracy. This shows
the efficiency of DST in combining the models and exploiting
the strength of each model to improve the overall classification
of sentiments.

Having developed a reliable pipeline for sentiment analysis, we
analyzed the emotions of tweets. During the peripandemic
interval, we observed a significantly higher number of tweets
with the keyword insomnia (P<001). A possible explanation is
that social interactions shifted from in-person environments to
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web-based environments, such as Twitter. The number of
Twitter’s annual users increased by 33.8%, from 138 million
users in 2019 to 186 million users in 2020 [44,45]. We also
observed a rise in the total number of insomnia-related tweets
after the pandemic began. Considering this, in conjunction with
the results of the sentiment analysis, we believe this spike could
be related to the rise in negative tweets (Figure 4). According
to Table 3, while there was an 8.1% decrease in the number of
positive tweets related to insomnia, this number was
overshadowed by an 8.3% spike in the number of negative
tweets; the number of neutral tweets did not change
meaningfully (0.2% decrease). Our findings on the significant
increase in the number of negative tweets (P<001) during the
pandemic is consistent with previously published literature [46].
Politis et al [47] showed an increase in negative sentiment on
certain dates by analyzing tweets that were posted before and
after the outbreak of the COVID-19 pandemic.

A previous study by Nota and Coles [48] showed that
individuals experiencing sleep disruption exhibited diminished
top-down inhibitory processes for controlling negative emotions
and often engaged in repetitive negative thinking (rumination).
We observed the same trend in our study; individuals with
insomnia were more prone to rumination when they were awake
and free from distractions at night (Figure 5B), suggesting a
state of frustration after a poor night of sleep. This corresponds
with the observation from Figure 5A, which shows that 62.4%
(190,521/305,321) of the negative tweets were generated after
midnight.

Our study showed that NLP tools can be used to monitor
people’s attitudes toward public stress, such as stress resulting
from a pandemic. Policy makers and public health authorities
may benefit from using such surveillance tools to better advocate
for constituents [49]. Our study is classified as an infodemiology
study, which offers an opportunity to analyze public sentiment
in real time [50]. NLP tools are strong tools for analyzing and
mining Twitter, which is a source of soft intelligence.

Limitations
In this study, we used Twitter as the source of data collection.
As such, we might have excluded a large population that uses
other social media platforms (eg, Facebook) or discussion

forums (eg, Reddit) to express their perceptions about insomnia.
Future studies should investigate publicly available data on
other social media platforms in addition to those on Twitter.
Further, as this study was based on tweets, it lacks validity
measures, as no questionnaires or self-reported measures were
used. A future study could use Twitter data and self-reported
measures for individuals, health professionals, researchers, and
nonprofit organizations in conjunction to assess the needs of
pregnant women and the perceived available support and
resources during the COVID-19 pandemic.

Of note, in this work, only the keyword insomnia was used to
scrape the tweets. Although synonyms such as sleeplessness
could have been used, we were interested only in the clinical
term insomnia. A study that captures data on the broader area
of sleep (ie, beyond insomnia) would be useful for further
understanding the full effect of the pandemic. Additionally,
several possible confounding factors, such as user location, were
not available for all users; such factors may hinder the effect of
geolocation on perceptions of insomnia.

Conclusion
In this study, we proposed a novel NLP pipeline that was based
on a combination of transformers using DST to predict the
sentiments inherent in text data. We manually annotated 300
tweets and combined various transformer architectures via DST.
This combination resulted in higher accuracy for sentiment
analysis. By using this pipeline on insomnia-related tweets, our
study showed the negative effect of the COVID-19 pandemic
on individuals’ experiences of reporting insomnia on Twitter.
To investigate the changes in Twitter users’ reported sleep
behaviors in the context of the COVID-19 pandemic, we
analyzed tweets about insomnia that were posted before and
during the pandemic (2019 and 2020). A strength of this study
was using NLP and DST to identify tweets about insomnia and
analyze their sentiments. In the future, we will assess the effects
of changes in other aspects of mental health states (eg, boredom,
fear, disgust, surprise, etc) and lifestyle changes (eg, changes
in sleep duration, sleep schedules, substance use, physical
activity, and sleep medication use) on insomnia symptoms
during and after the pandemic based on Twitter and other social
media platforms.

Acknowledgments
This work was supported by grants from National Institute of Health (NIH), National Heart, Lung, and Blood Institute K25
funding (grant 1K25HL152006-01; principal investigator: JR) and from NIH National Institute of Nursing Research funding
(grant R01NR018342; principal investigator: SN). This study used the facilities and resources of the Center of Innovations in
Quality, Effectiveness and Safety (grant number CIN 13-413). The opinions expressed are those of the authors and not necessarily
those of the Department of Veterans Affairs, the US government, or Baylor College of Medicine.

Conflicts of Interest
HX and the University of Texas Health Science Center at Houston have research-related financial interest at Melax Technologies
Inc.

Multimedia Appendix 1
A brief theory of transformers.
[DOCX File , 14 KB-Multimedia Appendix 1]

J Med Internet Res 2022 | vol. 24 | iss. 12 | e41517 | p. 9https://www.jmir.org/2022/12/e41517
(page number not for citation purposes)

Maghsoudi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v24i12e41517_app1.docx&filename=0991e1d9409db85f8bae9e4c63d8e1e6.docx
https://jmir.org/api/download?alt_name=jmir_v24i12e41517_app1.docx&filename=0991e1d9409db85f8bae9e4c63d8e1e6.docx
http://www.w3.org/Style/XSL
http://www.renderx.com/


Multimedia Appendix 2
Supplementary tables and figures.
[DOCX File , 180 KB-Multimedia Appendix 2]

References

1. de Figueiredo CS, Sandre PC, Portugal LCL, Mázala-de-Oliveira T, da Silva Chagas L, Raony Í, et al. COVID-19 pandemic
impact on children and adolescents' mental health: Biological, environmental, and social factors. Prog Neuropsychopharmacol
Biol Psychiatry 2021 Mar 02;106:110171 [FREE Full text] [doi: 10.1016/j.pnpbp.2020.110171] [Medline: 33186638]

2. Lebrasseur A, Fortin-Bédard N, Lettre J, Raymond E, Bussières EL, Lapierre N, et al. Impact of the COVID-19 pandemic
on older adults: Rapid review. JMIR Aging 2021 Apr 12;4(2):e26474 [FREE Full text] [doi: 10.2196/26474] [Medline:
33720839]

3. Elbogen EB, Lanier M, Blakey SM, Wagner HR, Tsai J. Suicidal ideation and thoughts of self-harm during the COVID-19
pandemic: The role of COVID-19-related stress, social isolation, and financial strain. Depress Anxiety 2021 May
05;38(7):739-748 [FREE Full text] [doi: 10.1002/da.23162] [Medline: 33949747]

4. Cellini N, Canale N, Mioni G, Costa S. Changes in sleep pattern, sense of time and digital media use during COVID-19
lockdown in Italy. J Sleep Res 2020 Aug;29(4):e13074 [FREE Full text] [doi: 10.1111/jsr.13074] [Medline: 32410272]

5. Partinen M, Bjorvatn B, Holzinger B, Chung F, Penzel T, Espie CA, ICOSS-collaboration group. Sleep and circadian
problems during the coronavirus disease 2019 (COVID-19) pandemic: the International COVID-19 Sleep Study (ICOSS).
J Sleep Res 2021 Feb;30(1):e13206 [FREE Full text] [doi: 10.1111/jsr.13206] [Medline: 33179820]

6. Partinen M, Kronholm E. Epidemiology: Principles and application in sleep medicine. In: Chokroverty S, editor. Sleep
Disorders Medicine: Basic Science, Technical Considerations and Clinical Aspects. New York, NY: Springer; 2017:485-521.

7. Goel A, Gupta L. Social media in the times of COVID-19. J Clin Rheumatol 2020 Sep;26(6):220-223 [FREE Full text]
[doi: 10.1097/RHU.0000000000001508] [Medline: 32852927]

8. Feldkamp J. The rise of TikTok: The evolution of a social media platform during COVID-19. In: Hovestadt C, Recker J,
Richter J, Werder K, editors. Digital Responses to Covid-19: Digital Innovation, Transformation, and Entrepreneurship
During Pandemic Outbreaks. Cham, Switzerland: Springer; 2021:73-85.

9. Colley RC, Bushnik T, Langlois K. Exercise and screen time during the COVID-19 pandemic. Health Rep 2020 Jul
15;31(6):3-11 [FREE Full text] [doi: 10.25318/82-003-x202000600001-eng] [Medline: 32672923]

10. Beck F, Léger D, Fressard L, Peretti-Watel P, Verger P, Coconel Group. Covid-19 health crisis and lockdown associated
with high level of sleep complaints and hypnotic uptake at the population level. J Sleep Res 2021 Feb;30(1):e13119 [FREE
Full text] [doi: 10.1111/jsr.13119] [Medline: 32596936]

11. de Azevedo Barros MB, Lima MG, Malta DC, Szwarcwald CL, de Azevedo RCS, Romero D, et al. Report on
sadness/depression, nervousness/anxiety and sleep problems in the Brazilian adult population during the COVID-19
pandemic. Epidemiol Serv Saude 2020;29(4):e2020427 [FREE Full text] [doi: 10.1590/s1679-49742020000400018]
[Medline: 32844918]

12. Zhou SJ, Wang LL, Yang R, Yang XJ, Zhang LG, Guo ZC, et al. Sleep problems among Chinese adolescents and young
adults during the coronavirus-2019 pandemic. Sleep Med 2020 Oct;74:39-47 [FREE Full text] [doi:
10.1016/j.sleep.2020.06.001] [Medline: 32836185]

13. Idrissi AJ, Lamkaddem A, Benouajjit A, El Bouaazzaoui MB, El Houari F, Alami M, et al. Sleep quality and mental health
in the context of COVID-19 pandemic and lockdown in Morocco. Sleep Med 2020 Oct;74:248-253 [FREE Full text] [doi:
10.1016/j.sleep.2020.07.045] [Medline: 32862008]

14. Passos L, Prazeres F, Teixeira A, Martins C. Impact on mental health due to COVID-19 pandemic: Cross-sectional study
in Portugal and Brazil. Int J Environ Res Public Health 2020 Sep 17;17(18):6794 [FREE Full text] [doi:
10.3390/ijerph17186794] [Medline: 32957702]

15. Mautong H, Gallardo-Rumbea JA, Alvarado-Villa GE, Fernández-Cadena JC, Andrade-Molina D, Orellana-Román CE,
et al. Assessment of depression, anxiety and stress levels in the Ecuadorian general population during social isolation due
to the COVID-19 outbreak: a cross-sectional study. BMC Psychiatry 2021 Apr 28;21(1):212 [FREE Full text] [doi:
10.1186/s12888-021-03214-1] [Medline: 33910550]

16. Gualano MR, Lo Moro G, Voglino G, Bert F, Siliquini R. Effects of Covid-19 lockdown on mental health and sleep
disturbances in Italy. Int J Environ Res Public Health 2020 Jul 02;17(13):4779 [FREE Full text] [doi: 10.3390/ijerph17134779]
[Medline: 32630821]

17. Alkhamees AA, Alrashed SA, Alzunaydi AA, Almohimeed AS, Aljohani MS. The psychological impact of COVID-19
pandemic on the general population of Saudi Arabia. Compr Psychiatry 2020 Oct;102:152192 [FREE Full text] [doi:
10.1016/j.comppsych.2020.152192] [Medline: 32688022]

18. Talbot J, Charron V, Konkle AT. Feeling the void: Lack of support for isolation and sleep difficulties in pregnant women
during the COVID-19 pandemic revealed by Twitter data analysis. Int J Environ Res Public Health 2021 Jan 06;18(2):393
[FREE Full text] [doi: 10.3390/ijerph18020393] [Medline: 33419145]

J Med Internet Res 2022 | vol. 24 | iss. 12 | e41517 | p. 10https://www.jmir.org/2022/12/e41517
(page number not for citation purposes)

Maghsoudi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v24i12e41517_app2.docx&filename=732fc147690b28f3b633220655ab3b59.docx
https://jmir.org/api/download?alt_name=jmir_v24i12e41517_app2.docx&filename=732fc147690b28f3b633220655ab3b59.docx
https://europepmc.org/abstract/MED/33186638
http://dx.doi.org/10.1016/j.pnpbp.2020.110171
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33186638&dopt=Abstract
https://aging.jmir.org/2021/2/e26474/
http://dx.doi.org/10.2196/26474
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33720839&dopt=Abstract
https://europepmc.org/abstract/MED/33949747
http://dx.doi.org/10.1002/da.23162
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33949747&dopt=Abstract
https://europepmc.org/abstract/MED/32410272
http://dx.doi.org/10.1111/jsr.13074
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32410272&dopt=Abstract
https://doi.org/10.1111/jsr.13206
http://dx.doi.org/10.1111/jsr.13206
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33179820&dopt=Abstract
https://europepmc.org/abstract/MED/32852927
http://dx.doi.org/10.1097/RHU.0000000000001508
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32852927&dopt=Abstract
https://doi.org/10.25318/82-003-x202000600001-eng
http://dx.doi.org/10.25318/82-003-x202000600001-eng
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32672923&dopt=Abstract
https://europepmc.org/abstract/MED/32596936
https://europepmc.org/abstract/MED/32596936
http://dx.doi.org/10.1111/jsr.13119
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32596936&dopt=Abstract
https://www.scielo.br/scielo.php?script=sci_arttext&pid=S2237-96222020000400311&lng=en&nrm=iso&tlng=en
http://dx.doi.org/10.1590/s1679-49742020000400018
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32844918&dopt=Abstract
https://europepmc.org/abstract/MED/32836185
http://dx.doi.org/10.1016/j.sleep.2020.06.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32836185&dopt=Abstract
https://europepmc.org/abstract/MED/32862008
http://dx.doi.org/10.1016/j.sleep.2020.07.045
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32862008&dopt=Abstract
https://europepmc.org/abstract/MED/32957702
http://dx.doi.org/10.3390/ijerph17186794
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32957702&dopt=Abstract
https://bmcpsychiatry.biomedcentral.com/articles/10.1186/s12888-021-03214-1
http://dx.doi.org/10.1186/s12888-021-03214-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33910550&dopt=Abstract
http://hdl.handle.net/2318/1767877
http://dx.doi.org/10.3390/ijerph17134779
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32630821&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0010-440X(20)30034-1
http://dx.doi.org/10.1016/j.comppsych.2020.152192
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32688022&dopt=Abstract
https://europepmc.org/abstract/MED/33419145
http://dx.doi.org/10.3390/ijerph18020393
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33419145&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


19. Chaudhry HN, Javed Y, Kulsoom F, Mehmood Z, Khan ZI, Shoaib U, et al. Sentiment analysis of before and after elections:
Twitter data of U.S. election 2020. Electronics (Basel) 2021 Aug 27;10(17):2082 [FREE Full text] [doi:
10.3390/electronics10172082]

20. He J, Mai S, Hu H. A unimodal reinforced transformer with time squeeze fusion for multimodal sentiment analysis. IEEE
Signal Process Lett 2021 May 07;28:992-996. [doi: 10.1109/lsp.2021.3078074]

21. Jalil Z, Abbasi A, Javed AR, Khan MB, Hasanat MHA, Malik KM, et al. COVID-19 related sentiment analysis using
state-of-the-art machine learning and deep learning techniques. Front Public Health 2022 Jan 14;9:812735 [FREE Full text]
[doi: 10.3389/fpubh.2021.812735] [Medline: 35096755]

22. Jiang M, Wu J, Shi X, Zhang M. Transformer based memory network for sentiment analysis of web comments. IEEE
Access 2019 Dec 02;7:179942-179953 [FREE Full text] [doi: 10.1109/access.2019.2957192]

23. Naseem U, Razzak I, Khushi M, Eklund PW, Kim J. COVIDSenti: A large-scale benchmark Twitter data set for COVID-19
sentiment analysis. IEEE Trans Comput Soc Syst 2021 Jan 29;8(4):1003-1015 [FREE Full text] [doi:
10.1109/TCSS.2021.3051189] [Medline: 35783149]

24. Naseem U, Razzak I, Musial K, Imran M. Transformer based deep intelligent contextual embedding for Twitter sentiment
analysis. Future Gener Comput Syst 2020 Dec;113:58-69 [FREE Full text] [doi: 10.1016/j.future.2020.06.050]

25. Sousa MG, Sakiyama K, de Souza Rodrigues L, Moraes PH, Fernandes ER, Matsubara ET. BERT for stock market sentiment
analysis. 2020 Presented at: 2019 IEEE 31st International Conference on Tools with Artificial Intelligence (ICTAI);
November 4-6, 2019; Portland, OR. [doi: 10.1109/ictai.2019.00231]

26. Wang T, Lu K, Chow KP, Zhu Q. COVID-19 sensing: Negative sentiment analysis on social media in China via BERT
model. IEEE Access 2020 Jul 28;8:138162-138169 [FREE Full text] [doi: 10.1109/ACCESS.2020.3012595] [Medline:
34812342]

27. Kang H. Sample size determination and power analysis using the G*Power software. J Educ Eval Health Prof 2021;18:17
[FREE Full text] [doi: 10.3352/jeehp.2021.18.17] [Medline: 34325496]

28. Cohen J. A coefficient of agreement for nominal scales. Educ Psychol Meas 1960;20(1):37-46. [doi:
10.1177/001316446002000104]

29. Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez AN, et al. Attention is all you need. 2017 Presented at:
31st International Conference on Neural Information Processing Systems; December 4-9, 2017; Long Beach, CA p.
6000-6010 URL: https://dl.acm.org/doi/pdf/10.5555/3295222.3295349

30. Tay Y, Dehghani M, Bahri D, Metzler D. Efficient transformers: A survey. arXiv Preprint posted online on September 14,
2020. [FREE Full text]

31. Devlin J, Chang MW, Lee K, Toutanova K. Bert: Pre-training of deep bidirectional transformers for language understanding.
arXiv Preprint posted online on October 11, 2018. [FREE Full text]

32. Socher R, Perelygin A, Wu J, Chuang J, Manning CD, Ng A, et al. Recursive deep models for semantic compositionality
over a sentiment treebank. 2013 Presented at: 2013 Conference on Empirical Methods in Natural Language Processing;
October 18-21, 2013; Seattle, WA p. 1631-1642 URL: https://aclanthology.org/D13-1170.pdf

33. Hinton G, Vinyals O, Dean J. Distilling the knowledge in a neural network. arXiv Preprint posted online on March 9, 2015.
[FREE Full text]

34. Buciluǎ C, Caruana R, Niculescu-Mizil A. Model compression. 2006 Aug Presented at: KDD06: The 12th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining; August 20-23, 2006; Philadelphia, PA p. 535-541.
[doi: 10.1145/1150402.1150464]

35. Liu Y, Ott M, Goyal N, Du J, Joshi M, Chen D, et al. RoBERTa: A robustly optimized BERT pretraining approach. arXiv
Preprint posted online on July 26, 2019. [FREE Full text]

36. Zhu Y, Kiros R, Zemel R, Salakhutdinov R, Urtasun R, Torralba A, et al. Aligning books and movies: Towards story-like
visual explanations by watching movies and reading books. 2016 Presented at: 2015 IEEE International Conference on
Computer Vision (ICCV); December 7-13, 2015; Santiago, Chile. [doi: 10.1109/iccv.2015.11]

37. Trinh TH, Le QV. A simple method for commonsense reasoning. arXiv Preprint posted online on June 7, 2018. [FREE
Full text]

38. Nguyen DQ, Vu T, Nguyen AT. BERTweet: A pre-trained language model for English tweets. arXiv Preprint posted online
on October 5, 2020. [FREE Full text]

39. Dempster AP. Upper and lower probabilities induced by a multivalued mapping. The Annals of Mathematical Statistics
1967 Apr;38(2):325-339. [doi: 10.1214/aoms/1177698950]

40. Shafer G. A Mathematical Theory of Evidence. Princeton, NJ: Princeton University Press; 1976.
41. Razjouyan J, Freytag J, Dindo L, Kiefer L, Odom E, Halaszynski J, et al. Measuring adoption of patient priorities-aligned

care using natural language processing of electronic health records: Development and validation of the model. JMIR Med
Inform 2021 Feb 19;9(2):e18756 [FREE Full text] [doi: 10.2196/18756] [Medline: 33605893]

42. Van Rossum G, Drake FL. Python/C Api Manual - Python 3: (Python Documentation Manual Part 4). Scotts Valley, CA:
CreateSpace; 2009.

J Med Internet Res 2022 | vol. 24 | iss. 12 | e41517 | p. 11https://www.jmir.org/2022/12/e41517
(page number not for citation purposes)

Maghsoudi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.mdpi.com/2079-9292/10/17/2082
http://dx.doi.org/10.3390/electronics10172082
http://dx.doi.org/10.1109/lsp.2021.3078074
https://europepmc.org/abstract/MED/35096755
http://dx.doi.org/10.3389/fpubh.2021.812735
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35096755&dopt=Abstract
https://ieeexplore.ieee.org/document/8918438
http://dx.doi.org/10.1109/access.2019.2957192
https://europepmc.org/abstract/MED/35783149
http://dx.doi.org/10.1109/TCSS.2021.3051189
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35783149&dopt=Abstract
https://www.sciencedirect.com/science/article/abs/pii/S0167739X2030306X?via%3Dihub
http://dx.doi.org/10.1016/j.future.2020.06.050
http://dx.doi.org/10.1109/ictai.2019.00231
https://europepmc.org/abstract/MED/34812342
http://dx.doi.org/10.1109/ACCESS.2020.3012595
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34812342&dopt=Abstract
https://europepmc.org/abstract/MED/34325496
http://dx.doi.org/10.3352/jeehp.2021.18.17
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34325496&dopt=Abstract
http://dx.doi.org/10.1177/001316446002000104
https://dl.acm.org/doi/pdf/10.5555/3295222.3295349
https://arxiv.org/pdf/2009.06732v1.pdf
https://arxiv.org/pdf/1810.04805v1.pdf
https://aclanthology.org/D13-1170.pdf
https://arxiv.org/pdf/1503.02531.pdf
http://dx.doi.org/10.1145/1150402.1150464
https://arxiv.org/pdf/1907.11692.pdf
http://dx.doi.org/10.1109/iccv.2015.11
https://arxiv.org/pdf/1806.02847v1.pdf
https://arxiv.org/pdf/1806.02847v1.pdf
https://arxiv.org/pdf/2005.10200.pdf
http://dx.doi.org/10.1214/aoms/1177698950
https://medinform.jmir.org/2021/2/e18756/
http://dx.doi.org/10.2196/18756
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33605893&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


43. Wearne T, Osborne-Crowley K, Rosenberg H, Dethier M, McDonald S. Emotion recognition depends on subjective
emotional experience and not on facial expressivity: evidence from traumatic brain injury. Brain Inj 2018 Oct 08;33(1):12-22.
[doi: 10.1080/02699052.2018.1531300] [Medline: 30296178]

44. Iqbal M. Twitter revenue and usage statistics (2022). Business of Apps. URL: https://www.businessofapps.com/data/
twitter-statistics/ [accessed 2022-11-24]

45. Haman M. The use of Twitter by state leaders and its impact on the public during the COVID-19 pandemic. Heliyon 2020
Nov 19;6(11):e05540 [FREE Full text] [doi: 10.1016/j.heliyon.2020.e05540] [Medline: 33294685]

46. Chandrasekaran R, Mehta V, Valkunde T, Moustakas E. Topics, trends, and sentiments of tweets about the COVID-19
pandemic: Temporal infoveillance study. J Med Internet Res 2020 Oct 23;22(10):e22624 [FREE Full text] [doi:
10.2196/22624] [Medline: 33006937]

47. Politis I, Georgiadis G, Kopsacheilis A, Nikolaidou A, Papaioannou P. Capturing Twitter negativity pre- vs. mid-COVID-19
pandemic: An LDA application on London public transport system. Sustainability 2021 Dec 02;13(23):13356 [FREE Full
text] [doi: 10.3390/su132313356]

48. Nota JA, Coles ME. Shorter sleep duration and longer sleep onset latency are related to difficulty disengaging attention
from negative emotional images in individuals with elevated transdiagnostic repetitive negative thinking. J Behav Ther
Exp Psychiatry 2018 Mar;58:114-122. [doi: 10.1016/j.jbtep.2017.10.003] [Medline: 29111422]

49. Tsai MH, Wang Y. Analyzing Twitter data to evaluate people's attitudes towards public health policies and events in the
era of COVID-19. Int J Environ Res Public Health 2021 Jun 10;18(12):6272 [FREE Full text] [doi: 10.3390/ijerph18126272]
[Medline: 34200576]

50. Marshall C, Lanyi K, Green R, Wilkins GC, Pearson F, Craig D. Using natural language processing to explore mental
health insights from UK tweets during the COVID-19 pandemic: Infodemiology study. JMIR Infodemiology 2022 Mar
31;2(1):e32449 [FREE Full text] [doi: 10.2196/32449] [Medline: 36406146]

Abbreviations
BERT: Bidirectional Encoder Representations From Transformers
DST: Dempster-Shafer theory
NLP: natural language processing
OR: odds ratio
RoBERTa: Robustly Optimized Bidirectional Encoder Representations From Transformers Pretraining Approach

Edited by G Eysenbach; submitted 28.07.22; peer-reviewed by K Chow, N Bragazzi; comments to author 27.09.22; revised version
received 20.10.22; accepted 15.11.22; published 27.12.22

Please cite as:
Maghsoudi A, Nowakowski S, Agrawal R, Sharafkhaneh A, Kunik ME, Naik AD, Xu H, Razjouyan J
Sentiment Analysis of Insomnia-Related Tweets via a Combination of Transformers Using Dempster-Shafer Theory: Pre– and
Peri–COVID-19 Pandemic Retrospective Study
J Med Internet Res 2022;24(12):e41517
URL: https://www.jmir.org/2022/12/e41517
doi: 10.2196/41517
PMID: 36417585

©Arash Maghsoudi, Sara Nowakowski, Ritwick Agrawal, Amir Sharafkhaneh, Mark E Kunik, Aanand D Naik, Hua Xu, Javad
Razjouyan. Originally published in the Journal of Medical Internet Research (https://www.jmir.org), 27.12.2022. This is an
open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic
information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license information must
be included.

J Med Internet Res 2022 | vol. 24 | iss. 12 | e41517 | p. 12https://www.jmir.org/2022/12/e41517
(page number not for citation purposes)

Maghsoudi et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1080/02699052.2018.1531300
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30296178&dopt=Abstract
https://www.businessofapps.com/data/twitter-statistics/
https://www.businessofapps.com/data/twitter-statistics/
https://linkinghub.elsevier.com/retrieve/pii/S2405-8440(20)32383-5
http://dx.doi.org/10.1016/j.heliyon.2020.e05540
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33294685&dopt=Abstract
https://www.jmir.org/2020/10/e22624/
http://dx.doi.org/10.2196/22624
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33006937&dopt=Abstract
https://www.mdpi.com/2071-1050/13/23/13356
https://www.mdpi.com/2071-1050/13/23/13356
http://dx.doi.org/10.3390/su132313356
http://dx.doi.org/10.1016/j.jbtep.2017.10.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29111422&dopt=Abstract
https://europepmc.org/abstract/MED/34200576
http://dx.doi.org/10.3390/ijerph18126272
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34200576&dopt=Abstract
https://europepmc.org/abstract/MED/36406146
http://dx.doi.org/10.2196/32449
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36406146&dopt=Abstract
https://www.jmir.org/2022/12/e41517
http://dx.doi.org/10.2196/41517
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36417585&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

