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Abstract

Background: Receiving a diagnosis that leads to severe disability in childhood can cause a traumatic experience with long-lasting
emotional stress for patients and family members. In recent decades, emerging digital technologies have transformed how patients
or caregivers of persons with disabilities manage their health conditions. As a result, information (eg, on treatment and resources)
has become widely available to patients and their families. Parents and other caregivers can use digital platforms such as websites
or social media to derive social support, usually from other patients and caregivers who share their lived experiences, challenges,
and successes on these platforms. However, gaps remain in our understanding of platforms that are most frequently used or
preferred among parents and caregivers of children with disabilities. In particular, it is not clear what factors primarily drive or
discourage engagement with these digital tools and what the main ethical considerations are in relation to these tools.

Objective: We aimed to (1) identify prominent digital platforms used by parents or caregivers of children with disabilities; (2)
explore the theoretical contexts and reasons for digital platform use, as well as the experiences made with using these platforms
reported in the included studies; and (3) identify any privacy and ethical concerns emerging in the available literature in relation
to the use of these platforms.

Methods: We conducted a scoping review of 5 academic databases of English-language articles published within the last 10
years for diseases with childhood onset disability and self-help or parent/caregiver-led digital platforms.

Results: We identified 17 papers in which digital platforms used by parents of affected children predominantly included social
media elements but also search engines, health-related apps, and medical websites. Information retrieval and social support were
the main reasons for their utilization. Nearly all studies were exploratory and applied either quantitative, qualitative, or mixed
methods. The main ethical concerns for digital platform users included hampered access due to language barriers, privacy issues,
and perceived suboptimal advice (eg, due to missing empathy of medical professionals). Older and non–college-educated individuals
and ethnic minorities appeared less likely to access information online.

Conclusions: This review showed that limited scientifically sound knowledge exists on digital platform use and needs in the
context of disabling conditions in children, as the evidence consists mostly of exploratory studies. We could highlight that affected
families seek information and support from digital platforms, as health care systems seem to be insufficient for satisfying knowledge
and support needs through traditional channels.
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Introduction

Receiving the diagnosis of a disease leading to disability in
childhood can cause long-lasting emotional stress for patients
and family members. There is considerable evidence illustrating
the adverse mental health consequences and higher levels of
psychological distress experienced among children with
disabilities [1,2]. Similarly, parents and caregivers (hereafter
referred to as “parents” for simplification) of children with
disabilities also experience elevated stress and can face
challenges adapting to the care needs of their child [3].
Importantly, efforts are needed to support parents in adapting
and meeting the needs of their child, as this can directly impact
the child’s development and well-being over the life course
[4,5]. Therefore, it is critically important to determine effective
approaches for supporting parents of children with disabilities,
so that they can adopt necessary and desired coping strategies
and feel confident in meeting the day-to-day needs of their
children.

In recent decades, emerging digital technologies have
transformed how patients or parents of persons with disabilities
manage their health conditions [6], and information (eg, on
treatment and resources) has become more widely available to
them. Furthermore, social and emotional support (eg, through
online self-help and peer support groups) is now more readily
accessible through various online platforms. For instance,
Oldenburg et al [7] present a helpful rundown of the role new
media have played (eg, PatientsLikeMe) in supporting patients
of children with chronic diseases, while in the work of Sykora
[8], some early health-related social platforms are mentioned
(eg, PatientOpinion, CarePages, CureTogether, and
PatientsLikeMe), and a walkthrough of the social platform
CureTogether (now defunct after being bought by 23andMe) is
provided. Most recently, patients suffering from “long COVID”
(referring to the recent COVID-19 pandemic) who were being
dismissed by their health care professionals were able to
mobilize by sharing their symptoms and locating other sufferers
through social media. This ultimately resulted in a new chronic
condition known as “long COVID” and the creation of what
are now known as “long COVID clinics” to support patients
[9]. Parents of children with debilitating diseases can potentially
use digital platforms such as search websites or social media
(eg, Reddit or WhatsApp groups) to derive social support,
usually from other patients and parents who share their lived
experiences, challenges, and successes on these platforms.

However, gaps remain in our understanding of platforms that
are most frequently used or preferred among parents of children
with disabling conditions. For example, it is not clear what
factors drive or discourage engagement with these digital tools.
In addition, there is little evidence available about the ethical
concerns over services provided by digital platforms that are

used by parents for information and support seeking in the
context of a disabling or lethal disease of their child.

Accordingly, in this scoping literature review, we aimed to (1)
identify prominent digital platforms used by parents or
caregivers of children with disabilities; (2) explore the
theoretical contexts and reasons for digital platform use, as well
as experiences with using these platforms reported in the
included studies; and (3) identify any privacy and ethical
concerns emerging in the available literature in relation to the
use of these platforms.

Methods

Study Design
We conducted a scoping review following the framework of
Arksey and O’Malley [10]. Scoping reviews are useful in
mapping and identifying available evidence [11]; therefore, we
opted for this approach rather than other types of reviews, which
often answer a single clinical question, because we were more
concerned with broadly exploring a concept [12]. The search
was performed using 5 scientific databases: PubMed, CINAHL,
PsycINFO, Communication & Mass Media Complete, and
Psychology & Behavioral Sciences Collection. EBSCO Host
was used to concurrently search through all the databases except
for PubMed. In line with Arksey and O’Malley [10], the
reference lists of the articles included were screened for
additional studies. Gray literature searches were also conducted
on the websites of various major organizations tackling
neuromuscular diseases (NMDs; Multimedia Appendix 1), in
addition to using Google search engine to retrieve further
studies. All the searches were conducted between July and
September 2021.

Search Strategy: Identifying Relevant Studies
Based on the severity of the disease and the high
psychoemotional distress it can cause to the parents of affected
children, initial searches began with a primary focus on
retrieving studies relating to NMDs with a pediatric onset such
as Duchenne muscular dystrophy (DMD). However, these
searches resulted in few studies relevant to the subject of
interest. Therefore, a search strategy was adopted to include
“disabilities” as a broader keyword. Table 1 details the keywords
and search terms used to identify relevant studies. The inclusion
criteria to identify relevant papers were (1) scientific English
articles published in the last 10 years (2011- 2021) on diseases
with childhood-onset disability, (2) all study types (eg, reviews,
original studies), (3) use of self-help or parent/caregiver-led
digital platforms (eg, internet, websites, social media or online
support groups), and (4) those describing either reasons,
expectations, concerns, suggestions, or experience on digital
platforms. The exclusion criteria were (1) non-English articles,
(2) articles published before 2011, (3) adult-onset diseases, (4)
papers reporting on digital platforms maintained by medical
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institutions or those designed for research, and (5) papers with
a main focus on health professionals’ experiences with digital
platforms.

The exclusion of non-English articles was due to our inability
to analyze articles in non-English languages at the time of our
research; however, we must emphasize that we will endeavor
to include other languages in future studies. Our focus on the
past decade in our inclusion criteria is due to the relatively recent
emergence of social media, which only appeared in the first

decade of the 21st century and gained increasing popularity [13]
in its current form from around 2009 onward. The landscape
and nature of social media’s interactive affordances have also
evolved substantially [14], which is why we deemed that
extending the study period beyond 1 decade would become
problematic.

Two authors (AH and AvH) independently screened the titles,
abstracts, and full texts, while a third author (MF) was consulted
to establish a consensus.

Table 1. Keyword searches conducted on titles and abstracts.

Search termsKey concepts

parent* OR caregiver* OR carer* OR mother* OR father* ANDParents/caregivers

‘child* disab*’ OR ‘child* disorder*’ OR ‘pediatric disab*’ OR ‘disabled persons’ OR ‘physical disab*’ANDChildren affected by disability

communicat* OR experienc* OR challenge* OR connect* OR support* OR exchang* ANDCommunication, exchange

Internet* OR online* OR ‘social media*’ OR webs* OR virtual* OR ‘online support’ OR ‘Self-help Groups’
OR Facebook OR Twitter OR WhatsApp OR Reddit OR Instagram OR ‘mobile App*’

Internet/social media support

Charting the Data
The descriptive attributes of each article including the authors,
year of publication, country, and objective of the study were
extracted from each article. To facilitate the process of
identifying the most prolific digital platforms, the scope of each
study and its objectives, along with the respective outcomes
measured, were also extracted from each full-text article
included in the review.

Collating, Summarizing, and Reporting the Results
To derive an overview of the informational needs of parents of
children with disabilities, the preferred online platforms, specific
experiences, expectations, concerns, and suggestions for
improvement highlighted by each study were identified. These
were later labeled under broader concepts and organized around
more general, coherent themes. In the last stage of the analysis
process, common and divergent themes and topics in findings
among and across all the included articles were identified.

Results

Initial Findings
Our search yielded a total of 184 scientific articles. Additionally,
18 articles were identified by reference list screenings, and 2
articles [15,16] were obtained from gray literature, bringing the
total number of retrieved articles to 204. Of these, 16 records
(7.8%) were identified as duplicates and excluded. Of the
resulting 188 articles (100%), 153 (81.4%) were excluded
according to the inclusion and exclusion criteria based on their
titles and abstracts. Subsequently, we screened the full texts of
the remaining 35 articles (100%) and further excluded 18 articles
(51.4%) based on our inclusion and exclusion criteria, with 17

final articles (100%) included in the review. The PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-analyses) flow diagram in Figure 1 displays the entire
process involved in selecting the included papers.

Detailed information about the year of publication, study design
and sample size, location, study objective, study population,
main digital platform, and outcomes measured can be found in
Table 2. The earliest study included in our review was conducted
in 2011, while the most recent study was conducted in 2020
[15,17]. Most studies (n=14, 82.4%) were original and
observational, applying either qualitative (n=5, 29.4%)
[15,18-21], quantitative (n=5, 29.4%) [17,22-25], or mixed
methods approaches (n=4, 23.5%) [26-29]. The remaining
articles consisted of 2 (11.8%) reviews [30,31] and 1 (5.9%)
case study [16]. Mothers made the bulk of the study participants
in all the included studies aside from Ammari and Schoenebeck
[20], where efforts were made to overrecruit fathers. In 1 (5.9%)
study (Rocha and colleagues [24]), the gender of parents was
not identified, likely due to the study’s recruitment of
participants through 2 online registries (Simons Variation in
Individuals Project and GenomeConnect). The target population
in the studies was most commonly defined as parents of children
across a range of disorders and special needs (n=13, 76.5%),
while 1 (5.9%) study’s population focused on families in general
[26], 2 (11.8%) on patients themselves [24,25], and 1 (5.9%)
solely on married mothers with up to 5 children [19]. Most
studies were conducted in the United States (n=5, 29.4%)
[15-17,19,29], while participants for 6 studies (35.3%) were
derived from multiple countries through online recruitment
[20,23,24,27,30,31]. The remaining studies were from Australia
(11.8%) [26,28], Italy (5.9%) [25], Kuwait (5.9%) [22], Norway
(5.9%) [21], and the Netherlands (5.9%) [18].
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) flowchart.
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Table 2. Data extracted from the included articles.

Main digital plat-

forma (outcome

measuredb)

Study populationStudy objectiveLocationStudy design (N)Author, year

1, 2 (a, b, c, e)Parents whose children
have rare genetic disor-
ders

Internet use for coping with
chronic illness resulting from
rare genetic disorders

NorwayInterviews (N=10)Gundersen, 2011
[21]

1, 2 (a, d, e)Parents of children with
special health care needs

Low-income parents of children
with special needs access and
use; factors related to internet

United StatesSurvey (N=2371)Knapp et al, 2011
[17]

use; parents’ eHealth literacy,
and factors associated with high-
er eHealth literacy

1, 2 (a, c, e)Patients of rare diseasesDetails internet user profiles and
how internet use affects decision-
making

ItalySurvey (N=516)Tozzi et al, 2013
[25]

1, 2 (a, d, e)Families of young chil-
dren with disabilities

How the internet can assist fami-
lies with young disabled children
to make effective intervention
and support decisions

AustraliaMixed methods: survey,
(N=522), focus group
(N=21)

Johnston et al,
2013 [26]

1, 2 (c, d)Parents whose children
have rare, difficult illness-
es and special needs

Summarize existing recommen-
dations on internet use by parents
of children with rare and difficult
illnesses

OnlineLiterature review (N=15)Ahmed, 2014 [31]

1 (a, c, d)Parents of children with
special needs

Use of social media sites by par-
ents of children with special
needs for information and social

United StatesMixed methods: inter-
view (N=18), survey
(N=205)

Ammari et al, 2014
[29]

support; perception and manage-
ment of online and offline judg-
ment; posts perceived to be so-
cially appropriate to post on their
own online profiles versus in
shared online groups; how social
media sites can better support
special needs families

1, 2 (a, c, e)Parents of children in a
school for special needs

Information seeking behavior of
parents of children with disabili-
ties

KuwaitSurvey (N=240)Al-Daihani and Al-
Ateeqi, 2015 [22]

1 (a, c, e)Parents of children with
special needs

The use of social media needs by
parents with special needs chil-
dren

OnlineSemistructured inter-
views (N=43)

Ammari and
Schoenebeck, 2015
[20]

1 (a, b, c, d)Parents of children with
special needs who used a
Facebook group

Development and evaluation of
web-based research advisory
community that links parents to
researchers to improve research

Canada, United
Kingdom, Aus-
tralia

Quantitative assessment
of Facebook likes and
posts; survey (N=49)

Russell et al, 2016
[23]

and affected families/children’s
lives

1, 2 (a, b, c, e)Parents of young children
with special health care
needs

Status of research on the useful-
ness of digital communication
like social media, in providing
informational and emotional
support

OnlineScoping review

(N=N/Ac), expert inter-
views (N=N/A)

DeHoff et al, 2016
[30]

1 (a)Parents of a child with a
disability

How social media posts support
parents in raising their children
with a disability

United StatesCase study (N=1)Fostervold, 2016
[16]

1, 2 (a, b)Parents of children with
disabilities

Information needs, process of
seeking and evaluating informa-
tion, and the different sources of
information for parents

NetherlandsSemi-structured inter-
views (15)

Alsem et al, 2017
[18]
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Main digital plat-

forma (outcome

measuredb)

Study populationStudy objectiveLocationStudy design (N)Author, year

1, 2 (a, b, d)Parents of children with
rare conditions

General internet usage patterns,
types of information frequently
searched for, and effect of inter-
net-sourced information on par-
ents of children with rare condi-
tions

Ireland, Northern
Ireland, United
States, United
Kingdom

Mixed methods: survey
(N=128), focus group,
(N=8)

Nicholl et al, 2017
[27]

1 (a, e)Married mothers who
had 1-5 children with de-
velopmental disabilities

Role of online and offline sup-
port groups in the lives of fami-
lies with children who have devel-
opmental disabilities

United StatesSemistructured inter-
views (N=8)

Sharaievska and
Burk, 2018 [19]

1 (a, c, d)Patients with newly de-
scribed or rare genetic
findings from online pa-
tient registries

Understand the online behavior,
perspectives, and norms of rare
disease communities to provide
preliminary guidance to genetic
counselors who wish to have
discussions about social media
support resources

OnlineSurvey (N=103)Rocha et al, 2018
[24]

1, 2 (a, b, c, d, e)Parents of children with
disabilities

Information-seeking behavior of
parents and their perceptions and
evaluations of the various infor-
mation sources available

AustraliaMixed methods: survey
(N=291), focus group
(N=56)

Tracey et al, 2018
[28]

1 (a, c)Parents of children with
profound multiple disabil-
ities

Role of social media to empower
and provide community for par-
ents raising children with pro-
found multiple disabilities

United StatesSemistructured and open-
ended interviews (N=5)

Terra, 2020 [15]

aDigital platforms: (1) social media (eg, Facebook, Twitter, email), (2) internet search engines, health apps, medical websites, or not specifically
mentioned otherwise.
bOutcome measured: (a) reasons for use, (b) expectations from use, (c) concerns/shortcomings, (d) suggestions for improvement, (e) satisfaction and
experience.
cN/A: not available.

Digital Platforms Utilized
We classified the types of digital platforms identified in the
reviewed articles into 2 categories: (1) digital platforms with
social interaction options, such as social media; and (2) other
platforms, such as search engines, medical websites, and
health-related apps. Due to the overall aim of this review and
the search strategy applied, health-related apps were not
prominently found. As listed in Textbox 1, social media were
the most prolific digital platforms used by caregivers and parents
and were mentioned in 3 (17.7%) of 17 papers [17,21,22].
Furthermore, 1 (5.9%) study [19] focused entirely on online
support groups by comparing the differences between online

and offline interactions, whereas all other studies (94.1%)
examined online support within the context of other digital
platforms [21-26]. Some studies (n=4, 23.5%) reported on the
use of internet search engines [18,25,27,28] or other online
information sources (n=2, 11.8%) [17,26]. Medical websites
that were frequented by caregivers were also identified in some
studies (n=4, 23.5%) [21,22,25,29]. Differences in digital
platform preference were evident among different age groups,
as noted by Tozzi and colleagues [25]. They found that
compared to younger age groups, respondents 55 years or older
appeared to be less familiar with Twitter or smartphones,
preferring to use email and Facebook instead [25].

Textbox 1. Digital platforms mentioned in the reviewed literature.

1. Platforms with social interaction options, such as Facebook, Twitter, and Instagram, YouTube, Pinterest, LinkedIn, Skype, Viber, MSN messenger,
Yahoo! Answers (operating between June 2005 and May 2021), Yahoo Groups, Quora, Google groups, CaringBridge, CarePages (shut down in
December 2017), and other online forums, blogs, discussion boards, and emails

2. Other platforms, such as search engines, medical websites (BabyCenter website, Better Start website, autism support websites), and health-related
apps
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Theoretical Contexts and Reasons for Digital Platform
Use and Experiences Made
Overall, 5 (29.4%) studies [15,16,19-21] adopted various
theoretical frameworks guiding the understanding of how social
interactions and support work. First, the Ecological Model of
Human Development, as used in Fostervold [16], is a theory
that helps us understand the interconnectedness of family and
the larger society and the resulting socialization of a child. The
Symbolic Interaction Framework [32] employed in the study
by Sharaievska and Burk [19] suggests that individuals’
perception of reality is constructed through their interaction
with the people and objects around them. Terra’s thesis [15]
applied 2 theories, namely, the Theory of Sense of Community
and the Empowerment Theory. Based on the Theory of Sense
of Community developed in 1976 and published in 1986 by
McMillan and Chavis [33], this thesis “sought to explain the
dynamics of the sense-of-community force” [15]. The identified
components of sense of community were membership, influence,
fulfillment of needs, and shared emotional connection [15]. The
Empowerment Theory describes a process in which people gain
understanding and control over personal, social, economic, or
political forces in order to take action to better their lives, and
it was utilized in the study by Terra [15] to focus on the impact
of community membership on education, awareness, and action
on behalf of their child and other children with disability.
Another study [20] also focused on the Empowerment Theory
and extended it into a new theory of “networked empowerment”
that describes how parents whose children have received a
special needs diagnosis find other parents, mobilize resources,
and become advocates. The fifth study [21] used the theoretical
framework of medical sociologist Aaron Antonovsky [34-36],
who was dedicated to understanding how people manage to
demonstrate resilience despite going through extremely difficult
life experiences. Antonovsky contends that the explanation is
to be found in people’s capacity to manage stressors, that is,
“demands to which there are no readily available or automatic
adaptive responses” [36].

From the reviewed literature, we noted that digital platforms
were predominantly used for information retrieval and social
support. As noted by Gunderson [21], no 2 digital platforms
were considered equivalent for deriving various types of
information by their study participants. Therefore, parents chose
to use either platform based on their respective needs. The
criteria considered necessary to facilitate the utility of platforms
were highlighted in 2 studies. According to Nicholl et al [27],
the most important attributes of platforms were relevance,
accurate and up-to-date information, trustworthiness,
recommendation by health professionals, easy-to-understand
information, helpful references, and an appealing layout.
Participants in Johnston and colleagues’ [26] study echoed
several of these factors, adding that presentation (different
languages, videos or audio recordings, pictures, easy to navigate,
and information written in easy language) and connection
functionality (blog, forum, access to professionals and other
parents, and access to owners of the website) increased the
overall utility of a platform.

The general expectation that digital platforms would have
objective, up-to-date, and vital information on conditions of

interest was emphasized by participants in several other studies
[18,20,22-24]. The types of information sought by parents
included details about services and systems available [29,30],
specialists for specific conditions [20,25], social workers [20],
and appropriate schools and childcare [23]. Parents used these
types of information to assist them in caring for their children
as well as interacting with professionals involved in their care.
They often felt empowered by the readily available information
on digital platforms. In several studies, parents particularly felt
the need to consult digital platforms soon after a diagnosis to
learn more about the condition or before an upcoming doctor’s
visit [18,20-22,27].

Digital platforms also provided a means of not only
communicating with parents familiar with the condition of
interest but also scheduling appointments with professionals,
seeking second opinions or alternative therapies [25], or
communicating with family and friends [27]. For example,
parents used websites such as CaringBridge and CarePages to
provide updates on the status of their children’s health [29].
Digital platforms such as CaringBridge and CarePages offer
the opportunity to post about the status of one’s condition with
the primary aim of assisting others frequenting these platforms.
Some parents chose to share relevant scientific research on the
condition faced by their children for the benefit of others,
especially after gaining more experience with services and
diagnoses [16].

Participants in several studies stated that digital platforms would
foster a feeling of support among the participants [18,20,22-24].
By consulting the posts by parents of children with similar
symptoms and care pathways, most parents became more
attenuated to what to expect and how best to care for their
children [25]. Moreover, some participants in a study by Ammari
and Schoenebeck [20] noted that posts from other parents (eg,
on health care services and medication, special education
services, or specially designed clothes) provided hope and
decreased their anxiety and depression after a diagnosis. Several
studies reported that parent-to-parent peer support either via
social media groups or online support groups was vital in
reducing feelings of isolation among parents of children with
special needs [15,16,19,24]. The same was true for respondents
in Gunderson’s [21] study, who reported that sole help from
health professionals proved insufficient, especially after initial
diagnosis or during the deterioration phase of a condition. Where
professionals or researchers participate in forums on digital
platforms, respondents stressed the importance of their posts
reflecting empathy [23]. In addition, humor was considered a
viable tool to minimize the emotional toll of social media posts,
according to participants in the study by Ammari and colleagues
[29].

Although digital platforms were preferred in most instances
because virtual interactions were easier to establish and manage,
some parents hoped for the development of hybrid social
connections whereby virtual relationships would translate into
occasional physical interactions [15]. In other studies [20,29],
online interactions through social media sites were reported to
facilitate social support, especially for geographically restricted
families with scarce resources in their immediate vicinities.
However, social media sites were also reported to not be
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facilitative in linking newly diagnosed individuals and their
families with experienced ones or connecting affected
individuals to others with analogous experiences [29].

Privacy and Ethical Concerns in the Use of Digital
Platforms
When using social media in the context of child disability,
privacy issues were imminent among several parents, as personal
posts relating to photos and medical questions, for instance,
were often restricted to closed groups [23,24,28]. Some studies
showed that the majority of participants preferred closed over
open online fora, such as closed Facebook groups to discuss
personal information only with members of the group [18,20,24].
Furthermore, closed Facebook pages were preferred by
participants in the study by Ammari and Schoenebeck [20] for
organizing and strategizing activities, whereas public groups
were used to advocate for perceived necessary policy changes.
While 1 study found that the number of respondents feeling
rather or very comfortable with sharing medical and personal
information in a closed group decreased when having
professionals present [24], there was a consensus in opinion
about the presence of professionals on digital platforms, as they
were considered necessary by some parents to facilitate robust
information sharing [19,24,26,29].

According to Fostervold [16], issues of conflict of interest and
privacy also arise when participants request to be “friends” with
their health professionals on social media websites. Furthermore,
possible abuse of photographs of children and medical
information was noted by 1 participant in the study by Rocha
et al [24]. Although parents reported feeling overall less judged
online than offline, they dealt with judgment online by blocking
or unfriending culprits, minimizing posts, reducing their
engagement, and even deleting the respective digital platform
account [29].

We also found that there were differences in digital platform
use according to the sociodemographics involved. For example,
the study by Tozzi and colleagues [25] found that individuals
who were younger, active on social media, and already prone
to communicating via electronic means were the most likely to
discuss information found online with physicians. Conversely,
the study by Knapp and colleagues [17] found that older
individuals, non–college-educated people, non-English speaking
people, and ethnic minorities were less likely to access
information online [17]. The same study also found that these
population groups, when compared to their reference group,
were less likely to show eHealth literacy based on the eHealth
Literacy Scale (eHEALS), a measure to evaluate the “ability to
locate, evaluate, integrate, and apply information gained from
electronic platforms” [17,37]. The language barrier of digital
platforms also prevented many parents from interacting with
and deriving optimum utility from digital platforms [26,28].

Digital platforms on which information was obscured and
difficult to find also posed a great concern for participants [18].
Additionally, the prevalence and traction of misinformation and
disinformation on digital platforms were considered particularly
problematic among participants of 2 studies [15,24].
Furthermore, the expectation for unrealistic lifestyles [15,29],
along with depressing posts [15,20,21,25], posed a mental health

worry. For some parents, the difficulty of weighing advice found
on social media information against that of professionals [15,25]
was also an issue of concern. Whereas posts linked to
government sources were deemed important to increase the
trustworthiness of information in some studies [18], other studies
found this to be insufficient and advocated for posts to include
information on the original cultural context [28].

Suggestions made in another study to increase the usefulness
of social media platforms included targeted pages to connect
children with similar ages and conditions together, consolidating
pages on similar conditions, and facilitating the online
interaction between more disease-experienced parents with less
experienced ones [29]. Finally, health apps focused on delivering
interventions were encouraged to include and prioritize social
support elements to improve their overall utility [30].

Discussion

Principal Results
The available literature shows that digital platforms used by
parents of children with disabilities predominantly included
social media but also search engines, health-related apps, and
medical websites. Information retrieval and social support
seeking were the main reasons for their utilization, with the
general expectation of finding and sharing objective, up-to-date,
and reliable information and guidance. In addition, the main
concerns for digital platform users included privacy issues and
the digital divide across sociodemographic groups, including
language barriers.

Social Support From Digital Places
In our review, most of the literature reported that parents used
commonly available social media platforms (eg, Facebook,
Twitter, Instagram) and other online forums, blogs, and
discussion boards. Social media can be defined as digital
platforms that provide users with the ability to share and discuss
information publicly and within individual peer networks [38].
As such, they offer a social component that includes
bidirectional communication among social media users that
allows for social interaction and exchange. In previous studies,
researchers recognized social media platforms as so-called
“digital places” that can be defined as socially constructed
spaces (ie, environments) with individual meaning and utility
to their users, similar to geographic places [38,39]. Following
the nomenclature of Glanz et al [40], respondents in our
reviewed studies used these digital places for informational and
emotional support. It is noteworthy that some parents felt less
charged online than offline, possibly due to the virtual character
of digital places and more options to defriend or retract from
social contacts more easily than in the physical world.
Participants in the reviewed studies expressed the general
expectation to find and share objective, up-to-date, and reliable
information and guidance, which seems to be closely related to
a feeling of empowerment. Importantly, this need for
information seems to be closely related to the need for emotional
and other forms of social support. Future research may extend
the focus on multiple dimensions of digital places—how
individual meaning and utility of these places may influence
their use in the context of disabilities in children. Furthermore,
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future research should also investigate the question of how
digital place use in this context might affect mental health and
resilience in patients and family members, especially during
the time of diagnosis and at critical events during disease
progression.

Ethical and Privacy Concerns Reported in Digital
Platform Use
Individual-level characteristics and social determinants of health
played a role in digital platform use. For example, older and
less educated individuals, as well as ethnic minorities, were less
likely to access information online compared to their younger,
college-educated, White counterparts. This finding lends itself
to the explanation that online digital platforms and resources
are not easily accessible to everyone and once more indicates
a digital divide in the context of child disability, with less access
for already vulnerable families. Our review also highlighted
that women were the respondents in most of the reviewed
studies; this may point to a gender bias, but it may also suggest
that women take over the larger care burden in families with
children living with a disability. However, it is worth noting
that the results on sociodemographics and digital platform use
were rather old, in that they were published in 2013 [25] and
2011 [17], when smartphones were not as widely used.
According to the Pew Research Center, 53% of adults in the
United States owned a smartphone in 2013 [41], and 85% owned
a smartphone in 2021 [42]. Nevertheless, our findings from
these 2 references highlight a prevalent issue where older adults
are often less likely to be familiar with the most recent social
media platforms.

From a geographic perspective, the reviewed studies derive
from many different countries, and it is unclear whether there
are patterns of digital platform use that are distinct in some
regions or others. Some of the platforms might be specifically
useful or even targeted to regional, national, or cultural
audiences, which should be investigated in future studies.

Privacy issues were raised in various studies, highlighting that
affected individuals and parents felt more confident in closed
fora and that they appreciated if professionals were verifying
the information being discussed. At the same time, there was a
desire to try to maintain a healthy distance from professionals
to discuss private issues in a safe space. This finding points to
the ambivalent relationship that parents of children with
disabilities may develop with the child’s health care providers.

No study in our review applied an experimental design involving
the evaluation of digital platforms to test for the effects of

distinct platform designs on distinct dimensions of support (ie,
emotional, informational, and instrumental support and
appraisal). This represents a significant limitation in the
available literature because it means limited evidence in this
area, as well as difficult-to-draw conclusions about the
effectiveness of these platforms beyond anecdotal accounts
from the explorative research summarized in this review. This
is particularly true for patients with NMDs on whom research
in this field seems to be widely neglected thus far despite the
severity of the diseases.

Our findings have major practical implications. Physicians and
other health care providers, health care facilities, and health
agencies should take advantage of digital platforms that provide
social interaction options to meet and empower families of
patients living with disabilities. This should be done by not only
identifying and addressing patients’ and parents’ needs before,
during, and after access but also by recognizing and correcting
any structural conditions that may affect individuals’
opportunities to use such platforms.

Limitations
Our review is biased toward high-income countries; therefore,
the relevance of the findings for use across different settings
globally is difficult to ascertain. Future studies should address
underrepresented cultural groups, languages, races, ethnicities,
and countries to broaden our understanding of social media use
in the context of pediatric diagnoses leading to disabilities and
the inequities associated with it.

Conclusions
To date, scarce scientifically sound knowledge is available on
digital platform use and needs in the context of disabling
diagnoses in children. Our study aims to help fill this gap by
highlighting which digital platforms families of children with
disabilities visit, what they seek in them, and why. Most
importantly, our findings on the privacy and ethical concerns
in the use of these platforms remind us of the role of social
determinants in shaping the magnitude of individuals’ access
to and benefit from these platforms. As families of children
with disabilities constitute an already vulnerable population,
future research should seek to identify and critically examine
the avoidable, unfair, and unjust conditions that may amplify
forms of inequities in their access to support. This can be done
by continually committing to engage a broad range of narratives,
voices, and lived experiences when conducting empirical
research on digital platform uses among parents of children
affected by disabilities.
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Abstract

Background: Digital technologies facilitate everyday life, social connectedness, aging at home, well-being, and dignified care.
However, older adults are disproportionately excluded from these benefits. Equal digital opportunities, access, and meaningful
engagement require an understanding of older adults’ experience across different stages of the technological engagement life
cycle from nonuse and initial adoption to sustained use, factors influencing their decisions, and how the experience changes over
time.

Objective: Our objectives were to identify the extent and breadth of existing literature on older adults’ perspective on digital
engagement and summarize the barriers to and facilitators for technological nonuse, initial adoption, and sustained digital
technology engagement.

Methods: We used the Arksey and O’Malley framework for the scoping review process. We searched MEDLINE, PsycINFO,
CINAHL, Web of Science, and ACM digital library for primary studies published between 2005 and 2021. The inclusion and
exclusion criteria were developed based on the Joanna Briggs Institute (participants, content, and context) framework. Studies
that investigated the digital engagement experience as well as barriers to and facilitators of older adults’ digital technology
engagement were included. The characteristics of the study, types of digital technology, and digital engagement levels were
analyzed descriptively. Content analysis was used to generate tentative elements using a congruent theme, and barriers and
facilitators were mapped over the capability, opportunity, and motivation behavior change model (COM-B) and the theoretical
domain framework. The findings were reported in accordance with the PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews).

Results: In total, 96 publications were eligible for the final charting and synthesis. Most of the studies were published over the
past 5 years, investigated the initial adoption stage of digital engagement, and focused on everyday technologies. The most cited
barriers and facilitators across the engagement stages from each COM-B component were capability (eg, physical and psychological
changes and lack of skill), opportunity (eg, technological features, environmental context, and resources), and motivation (eg,
optimism from perceived usefulness and beliefs about capability).

Conclusions: The COM-B model and theoretical domain framework provide a guide for identifying multiple and intertwined
barriers and facilitators at each stage of digital engagement. There are limited studies looking into the whole spectrum of older
adults’ digital technology experience; in particular, studies on technological nonuse and sustained use stages are rare. Future
research and practice should focus on tailored interventions accounting for the barriers to older adults’ digital engagement and
addressing capabilities, motivation, and opportunities; affordable, usable, and useful digital technologies, which address the
changes and capability requirements of older adults and are cocreated with a value framework; and lifelong learning and
empowerment to develop older adults’ knowledge and skills to cope with digital technology development.

International Registered Report Identifier (IRRID): RR2-10.2196/25616

(J Med Internet Res 2022;24(12):e40192)   doi:10.2196/40192
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Introduction

Background
Globally, remarkable progress has been made in medical
interventions, health care and technological advancement,
contributing to unprecedented decline in mortality rate and
increase in life expectancy [1]. There are currently 703 million
older adults (≥65 year), and this number is projected to double
by 2050 [2]. Harnessing the numerous potentials of rapidly
developing digital technology plays an important role in
ensuring a better and more inclusive society, better health and
social care, and economic support for the older population.
However, recent surveys have indicated that a significant
proportion of this age group has limited or no access to a range
of digital technologies [3-6]. In addition, the diversity and
quality of technology use are limited to fewer and familiar
functionalities such as communication. For example, using a
smartphone as a classic phone or for simply obtaining
information [7].

Nowadays, an increasing number of older adults are digitally
engaging and becoming competent technology users through
improved accessibility features, user-centered and
experience-based designs, and further education that equips
older adults with essential digital skills. However, there is a
long way to closing the digital divide between the ages, and the
primary technological design ethos continues to be the supply
side (digital developers’) presupposition that one size does fit
all which fails to account for older adult’s physical and mental
capability, accessibility needs, age-related changes, and lack of
skill and support [8,9].

Recently, the SARS-CoV-2 pandemic has further increased the
reliance on digital technology for everyday living, working from

home, shopping, financial transactions, e-learning,
communication, entertainment, and health service delivery (eg,
remote consultation through e-consult and e-pharmacy) [10,11].
However, lack of access, awareness, and skills exacerbated
existing digital inequality [12]. Beyond mere accessibility and
use issues, older adults' digital experience constitutes pragmatic
versus hedonic aspects, motivation based on functional, usability
and aesthetic dimensions, and emotional ambivalence [13]. The
perceived benefits of technologies in restoring autonomy, a
sense of independence, improving the quality of life [13],
decision-making [14], mobility, and social connectedness [15]
constitute a positive experience. Intrusiveness, privacy and
safety concerns, nonease of use, vulnerability, and social stigma
can be sources of mixed feelings [13].

A scoping review that captures the nature and breadth of
literature and older adults’ experiences and factors influencing
their digital engagement is pertinent and timely, given the
fast-paced nature of this discipline. A recent review to develop
a system-level framework for health technology adoption and
scale-up highlighted the importance of investigating nonadoption
and sustainability, the shortage of studies in this area, and the
role of barrier and facilitator research as an input for
organizational-level adoption [16]. Similar indications have
been made in a recent scoping review that summarized the
definition and models of technological adoption, which
underscored the importance of research that captures the entire
spectrum of the digital technology acceptance cycle, including
the continued use of technology with all its temporal aspects of
engagement and the quality of technology users’ experiences
over a long period [17,18]. This review will summarize studies
that investigated older adults’ digital engagement, including
nonuse, initial adoption, and sustained digital engagement and
the driving factors (see Textbox 1 for key concept definitions).
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Textbox 1. Definitions of key review terms.

Digital technologies

• are electronic tools, systems, devices, and resources that generate, store or process data (eg, computers, smartphones, internet, information
communication technology, video streaming, social media, internet games, multimedia, etc). Two main overarching categories of digital technology
were investigated in this review based on the scope of functionalities [13]:

• Everyday technologies include devices and services such as the internet, smartphones, computers, smart watches, messaging apps, social
media, tablets, e-banking systems, gaming, and other technologies used to support daily living [13].

• Remote or assistive care technologies use information communication technology devices and telecommunications networks to deliver
health and social care remotely, often at home or in health and social care settings. Examples include telecare, telemedicine, ehealth, mobile
health, telephone health consultations, remote monitoring technologies, and tracking technologies (alarms, sensors, fall detection devices,
and wearables).

Digital engagement level

• Older adults’ digital technology engagement or disengagement is conceptualized as a 3-staged continuum from technological nonuse and initial
adoption to sustained engagement. See the review protocol by Kebede et al [19] for details of this typology.

• Initial adoption: user decisions to accept or reject digital technology and the drivers that influence user’s adoption

• Sustained engagement: successful and maintained use of digital technologies after adoption was characterized by prolonged use of digital
technology. For example, according to Ofcom, 3 months of regular use of internet qualify the minimum sustained engagement [20].
Additionally, willingness of the user to actively engage in co-designing and cocreating processes.

• Nonuse: this will include studies that investigated technology abandonment, older adults’ perspective on nonadoption, and associated
justifications.

Theoretical Framework
We used the capability, opportunity, and motivation behavior
change model (COM-B) and theoretical domain framework
(TDF) models at the hub of the behavioral change wheel to
facilitate the synthesis of the barriers to and facilitators of digital
engagement among older adults. These frameworks are widely
used to identify salient determinants of behavior and develop
specific intervention recommendations, particularly in health
system research, health care providers and service users’
behavior [21]. Furthermore, the application in synthesizing
evidence generated using quantitative and qualitative
methodologies has increased owing to robust, structured, and
replicable nature of the models [21,22].

The COM-B and TDF models are organized into 14 constructs
and 3 main components. The physical and psychological
capability domain (skills, knowledge, memory, attention, and
decision process), the automatic and reflective motivation

domain referring to the intrinsic processes for behavior and
decision-making based on whether conscious and unconscious
cognitive processes that influence older adults’ behavior and
decisions to engage digitally were included (beliefs about
capabilities, optimism, consequences, intention, goals,
reinforcement, and emotion), and opportunity domain
(environmental context and social influence) [23]; see Figure
1 depicting COM-B and TDF behavioral change wheel.

The framework was adopted and customized to fit the purpose
of this review and map the factors influencing older adults’
digital engagement. For example, in the capability domain,
physical and psychological changes attributed to age and
aging-related processes had been included as identities that
influence digital engagement. The environmental context, which
reflects factors that are physically external to the individual, for
example, the technology-related features, was grounded in this
domain.
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Figure 1. The behavioral change wheel combining theoretical domain framework (TDF) domains and capability, opportunity, and motivation behavior
change model (COM-B) components [21,23].

Review Aim
Although our preliminary assessment indicates that there are
reviews on older adults’ digital engagement, previous reviews
have focused on the effect of technologies on specific health or
social outcomes, and there is little evidence showing the whole
spectrum of users’ experience journey throughout the
technological engagement life cycle, especially on nonuse and
sustained digital engagement [18]. Details of this engagement
typology, nonuse, initial adoption, and sustained use have been
published elsewhere [19]. In line with the mainstream
technological models, most studies and reviews have focused
on the individual motivation aspect of behavior. A
comprehensive, systematic, and robust theoretical framework
that helps understand individual motivations, abilities, and
external social, environmental, and technological factors is
required.

Therefore, in this scoping review, our aim was to map the
existing literature on older adults’digital engagement, including
technological nonuse, initial adoption, and sustained use using
COM-B and TDF models to answer the following questions:

1. What is the extent and nature of existing evidence on older
adults’ digital technology engagement?

2. What are the barriers to and facilitators of older adults’
digital engagement?

3. What are the gaps in research that can inform future
research priorities regarding older adults’digital technology
engagement?

Methods

Overview
We conducted a systematic scoping review of the literature
guided by the Arksey and O’Malley framework and recent
methodological developments to conceptually map the nature
and extent of the literature and factors influencing older adults’
digital engagement [24,25]. An extension of the PRISMA-ScR
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses extension for Scoping Reviews) was used to
present the result of the final review [26].

Eligibility
The inclusion and exclusion criteria of our scoping review were
developed based on the participants, concept, and context
guidelines of the Joanna Briggs Institute (see Textbox 2 for
summary inclusion and exclusion criteria). Primary studies
including participants with a mean age of ≥65 years that
investigated everyday technologies and remote care technologies
on nonuse, initial adoption, and sustained use of technology
were included. Peer-reviewed studies published in English and
from a global context were included in this review, whereas
anecdotal evidence, reviews, and unpublished works were
excluded.
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Textbox 2. Articles inclusion and exclusion criteria.

Eligibility criteria for the systematic scoping review

• Inclusion criteria

• Study types: any type of original published peer reviewed research paper using qualitative, quantitative, or mixed methodology

• Period: any paper published between 2005 and 2021

• Language: English

• Population: older adults with mean age of ≥65 years as study participants

• Concept: studies on digital engagement, both every day and remote care technologies, investigating experiences, use, barriers, and facilitators.

• Exclusion criteria

• Study types: systematic reviews, conference papers, protocols, case studies, opinion and editorial letters, and unpublished works

• Period: studies before 2005 and studies after 2021

• Language: any other language

• Population: studies primarily involving care givers, family members, or digital developers

Search Strategy
A comprehensive search strategy of major electronic databases
such as MEDLINE, PsycINFO, CINAHL, Web of Science,
Association of Computing Machinery Digital Library, Google
Scholar, and Library and Information Science and Technology
Abstracts was conducted to locate relevant studies (see
Multimedia Appendix 1 for a detailed search strategy). We
developed a comprehensive search strategy combining major
subject headings and free texts, and their thesaurus, plural forms,
and spellings in collaboration with an experienced university
research librarian. Other relevant studies were also identified
and included through reference checking and citation tracking.

Screening
All relevant articles identified in our search strategy underwent
2-stage screening process: title and abstract screening and
full-text screening. The Evidence for Policy and Practice
Information reviewer software (version 4; Evidence for Policy
and Practice Information and Co-ordinating Centre) was used
to facilitate the screening process. The articles were screened
against the inclusion and exclusion criteria developed by the
authors (ASK, LO, HH, and KG).

Data Charting and Analysis
We reported the study characteristics, types of digital
technologies investigated, and level of digital engagement under
investigation with numbers and percentages using frequency
tables and charts. The factors influencing older adults’ digital
engagement reported in the primary studies were extracted and
charted. The summary findings, barriers, and facilitators
identified from each included study were uploaded to the NVivo
(version 12; QSR International). Conventional content analysis
was used to determine the presence of certain sentence

fragments, words, themes, or concepts in the text and coded
into conceptually congruent categories [27]. This was done by
reading the charts from individual primary studies and coding
them line-by-line into tentative themes. We followed an iterative
process (reading, coding, and revisiting the codes) to establish
interconnections among the resultant elements and categorized
them into COM-B and TDF constructs [28].

Results

Description of Included Studies
Of the total 11,412 articles identified from our search results,
1856 (16.26%) duplicates were removed. In total, 1141 (11.94%)
full-text articles were obtained by screening the title and
abstracts of 9556 records. Finally, 8.41% (96/1141) of articles
were included in the review by assessing 1141 full-text articles
against eligibility criteria. The main reasons for exclusion were
non-English studies, published before 2005, mean age of the
study participants <65 years, and studies with insufficient
information on older adults’ digital engagement perspective
(see Figure 2 that shows the PRISMA-ScR flow diagram for
details of screening and eligible articles).

Most (61/96, 64%) of the studies were published in the last 5
years (between 2016 and 2021), and 28% (27/96) were published
between 2010 and 2015. Geographically, most of the literature
was from North America (43/96, 45%), followed by Europe
(32/96, 33%), Asia (13/96, 14%), and Australia (8/96, 8%).
Methodologically, 47% (45/96) of studies used a qualitative
method, 36% (35/96) quantitative methods, and 17% (16/96)
mixed methods. Table 1 summarizes the characteristics of the
articles included in this review (see Multimedia Appendix 2
[29-124] for details on the characteristics of the extracted
studies).
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Figure 2. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.

Table 1. Characteristics of included papers (n=96).

Studies, n (%)Key characteristics

Year of publication

8 (8.4)2005-2010

27 (28)2011-2015

61 (64)2016-2021

Study settingsa

43 (45)North America

32 (33)Europe

8 (8)Australia

13 (14)Asia

2 (2)Others

Study design

45 (47)Qualitative

35 (36)Quantitative

16 (17)Mixed method

aTwo studies were cross-continental.
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Digital Technology Engagement
Table 2 presents the specific types of digital technologies that
were investigated. Most (54/96, 56%) of the studies investigated
everyday digital technologies. Among these, 26% (14/54) of
studies investigated multiple technologies, followed by the
internet (10/54, 19%), information communication technologies
(10/54, 19%), social networking sites (7/54, 13%), and
computers (6/54, 11%). The rest 44% (42/96) of the studies,
were on remote care or assistive technologies. In this category,
telehealth or telecare and robots were investigated in 24%

(10/42) studies. Furthermore, remote monitoring technologies,
tracking technologies, mobile health, and eHealth were
investigated in 7% (3/42) of studies.

Most (57/96, 59%) of the articles investigated the initial
adoption stage of the digital engagement, followed by sustained
digital engagement (13/96, 14%). Only 2% (2/96) of the articles
studied digital technology nonuse. A significant number of
studies (24/96, 25%) investigated >1 or all engagement levels
(Table 3).

Table 2. Types of digital technology studied (n=96).

Studies, n (%)Types of digital technology

Everyday technologies (n=54)

2 (2)Mobile phones

5 (5)Gaming technologies

6 (6)Computers

7 (7)Social networking sites

20 (21)Internet or ICTa

14 (15)Multiple technologies

Remote or Assistive technologies (n=42)

1 (1)Gerontechnology

3 (3)Assistive devices

3 (3)mHealthb

5 (5)Tracking technology

7 (7)Remote monitoring

3 (3)eHealth

10 (10)Robots

10 (10)Telehealth or telecare

aICT: information and communication technology.
bmHealth: mobile health.

Table 3. Digital engagement level studied (n=96).

Studies, n (%)Levels of digital engagement

57 (59)Initial adoption

13 (14)Sustained engagement

2 (2)Nonuse

24 (25)Multiple engagement levels

Narrative Summary on the Barriers and Facilitators

Overview
A significant overlap between the barriers to and facilitators of
older adults’digital technology nonuse, adoption, and sustained
digital engagement was identified. Of the 96 included studies,
39% (37/96) of the articles reported environmental context and

resources as barriers and facilitators, followed by beliefs about
capabilities (29/96, 30%) and physical and cognitive capabilities
(26/96, 27%); social influences, beliefs about consequences,
and knowledge each were cited in >20 studies. We will present
the narrative synthesis below using the 3 stages of the
engagement continuum and finally summarize the barriers and
facilitators identified using the COM-B and TDF framework
models (see Table 4 for the summary of barriers and facilitators).
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Table 4. Summary of barriers and facilitators of older adults’ digital engagement.

FacilitatorsBarriersTDFb domainsCOM-Ba

Skills (n=13)Physical capability
and psychological
capability

• Familiarity and experience [36-39]• Difficulty in navigating and maintaining digital tech-
nologies [29,30] • Interpersonal dynamics and skills [40]

• Difficult to discover, locate, and use accessibility
features [31]

• Skill to manipulate accessibility fea-
tures [31,41]

• Difficulty in finding information on website [32]
• Lack of training and lack of digital competency and

technical skills [33-35]
• Mismatch between materiality and capability [33]

Knowledge (n=23)Physical capability
and psychological
capability

• Awareness of the digital technology
existence [33]

• Digital illiteracy [32,42,43]
• Limited exposure to modern digital technologies

[29,44] • Prior knowledge [37,54]
• Unaware of existing digital technology [31,45-47] • Previous history or have heard stories

of fall [55]• Lack of operational or technical knowledge
[36,44,48,49] • Adequate trainings [44,52,56-58]

• Lack of instruction and assistance [50,51] • Availability of written guide [48]
• Understanding of what information the system collects

and how it is communicated [52]
• Knowledge of accessibility futures, for

example, how to adjust font size [31]
• Language barriers [53]

Physical and cognitive
identity (n=26)

Physical capability
and psychological
capability

• Higher subjective well-being [67]• Old age-related perceptions of ability changes
[31,44,59] • Good physical functions [51,68,69]

• Health-related barriers [39,50,60-62] • Higher cognitive functions [70]
• Reduced sensory perception or physical (impaired

vision, hearing, and dexterity) and cognitive limita-
tions (memory loss and forgetfulness)
[29,33,36,37,39,43,44,48,49,51,53,55,63-66]

• Inactive lifestyle [51]

Beliefs about capabili-
ties (n=29)

Reflective motiva-
tion

• Positive attitude to oneself [44]• Perceived difficulty [71]
• •Inability to upgrade software [53] Willingness to learn or adopt technolo-

gy [36,50,76]• Inability to attach wearable chips [29]
• Use of digital technologies at work

[77]
• Perceived lack of digital technology competence [34]
• Performance or effort expectancy [72]

• Self-efficacy, self-confidence, and self-
esteem [39,44,65,72,78-81]

• Lack of confidence and self-efficacy [37,43,73-75]

• Higher educational status
[68,69,82,83]

• Perceived ease of use
[36,38,39,78,84-86]

Optimism (n=21)Reflective motiva-
tion

• Technological optimism [90,91]• Comparison oneself with younger generation and
feeling of inadequacy [47,50] • Perceived digital technology benefits

[43,84,90,92-95]• Failing to meet perceived need or lack of relevance
[40,45,87,88] • Positive technological experience [37]

• Aversion and limited or lack of interest [37,43-45,51] • Availability of need-based trainings
[93]• Pre-established negative attitudes [34,56,89]

• Curiosity [37]• Technophobia [32]
• Enthusiastic attitude [91]

Beliefs about conse-
quence

(n=24)

Reflective motiva-
tion

• Ability to regulate internet identity
[96]

• Intrusiveness: privacy [34,44,61,63,74,96-100], safety
[32,45], and security concerns [37,43,73]

• •Mistrust [54,64] Interactive features that give timely
and tailored feedback [101]• Perceived lack of benefits [101]

• Reduced isolation or connectedness
[61,76]

• Lack of reliability and uncertainty about the reliability
[32,66,85,87]

• Ability to monitor health [87,88]• Lack of accountability related to remote care technolo-
gies [32] • Positive health-seeking behavior [37]

• Fear of addiction or habit forming nature especially
with internet-based digital technologies [64,102]

—cIntention (n=1)Reflective motiva-
tion

• Higher intentions to use digital tech-
nologies [84]
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FacilitatorsBarriersTDFb domainsCOM-Ba

• Independence and sense of autonomy
[55,56,102]

• Perceived playfulness and the fun asso-
ciated with digital technology [38,92]

• Goal-monitoring ability [85]
• Sense of connection or connectedness

and interaction [104]
• Way of keeping in touch with family

and friends [74]

• Preference to spend time on family and other valuable
activities [103]

Goals (n=9)Reflective motiva-
tion

• Convenience: technologies which
makes activities easier and faster
[32,40]

• Received a tailored and personalized
support and trainings
[39,43,44,63,68,76]

• Safe learning environment (accessible,
appropriately placed, inclusive, one-
to-one and personalized support)
[76,81]

• Technologies that can be customized
to older adults needs, abilities and
preferences [33,76]

• User satisfactions [106]

• Poor instructions [51,105]
• Preference for inactive lifestyle at old age (satisfied

with current activity performance) [51]

Reinforcement (n=13)Automatic motiva-
tion

• Digital shopping assistant with social
assistant style or reciprocity, conversa-
tional [109]

• Mismatched appearance vs robot at-
tributes such as voice and facial expres-
sions [110]

• Robots with certain enjoyment and at-
tractiveness [110]

• Enjoyable games [78]

• Fear and frustration from digital technologies complex-
ity [43,44,47,62,64,71,73,87]

• Fear of withdrawal from face-to-face input from their
physician [80,107]

• Fear owing to lack of knowledge [36]
• Lack of emotional reciprocity [108]
• Digital shopping assistant with digital assistant style

or task oriented or formal [109]

Emotion (n=15)Automatic motiva-
tion

• Technological factors

• Ease of use and simplicity [32,40,63]
• Simple log procedure [85]
• Quality of outputs (quality videos, au-

dios, and text) [77]
• Waterproof [51]
• Sleep-tracking ability [51]

• Touch screen [38]
• Connectivity [40]
• Audible feedback [36,66]
• Automated call [55]
• Large icon and display [36]
• Instant feedback [36]
• Alarms and reminder future [49]
• Accessibility features such as font ad-

justment [76]
• Remote technologies integrated within

mainstream technologies, for example,
fall detection devices integrated with
cell phones [55]

• Environmental factors

• Older adults’ digital technology own-
ership (owning computer, smartphone,
broadband etc) [116]

• Free of charge, financial incentives
[77]; affordable [55,117]; provided
through existing financial schemes (eg,
insurance) [55]

• Technological factors

• Perceived or actual complexity of technology
[30,41,44,45,85]

• Lack of user friendliness [75]
• Technologies without adaptive design features [44]

• Poorly designed user interfaces [36]
• Having to charge devices many times (battery life)

[55]
• Poor output quality [77], poor video and audio quality

[111], small size of icons and texts [36], and color
[53]

• Device malfunction and slow and repeated freezing
[29,45,48,112]

• Require captcha [41]
• Relentless pace of digital technology development

[66]
• Suboptimal performance [75]
• Inaccurate measurement and technologies with non-

standard scales [75,113]
• Lack of technological aesthetic values, for example,

wearables [45]

• Environmental factors

• Physical infrastructure access [54]
• Economic barriers and financial limitation [30]
• Cost: direct

[36,37,42,44-46,51,53,63,66,67,69,73,84,101,114]
and opportunistic cost associated with technologies,
electrical consumption [115], and cost related to
maintenance [100]

Environmental con-
text and resources
(n=37)

Physical opportuni-
ty and social oppor-
tunity
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FacilitatorsBarriersTDFb domainsCOM-Ba

Physical opportuni-
ty and social oppor-
tunity

• Digital kinship and maintaining social
connection [88,107]

• Formal or informal social engagements
[79]

• Peer or family support availability
[41,51,66,80,93,96]

• Having someone around to help in the
house [55]

• Encouragement and recommendation
by physicians or nurses to use digital
technology [73,77,107]

• Perceived isolation or helplessness [55]; loss of social
contact [47]; living alone [55,68]; lack of social assis-
tance [44,47,74,82]

• Digital alienation and social disapproval [98]
• Negative learning experience (isolating and insulting

learning environment; facilitators’ judgemental atti-
tudes [76]

• Stigma from wearing wearables (alarm going in pub-
lic) [29,45,55,98]

• Perceptions of prejudice and discrimination or stigma
from sense of powerlessness and dependency
[44,78,90,98]

• Care through intergenerational support [57]
• Cultural expectations (mothers do not call; instead,

children have to call) [40]
• Cold and shallow forms for digital communications

for gossip and self-obsessiveness [34]

• Social influences
(n=25)

aCOM-B: capability, opportunity, and motivation behavior change model.
bTDF: theoretical domain framework.
cNot available.

Technological Nonuse
There is a research gap regarding technological nonuse. Only
2 studies have investigated the determinants of technological
nonuse among older adults as a primary outcome [34,103]. The
remaining studies investigated nonuse as a secondary outcome
or as a comparator to use. Older adults’ motivation and attitude
play a significant role in their decision to reject digital
technology. A study reported nonuse among older adults as
justified rejection [103]. Some of these justifications were based
on value judgments and the inability to foresee the relevance
of the technology [33,45,103].

The perception of old age as an identity, that is, not identifying
oneself as an old person was indicated as a reason to disengage,
particularly from technologies designed for this specific
demographic group [103]. For example, wearables such as fall
detection devices and remote trackers, can comport a sense of
dependency. Furthermore, having an unfavorable attitude toward
digital technology formed by past personal experiences of
privacy and safety concerns were found to be important factors
for technological nonuse [33,89,102]. The lack of meaningful
involvement in decision-making regarding use, data, privacy,
and security contributed to the nonuse of digital technology.
For example, studies on remote monitoring technology have
indicated that users are not well informed about how and by
whom their data will be handled [52,111].

Initial Adoption
Physical and cognitive capability changes have been reported
to influence older adults’ initial adoption of digital technology.
These changes include reduced or loss of sensory perception
(visual and hearing), impaired dexterity, and impaired cognitive
function [29,33,36,37,39,43,44,48,49,51,53,55,63-66]. These
changes cause a mismatch between the capabilities and
materiality of technology. Meanwhile, greater subjective
well-being, “good” physical function, and higher cognitive

function facilitate better initial technological engagement
[51,67-70].

Knowledge and skills in operating digital technologies were
another widely reported capability theme [29,30,34]. Familiarity
with digital technologies through a work context and subsequent
skill acquisition facilitate initial adoption [36-39]. Attaining
digital competence among older adults was highly dependent
on awareness of existing technology and availability of support
and instruction [32,33,36,37,42-44,48,49,53]. Personalized
training, availability of written guidelines, and opportunities
for need-based learning in a safe environment have been
reported to facilitate skill acquisition and initial digital
engagement [44,48,71,76,85]. A safe environment for learning
characterized by accessible, appropriately placed, inclusive,
one-to-one, personalized support geared toward one’s ability
and preference empowered and facilitated digital technology
adoption by older adults [50,51,76,81]. Discouraging learning
environment characterized by features such as judgmental
delivery, isolating, and insulting impersonalized, fast-paced,
and incomprehensible jargons were reported as barriers [76].

Studies have reported technological features that are unmatched
with older adults’ physical capabilities as barriers to digital
engagement. Some of the mismatches include poor sound quality
and impaired hearing, small text font or icons size and impaired
vision, and difficulty maneuvering buttons, and deteriorating
dexterity [55]. These factors were found to be particularly
significant in speech- and alarm-based technologies, such as
fall detection devices and remote monitoring technologies
[55,93]. Poorly designed user interfaces that are difficult to
interact with due to the requirement of several factor
authentications and inputs, slow and freezing, [30,36,48] poor
connectivity [112], and lack of notification system [30] were
identified as barriers to digital engagement among older adults.
By contrast, simple login procedures, accessible, customizable
and easy access technologies, including large displays, touch
screens, high-definition sound and pictures, high-quality outputs
and the ability to give printouts to facilitate engagement
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[31,38,41,84,85,113,116]. Automated technologies with instant
feedback and interactive features; and the ability to track
performance were received more favorably [55,84,90,101].

Few studies have discussed the peculiar features of the
technologies used in health and social care settings. Lack of
communication support among the users, technology, and health
care providers; biomedical parameters including vital signs
presented on nonstandard scales; and lack of professional
interpretation of those parameters were reported as barriers to
digital engagement [113]. False alarms from fall detection
devices and remote monitoring technologies and the associated
stigma and discrimination from wearing wearables were also
mentioned as barriers [29,45,55,118].

Social influence, recommendation and support from relations,
plays a pivotal role in digital technology adoption among older
adults. A recommendation received from someone trusted, for
example, doctors, nurses, and family members, influenced older
adults’ intention to adopt or reject digital technology [36,84].
Furthermore, the constant support with technical difficulty by
having someone around was found to facilitate internet and
social network technology adoption [68,106,116]. Studies on
assistive technology have reported that perceived isolation or
lack of companionship or living alone increases acceptance
[33,55]. Interpersonal skills facilitate greater engagement in
web-based communication [40].

Older adults’ attitudinal factors toward digital technologies,
such as perceived difficulty, self-efficacy, and benefits were
important motivation-related determinants [34,56,89]. The
perception that digital technology is not appropriate for older
adults was reported to be a barrier to engagement [47,50,71].
Lack of confidence and interest, aversion and skepticism toward
digital technology, and lack of relevance or necessity to adopt
digital technology were salient barriers that hinder older adults’
motivation to engage digitally [37,43,73-75]. Awareness of the
perceived benefits such as expedited health care [63],
information that allows for goal setting and goal monitoring
[85], the opportunity for self-development (skills, esteem, and
identity) [78,119], previous history of fall [55], improved task
performance [44], and social connectedness [103] were among
the main motivational reasons for older adults to digitally
engage.

The fear of digital technology intrusiveness was cited several
times as a barrier to adopting digital technology
[34,44,61,63,74,96-99]. Safety concerns, security, and mistrust
are common reasons for digitally disengaging, particularly, in
web-based digital technologies [44,50,63,96,111]. In addition,
fear of web-based scammers or impersonators was identified
as a salient barrier to digital engagement [64]. Furthermore, fear
and frustration from the amount of distraction from repetitive
and redundant adverts was mentioned [96]. Studies have shown
older adults’ preference for social interaction with value (eg,
intentional and meaningful activities, such as family or exercise)
instead of web-based interactions with extended social network
[34,45].

Sustained Digital Technology Engagement
There were many commonalities between the barrier and
facilitator themes on digital technology adoption and sustained
digital engagement [45,52,102,111]. Technological features
that are simple and customizable to older adults’needs facilitate
sustainable, better and prolonged engagement [38]. Features
that require multiple inputs and multi-factor authentication that
could be inaccessible to older adults discourage sustained
engagement [45,48,76,96]. High output quality of digital
technology, such as voice, picture, sound, and other outputs,
was found to be equally necessary for sustained engagement
[53]. For web-based technologies, slow and freezing interfaces
led to dissatisfaction and frustration [48].

Sustained use, according to many studies, was highly dependent
on the perceived self-efficacy of individuals [81]. Confidence
was affected by knowledge of the technology, experience and
familiarity, and willingness and ability to learn [37,68,79,120].
Studies also reported technologies addictive features and
repetitive distractions were among the barriers to long term
technology use [45,96,102]. Safety concerns, security, and
mistrust are common privacy issues associated with web-based
digital technologies [50,96].

Discussion

Principal Findings
This scoping review provides a synthesis of the literature on
older adults’experiences and facilitators of and barriers to digital
engagement. We conceptualized digital technology engagement
as a three-stage continuum (nonuse, initial adoption, and
sustained use) to capture the entire range of individuals’
experiences from technology abandonment and acceptance to
actual and continued use. A process predicated on ongoing
negotiations or renegotiations and nonlinear progression between
stages. Our review included 96 primary studies exploring a
range of everyday and remote care technologies and
demonstrated the complexity and multiple intertwined factors
at personal, sociocultural, and environmental levels influencing
digital engagement among older adults. We mapped these factors
over the COM-B and TDF behavioral change models to facilitate
articulation and provide a basis for future interventions that
improve digital engagement among older adults. Environmental
context and resources, beliefs about capabilities, and physical
and cognitive capabilities were the most cited factors across the
engagement stages. There is little research on the nonuse and
sustained-use stages, as most studies in our review investigated
the initial adoption stage of digital engagement.

Comparison With Prior Works
One central theme across engagement stages was older adults’
digital knowledge and skill capabilities [29,30]. Over the past
years, older adults’ digital competence, access to digital
technology, and interest in further education have significantly
improved [5,125]. However, a significant proportion of older
adults have insufficient or lack the required digital skills. For
example, only 1 in 4 European older adults have basic digital
skills [126]. According to the European Union (EU) digital
competence framework, digital literacy comprises 5 indicators:
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information and data literacy, communication and collaboration,
digital content creation, safety, and problem-solving [127]. Such
guidelines with broader definitions and detailed outlines of
digital skills could help guide the development of curricula to
equip older adults with essential basic digital skills. Innovative
and interactive practical learning delivery modalities, for
example, web-based learning and digital games, could be used
[121]. Although older adults’ digital skills reflect familiarity
and varying levels of exposure through education or work
contexts in the past, the changing requirements related to
capability, as well as rapid technological development,
necessitate continued training and support.

Not surprisingly, the costs of procuring and maintaining
technology and indirect costs (eg, electricity consumption) were
cited several times as barriers to older adults’digital engagement
[36,44,67,73,84,101]. This aligns with previous reviews that
low income predicts low technology ownership and low access
to quality support and digital engagement in general [128,129].
For example, Choi et al [130] reported a strong correlation
between discontinuing internet use and low income among
homebound older adults. “Digital poverty,” that is, inability to
fully use available digital platforms owing to lack of finance,
access (eg, geographic exclusion) and lack of skill, is a growing
practical and policy concerns even among economically
developed countries. According to the recent report from the
United Kingdom House of Commons, a significantly lower
proportion of households with income between £6000 and
£10,000 “GBP £1 (US $1.42) have home internet access
compared with those households who earn £40,000 and above
(51% vs 99%); this divide has even worsened during the
COVID-19 pandemic with the increasing hybrid ways of coping
[131].

Our review demonstrated that the usability of technology is
highly dependent on its material features (physical property,
functionality, and interoperability). Previous studies have
reported that older adults find it cumbersome when technologies
have multiple buttons, multi-factor authentications, poor quality
user interfaces, and outputs [30,41,44,45,85]. These difficulties
could emanate from the inherent complexity of technologies,
design failures, or lack of necessary training and skill sets to
operate technology. However, it is noteworthy to understand
the extreme heterogeneity in older users’ experience,
background, and diversity of applications and to take a
precautionary approach when making a technological design
recommendation based on barriers and facilitator studies.
Continued efforts to strike a balance between usable, enjoyable,
and secure technologies through value-based design ethos that
considers older adults’ physical, psychological, and contextual
needs must be promoted. This includes accessibility features
that allow older adults to customize technology according to
their needs.

We found that fear of safety and invasion of privacy were
barriers to digital engagement and a growing concern among
older adults, regulatory bodies, and researchers [52]. This was
in line with previous findings on the growing digital distrust
and apprehension among users owing to technology
intrusiveness; increased web-based activities; use of personal
data for health and financial reasons; increasing number of data

breaches; data monetization; and lack of transparency on why,
how, and by whom data will be handled [52,111]. Privacy
regulations such as the EU General Data Protection Regulation
have improved the privacy accountability of suppliers and raised
users’ awareness of their privacy rights [132]. However, older
adults’ awareness and proactive prevention of personal data are
significantly lower than those of their younger counterparts
[133]. Addressing these serious concerns requires cross-cutting
interventions that ensures older adults’ empowerment,
simultaneously strengthening legal frameworks and institutions
and cross-sectoral partnerships. For example, regulatory bodies
need to capitalize on and constantly update existing privacy
regulations to enforce and protect individuals. In addition,
concerned stakeholders need to provide continuous education
on safety, privacy rights, and regulations that will improve the
older adults’ privacy efficacy, privacy concerns, and trust of
older adults. Businesses and service providers also need to play
their part in implementing privacy regulations, establishing a
clear communication protocol and transparency. Although this
will primarily benefit users, recent reports have indicated that
firms with effective privacy protection systems have a
significantly higher return on investment; “beyond meeting
compliance requirement-good privacy is indeed good for
business and individuals” [134].

Digital technology takes on multiple explicit and implicit
meanings for its users. In line with previous studies, our review
demonstrated the role of technology in promoting active and
independent living and enhanced personal autonomy, power,
and control [96,113,119]. However, technology could also imply
a sense of dependency and decline contrary to the primary
purpose of promoting independence [28]. For example, studies
have reported assistive technologies symbolizing an image of
“being old” opposite to the desired or ideal self-image perceived
by older adults and could be associated with agist stigma and
discrimination. This apparent latent tension between the
individual’s identity and perception of society aligns with the
mainstream identity theory that describes the role of self-image
and the perception of others in individuals’ decisions [135].
These symbolic properties and their influence on the adoption
or rejection of technology need further research.

The COM-B and TDF mapping in our review ensured that a
wide range of emergent determinants were explored. These
comprehensive frameworks cover intrinsic factors pertaining
to individuals’ abilities and motivations and extrinsic factors
related to social, technological, and environmental factors. These
factors can be used by researchers, technology developers,
caregivers, and program implementors to inform the
development of implementation models for optimal digital
engagement among older adults. Previous studies have given a
tremendous emphasis on the individual motivational aspect of
behavior, including beliefs about consequences and beliefs about
capabilities, such as perceived usefulness and ease of use
[42,136]. These themes have been widely explored in previous
technological acceptance models and theories and have attracted
considerable interest for research [44,80,84,92]. However,
looking beyond motivation and addressing all other moderating
factors are required to close the digital divide between age
groups.
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Future Directions
This review highlights several areas that require further research.
First, research needs to move beyond the prevailing focus of
the classic technological acceptance models and theories on
initial adoption and individual motivational factors. Accordingly,
conceptualizing digital engagement as a continuum instead of
a one-time decision could help understand individuals’ journeys
holistically, the impacts of disengagement on well-being, and
how it marginalizes older adults. Second, there is a need for a
standard definition and validated measuring tools for the nonuse
and sustained-use stages of digital engagement. Third, theorizing
older adults’ digital technology nonadoption, uptake, and
continued engagement using in-depth and contextually situated
methodologies is needed. Such theorizing from older adults’
experiential accounts could help illuminate the meaning of
technology; the interaction between the material and symbolic
properties of technology; digital engagement meanings on
identity, interpersonal relations, capabilities, motivations, affect,
and emotions; and how all these influence adoption, decisions,
dignity, and well-being.

Strengths and Limitations
This review followed a systematic approach to review evidence
on digital technology engagement of older adults, which
included identifying review questions, comprehensive search
across all major databases for technology and health, application
of explicit inclusion and exclusion criteria, use of a systematic
and structured theoretical framework to map out the evidence,
and synthesis of the findings. However, this review has several
limitations. First, only studies published in English were
included, and most of the studies were from North America
(43/96, 45%) and Europe (32/96, 33%), which might affect the
transferability and coverage of the identified literature. Second,
in this review, we sought to understand the barriers to and
facilitators of overall digital engagement instead of
technology-specific engagements and might have missed the
nuanced variations. Third, the sustained digital engagement

stage is not a well-defined research outcome and a consensus
on its definition has yet to be reached. To ascertain what studies
could fall under this category, we followed either the description
in the primary studies if they explicitly declared that they were
investigating the sustainability of digital use, or we ascertained
through careful reading of the description of the study to see
whether sustained use over a significant time was one of the
objectives or implicated in the study. Finally, we did not hold
a formal stakeholder consultation because of time and resource
constraints. Instead, the findings of this review have been widely
discussed in a consortium and many conferences and other
informal gatherings involving older adults.

Conclusions
The digital engagement of older adults can be conceptualized
as a three-stage continuum (nonuse, initial adoption, and
sustained use) and a negotiated process possessing acceptance,
rejection, and temporal characteristics. Little research has been
conducted on nonuse and sustained engagement stages. Most
studies in this review investigated the initial adoption stage.
Using the COM-B and TDF models enabled us to identify a
wide range of salient intrinsic and extrinsic determinants across
engagement stages. Considering the barriers identified, including
but not limited to the changing capability requirements, cost,
access to technology, safety and privacy concerns, and design
stereotypes and assumptions, could improve older adults’digital
experiences, facilitate better digital engagement, and optimize
future digital interventions and scale-up. Furthermore,
empowering older adults with digital skills through a
learner-centered approach on a need-to-know basis should be
promoted. Future research aimed at understanding older adults’
everyday world of experience, the meaning of digital
technologies, and how they cope with this fast-paced digital
development is critical for promoting meaningful digital
engagement. The range of contexts and values, which older
adults avoid, adopt, or continue to use, in digital technology
and standardized tools that measure these outcomes require
further research.
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Abstract

Background: Obesity is a leading cause of preventable death worldwide. Artificial intelligence (AI), characterized by machine
learning (ML) and deep learning (DL), has become an indispensable tool in obesity research.

Objective: This scoping review aimed to provide researchers and practitioners with an overview of the AI applications to obesity
research, familiarize them with popular ML and DL models, and facilitate the adoption of AI applications.

Methods: We conducted a scoping review in PubMed and Web of Science on the applications of AI to measure, predict, and
treat obesity. We summarized and categorized the AI methodologies used in the hope of identifying synergies, patterns, and trends
to inform future investigations. We also provided a high-level, beginner-friendly introduction to the core methodologies to facilitate
the dissemination and adoption of various AI techniques.

Results: We identified 46 studies that used diverse ML and DL models to assess obesity-related outcomes. The studies found
AI models helpful in detecting clinically meaningful patterns of obesity or relationships between specific covariates and weight
outcomes. The majority (18/22, 82%) of the studies comparing AI models with conventional statistical approaches found that the
AI models achieved higher prediction accuracy on test data. Some (5/46, 11%) of the studies comparing the performances of
different AI models revealed mixed results, indicating the high contingency of model performance on the data set and task it was
applied to. An accelerating trend of adopting state-of-the-art DL models over standard ML models was observed to address
challenging computer vision and natural language processing tasks. We concisely introduced the popular ML and DL models
and summarized their specific applications in the studies included in the review.

Conclusions: This study reviewed AI-related methodologies adopted in the obesity literature, particularly ML and DL models
applied to tabular, image, and text data. The review also discussed emerging trends such as multimodal or multitask AI models,
synthetic data generation, and human-in-the-loop that may witness increasing applications in obesity research.

(J Med Internet Res 2022;24(12):e40589)   doi:10.2196/40589

KEYWORDS

artificial intelligence; deep learning; machine learning; obesity; scoping review

Introduction

Background
The double burden of malnutrition, characterized by the
coexistence of overnutrition (eg, overweight and obesity) and
undernutrition (eg, stunting and wasting), is present at all levels

of the population: country, city, community, household, and
individual [1]. Obesity is a leading cause of preventable death
and consumes substantial social resources in many high-income
and some low- and middle-income economies [2]. Worldwide,
the obesity rate has nearly tripled since 1975 [3]. In 2016, 13%
of the global population, or 650 million adults, were obese [4].
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More than 340 million children and adolescents aged 5 to 19
years and 39 million children aged <5 years were overweight
or obese [4]. By 2025, the global obesity prevalence is projected
to reach 18% among men and 21% among women [5].

Health data are now available to researchers and practitioners
in ways and quantities that have never existed before, presenting
unprecedented opportunities for advancing health sciences
through state-of-the-art data analytics [6]. By contrast, dealing
with large-scale, complex, unconventional data (eg, text, image,
video, and audio) requires innovative analytic tools and
computing power only available in recent years [7,8]. Artificial
intelligence (AI), characterized by machine learning (ML) and
deep learning (DL), has become increasingly recognized as an
indispensable tool in health sciences, with relevant applications
expanding from disease outbreak prediction to medical imaging
and patient communication to behavioral modification [9-14].
Over the past decade, an upsurge of the scientific literature
adopting AI in health research has been witnessed [15,16]. These
investigations applied a wide range of AI models: from shallow
ML algorithms (eg, decision trees (DTs) and k-means clustering)
and deep neural networks [17] to various data sources (eg,
clinical and observational) and types (eg, tabular, text, and
image) [18]. This boom in AI applications raises many questions
[19-21]: How do AI-based approaches differ from conventional
statistical analyses? Do AI techniques provide additional benefits
or advantages over traditional methods? What are the typical
AI applications and algorithms applied in obesity research? Is
AI a buzzword that will eventually fall out of fashion, or will
the upward trend of AI adoption to study obesity continue in
the future?

Synthesizing and Disseminating AI Methodologies
Adopted in Obesity Research
Three previous studies reviewed the applications of AI in weight
loss interventions through diet and exercise [22-24]. They found
preliminary but promising evidence regarding the effectiveness
of AI-powered tools in decision support and digital health
interventions [22-24]. However, to our knowledge, no study
has been conducted to summarize AI algorithms, models, and
methods applied to obesity research. This study remains the
first methodological review on the applications of AI to measure,
predict, and treat childhood and adult obesity. It serves 2
purposes: synthesizing and disseminating AI methodologies
adopted in obesity research. First, we focused on summarizing
and categorizing AI methodologies used in the obesity literature
in the hope of identifying synergies, patterns, and trends to
inform future scientific investigations. Second, we provided a
high-level, beginner-friendly introduction to the core
methodologies for interested readers, aiming to facilitate the
dissemination and adoption of various AI techniques.

Methods

The scoping review was conducted in accordance with the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
guidelines [25].

Study Selection Criteria
Studies that met all of the following criteria were included in
the review: (1) study design: experimental or observational
studies; (2) analytic approach: use of AI, including ML and DL
(ie, deep neural networks), in measuring, predicting, or
intervening obesity-related outcomes; (3) study participants:
humans of all ages; (4) outcomes: obesity or body weight status
(eg, BMI, body fat percentage [BFP], waist circumference [WC],
and waist-to-hip ratio [WHR]); (5) article type: original,
empirical, and peer-reviewed journal publications; (6) time
window of search: from the inception of an electronic
bibliographic database to January 1, 2022; and (7) language:
articles written in English.

Studies that met any of the following criteria were excluded
from the review: (1) studies focusing on outcomes other than
obesity (eg, diet, physical activity, energy expenditure, and
diabetes); (2) studies that used a rule-based (hard-coded)
approach rather than example-based ML or DL; (3) articles not
written in English; and (4) letters, editorials, study or review
protocols, case reports, and review articles.

Search Strategy
A keyword search was performed in 2 electronic bibliographic
databases: PubMed and Web of Science. The search algorithm
included all possible combinations of keywords from the
following two groups: (1) “artificial intelligence,”
“computational intelligence,” “machine intelligence,” “computer
reasoning,” “machine learning,” “deep learning,” “neural
network,” “neural networks,” or “reinforcement learning” and
(2) “obesity,” “obese,” “overweight,” “body mass index,”
“BMI,” “adiposity,” “body fat,” “waist circumference,” “waist
to hip,” or “waist‐to‐hip.” The Medical Subject Headings
terms “artificial intelligence” and “obesity” were included in
the PubMed search. Multimedia Appendix 1 documents the
search algorithm used in PubMed. Two coauthors of this review
independently conducted title and abstract screening on the
articles identified from the keyword search, retrieved potentially
eligible articles, and evaluated their full texts. The interrater
agreement between the 2 coauthors was assessed with Cohen
kappa (κ=0.80). Discrepancies were resolved through discussion.

Data Extraction and Synthesis
A standardized data extraction form was used to collect the
following methodological and outcome variables from each
included study: authors; year of publication; country; data
collection period; study design; sample size; training, validation,
and test set size; sample characteristics; the proportion of female
participants; age range; AI models used; input data source; input
data format; input features; outcome data type; outcome
measures; unit of analysis; main study findings; and implications
for the effectiveness and usefulness of AI in measuring,
predicting, or intervening obesity-related outcomes.

Methodological Review
We classified AI methodologies adopted by the included studies
into 2 primary categories: ML and DL models. Among the ML
models, methods were organized into 2 subcategories:
unsupervised and supervised learning. Among the DL models,
methods were classified into 3 subcategories: tabular data
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modeling, computer vision (CV), and natural language
processing (NLP). Rather than enumerating every single model
performed by the included studies, which is unnecessary and
unilluminating, we focused on the popular models used by
multiple studies.

Results

Identification of Studies
Figure 1 shows the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) flow diagram. We

identified a total of 3090 articles through the keyword search,
and after removing 499 (16.15%) duplicates, 2591 (83.85%)
unique articles underwent title and abstract screening. Of these
2591 articles, 2532 (97.72%) were excluded, and the full texts
of the remaining 59 (2.28%) were reviewed against the study
selection criteria. Of these 59 articles, 13 (22%) were excluded.
The reasons for exclusion were as follows: no adoption of AI
technologies (1/13, 8%), no obesity-related outcomes (11/13,
85%), and commentary rather than original empirical research
(1/13, 8%). Therefore, of the 3090 articles identified initially
through the keyword search, 46 (1.49%) were included in the
review [26-71].

Figure 1. Identification of studies via databases and registers.

Study Characteristics
Table 1 summarizes the key characteristics of the 46 included
studies. An increasing trend in relevant publications was
observed. The earliest study included in the review was
published in 1997; others were published in, or after, 2008; for
example, 2% (1/46) each in 2008, 2012, and 2017; 4% (2/46)
each in 2014 and 2016; 7% (3/46) each in 2009 and 2015; 9%
(4/46) in 2018; 15% (7/46) in 2019; 20% (9/46) in 2020; and
26% (12/46) in 2021. Of the 46 studies, 16 (35%) were
conducted in the United States [28,32,33,37,42,46,48,
50-53,57,58,60,62,63]; 6 (13%) in China [39,40,45,56,64,65];
3 (7%) each in the United Kingdom [27,68,69] and Korea
[35,43,49]; 2 (4%) each in Italy [36,71], Turkey [41,70], Finland
[44,59], Germany [54,55], and India [36,71]; and 1 (2%) each

in Saudi Arabia [26], Iran [67], Serbia [66], Portugal [61], Spain
[47], Singapore [38], Australia [34], and Indonesia [29]. Of the
46 studies, 32 (70%) adopted a cross-sectional study design
[26,27,29-32,37,39-42,46-50,52,55-58,60-63,65-71], 7 (15%)
a prospective study design [28,33,38,43,45,54,59], 6 (13%) a
retrospective study design [34-36,51,53,64], and 1 (2%) a cotwin
control design [44]. Sample sizes varied substantially across
the included studies, ranging from 20 to 5,265,265. Of the 46
studies, 7 (15%) had a sample size of between 20 and 82; 11
(24%) between 130 and 600; 19 (41%) between 1061 and 9524;
6 (13%) between 16,553 and 49,805; 2 (4%) between 244,053
and 618,898; and 1 (2%) study had a sample size of 5,265,265.
Of the 46 studies, 23 (50%) focused on adults, 14 (30%) on
children and adolescents, 1 (2%) on people of all ages, and the
remaining 8 (17%) did not report the age range of participants.
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Table 1. Characteristics of the studies included in the review.

AIa modelAge
(years)

Female
participants
(%)

Sample character-
istics

Validation
set size;
test set size

Train-
ing set
size

Sample
size

Study designData collec-
tion period

CountryAuthors, year

NNc

(AIMd ab-
ductive)

≥20N/AbPatientsN/A; 3008001100Cross-sec-
tional

1995Saudi Ara-
bia

Abdel-Aal and
Mangoud
[26], 1997

Fuzzy c-
means

Mean
52
(SD
16)

N/AParticipants with
varying levels of
obesity

N/AN/A20Cross-sec-
tional

N/AItalyPositano et al
[71], 2008

LRe, MLPfN/AN/AParticipants with
different ranges
of obesity

N/A; 414182Cross-sec-
tional

N/ATurkeyErgün [70],
2009

SVMgN/AN/APatientsN/AN/A507Cross-sec-
tional

N/AUnited
Kingdom

Yang et al
[69], 2009

NBh,

SVM, DTi,
NN

Birth
to 3

N/AChildrenN/A; 546211,09116,553Cross-sec-
tional

1988 to
2003

United
Kingdom

Zhang et al
[68], 2009

NN, LRMean
34.4

N/AHealthy military
personnel

N/A; 104248414Cross-sec-
tional

2010IranHeydari et al
[67], 2012

(SD
7.5)

NN18 to
88

48.3Adults413; 41319292755Cross-sec-
tional

N/ASerbiaKupusinac et
al [66], 2014

MRj,

MARSk,
SVM, NN

N/AN/AN/AN/A; 74174248Cross-sec-
tional

N/AChinaShao [65],
2014

NN

(ELMl)

22 to
82

62.4Participants with
different ranges
of obesity

N/AN/A476Retrospec-
tive

N/AChinaChen et al
[64], 2015

DT, RFm,
NB, NN

(BNn)

2 to 1049ChildrenN/A; 75267677519Cross-sec-
tional

N/AUnited
States

Dugan et al
[63], 2015

RF10 to
18

N/AChildrenN/A; 742415,07322,497Cross-sec-
tional

2010United
States

Nau et al [62],
2015

LR, NN949.7School-age chil-
dren

N/A; 66415373084Cross-sec-
tional

2009 to
2013

PortugalAlmeida et al
[61], 2016

SVM, NB1 to 6N/AChildrenN/A; 86257428Cross-sec-
tional

N/AUnited
States

Lingren et al
[60], 2016

GBo≥18N/AAdultsN/A; 63716252262Prospective1980 to
2012

FinlandSeyednasrol-
lah et al et al
[59], 2017

RFN/AN/ASchool-age chil-
dren: grades 5, 7,
and 9

N/AN/A5,265,265Cross-sec-
tional

2003 to
2007

United
States

Hinojosa et al
[58], 2018

NN

(CNNp)

≥18N/AAdultsN/A; 3395081695Cross-sec-
tional

2017United
States

Maharana and
Nsoesie [57],
2018

SVM,

KNNq, DT,
LR

27 to
53

36.7Participants with
different ranges
of obesity

N/A; 28111139Cross-sec-
tional

2014 to
2015

ChinaWang et al
[56], 2018

NN8 to 1942.8ChildrenN/A; 66613331999Cross-sec-
tional

1999 to
2004

GermanyDuran et al
[55], 2018
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AIa modelAge
(years)

Female
participants
(%)

Sample character-
istics

Validation
set size;
test set size

Train-
ing set
size

Sample
size

Study designData collec-
tion period

CountryAuthors, year

Cubist,

LASSOr,

PLSs, GB,

RF, LMt

N/A53.8N/A206; 2507961061Prospective2012; 1991
to 1994

GermanyGerl et al [54],
2019

LASSO,
RF, GB

4.5 to
5.5

49.2ChildrenN/A; 2074823449Retrospec-
tive

2008 to
2016

United
States

Hammond et
al [53], 2019

LR, SVM,
DT, RF

≥18N/APatientsN/A; 60014001237Cross-sec-
tional

2008United
States

Hong et al
[52], 2019

SVM,
KNN, DT,

PCAu, RF,
NN

50 to
79

100Postmenopausal
women

N/A;
14,552

33,95648,508Retrospec-
tive

1993 to
1994

United
States

Ramyaa et al
[51], 2019

LM, GBAll
ages

49.9Census popula-
tion

N/AN/A3138Cross-sec-
tional

2018United
States

Scheinker et al
[50], 2019

NN17 to
25

37.4Amateur athletesN/A; 20143163Cross-sec-
tional

N/AKoreaShin et al [49],
2019

NNRange
9.78-
18.54

57Youth with obesi-
ty symptoms

N/AN/A23Cross-sec-
tional

N/AUnited
States

Stephens et al
[48], 2019

PUv learn-
ing

N/AN/APatientsN/A; 996139,84449,805Cross-sec-
tional

N/ASpainBlanes-Selva
et al [47],
2020

SVM, RF,
GB

≥20N/AAdultsN/AN/A79Cross-sec-
tional

2008United
States

Dunstan et al
[46], 2020

GB4 to 740.6Children381; 38211432125Prospective1999 to
2003

ChinaFu et al [45],
2020

GFAw22 to
36

53Young adult
monozygotic
twin pairs

N/AN/A43Cotwin con-
trol

N/AFinlandKibble et al
[44], 2020

LASSOMean
11.94
(SD
3.13);
mean
13.42
(SD
3.25)

6.8; N/AAdolescentsN/A; 17576ProspectiveN/AKoreaPark et al [43],
2020

LM, NN
(CNN)

N/AN/AAdolescents and
adults

N/A; 374014,96018,700
images

Cross-sec-
tional

2017 to
2018

United
States

Phan et al
[42], 2020

DT, LR≥18100Female patientsN/A; 175325500Cross-sec-
tional

2019TurkeyTaghiyev et al
[41], 2020

LR, NN
(CNN)

≥1854ResidentsN/AN/A9524Cross-sec-
tional

2007 to
2010

ChinaXiao et al
[40], 2020

NNMean
25.19;
range
18-46

N/A; 41.7Smartphone usersN/AN/A67; 24Cross-sec-
tional

N/AChinaYao et al [39],
2020

GB8 to 1261.8ChildrenN/A; 2469771223Cross-sec-
tional

2014; 2015
to 2016

United
Kingdom

Alkutbe et al
[27], 2021

NN (U-
Net)

Mean
67.85
(SD
7.90)

69.5Older adultsN/A; 26104130Prospective2003 to
2006

SingaporeBhanu et al
[38], 2021
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AIa modelAge
(years)

Female
participants
(%)

Sample character-
istics

Validation
set size;
test set size

Train-
ing set
size

Sample
size

Study designData collec-
tion period

CountryAuthors, year

NB, KNN,

MEFCx,
DT, NN
(MLP)

20 to
85

48.6AdultsN/AN/A7162Cross-sec-
tional

2003 to
2004; 2005
to 2006

United
States

Cheng et al
[37], 2021

GB, RFN/AN/AParticipants with
different ranges
of obesity

N/A; 45176221Retrospec-
tive

N/AItalyDelnevo et al
[36], 2021

LM, RF,
NN

20 to
44

100Obstetric patients
and their new-
borns

N/A; 78923703159Retrospec-
tive

2015 to
2020

KoreaLee et al [35],
2021

Two-step
cluster
analysis, k-
means

21 to
36

67.4Participants with
different ranges
of obesity

N/A; 16138822495Retrospec-
tive

2010 to
2019

AustraliaLin et al [34],
2021

DT, NB,
LR, SVM,
GB, NN

<249.2ChildrenN/A; 544121,76227,203Prospective2009 to
2017

United
States

Pang et al
[33], 2021

NB, SVM,
NN (CNN,

LSTMy)

Mean
51.91
(SD
17.20)

60.7Twitter usersN/A; 50045005000
tweets

Cross-sec-
tional

2014 to
2016

United
States

Park et al [32],
2021

SVM, NB,
RF

8 to 1150Children120; 60420600 im-
ages

Cross-sec-
tional

2020IndiaRashmi et al
[31], 2021

NN (VGG,
ResNet,
DenseNet)

Mean
45
(SD
2.5)

N/AAdults500; 20020002700 im-
ages

Cross-sec-
tional

N/AIndiaSnekhalatha
and
Sangamithirai
[30], 2021

DT, NB,
LR

≥18N/AAdultsN/A;
61,890

557,008618,898Cross-sec-
tional

2018IndonesiaThamrin et al
[29], 2021
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AIa modelAge
(years)

Female
participants
(%)

Sample character-
istics

Validation
set size;
test set size

Train-
ing set
size

Sample
size

Study designData collec-
tion period

CountryAuthors, year

DT, LR,
RF, NN

5 to 649ChildrenN/A;
81,351

162,702244,053Prospective2003 to
2019

United
States

Zare et al [28],
2021

aAI: artificial intelligence.
bN/A: not applicable.
cNN: neural network.
dAIM: abductory induction mechanism.
eLR: logistic regression.
fMLP: multilayer perceptron.
gSVM: support vector machine.
hNB: naïve Bayes.
iDT: decision tree.
jMR: multiple regression.
kMARS: multivariate adaptive regression splines.
lELM: extreme learning machine.
mRF: random forest.
nBN: BayesNet.
oGB: gradient boosting.
pCNN: convolutional neural network.
qKNN: k-nearest neighbor.
rLASSO: least absolute shrinkage and selection operator.
sPLS: partial least squares.
tLM: linear model.
uPCA: principal component analysis.
vPU: positive and unlabeled.
wGFA: group factor analysis.
xMEFC: multiobjective evolutionary fuzzy classifier.
yLSTM: long short-term memory.

Data Sources and Outcome Measures
Table 2 summarizes the data sources and outcome measures of
the studies included in the review. Input data were obtained
from a variety of sources, including health surveys (eg, National
Health and Nutrition Examination Survey), electronic health
records, magnetic resonance imaging (MRI) scans, social media
data (eg, tweets), and geographically aggregated data sets (eg,

InfoUSA and Dun & Bradstreet). Of the 46 studies, 34 (74%)
analyzed tabular data (eg, spreadsheet data)
[26-29,33-37,39,41,44-47,49-51,53-56,58-68,70], 8 (17%)
analyzed digital image data [30,31,38,40,42,43,57,71], and 4
(9%) analyzed text data [32,48,52,69]. Obesity-related measures
used across the studies included anthropometrics (eg, body
weight, BMI, BFP, WC, and WHR) and biomarkers.
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Table 2. Data sources and measures of outcomes in the studies included in the review.

Unit of analysisOutcome measuresOutcome data
type

Input features (indepen-
dent variables)

Input data
format

Input data sourceAuthors, year

IndividualWHRaContinuous13 health parametersTabularMedical survey dataAbdel-Aal and Man-
goud [26], 1997

IndividualAbdominal adipose tissue
distribution

BinarySubcutaneous adipose tis-
sue and visceral adipose
tissue

ImageMRIbPositano et al [71],
2008

IndividualClassification of obesityBinary24 obesity parametersTabularObtained from partic-
ipants

Ergün [70], 2009

IndividualObesity statusBinaryClinical discharge sum-
maries

TextClinical dataYang et al [69], 2009

IndividualObesityBinaryData recorded regarding
the weight of the child

TabularObjective measureZhang et al [68], 2009

during the first 2 years of
the child’s life

IndividualObesityBinaryAge, systole, diastole,

weight, height, BMI, WCc,

TabularQuestionnaire and
objective measure

Heydari et al [67],
2012

HCd, and triceps skinfold
and abdominal thicknesses

IndividualBFPeContinuousGender, age, and BMITabularObjective measureKupusinac et al [66],
2014

IndividualBFPContinuous13 body circumference
measurements

TabularObjective measureShao [65], 2014

IndividualOverweightContinuous18 blood indexes and 16
biochemical indexes

TabularObjective measureChen et al [64], 2015

IndividualObesityContinuous167 clinical data attributesTabularQuestionnaire and
objective measure

Dugan et al [63], 2015

CommunityObesogenic and obesopro-
tective environments

Binary44 community characteris-
tics

TabularTwo secondary data
sources (InfoUSA
and Dun & Brad-
street)

Nau et al [62], 2015

IndividualBFPContinuousAge, sex, BMI z score, and
calf circumference

TabularObjective measureAlmeida et al [61],
2016

IndividualObesityBinaryEHR dataTabularEHRfLingren et al [60],
2016

IndividualObesityBinaryClinical factors and genetic
risk factors

TabularObjective measureSeyednasrollah et al
[59], 2017

SchoolObesityBinarySchool environmentTabularObjective measureHinojosa et al [58],
2018

Census tractPrevalence of obesityContinuousBuilt environmentImageObjective measureMaharana and Nsoe-
sie [57], 2018

IndividualObesity riskBinarySingle-nucleotide polymor-
phisms

TabularObjective measureWang et al [56], 2018

IndividualExcess body fatBinaryAge, height, weight, and
WC

TabularNHANESgDuran et al [55], 2018

IndividualObesity: BMI, WC,
WHR, and BFP

Binary and con-
tinuous

Human plasma lipidomesTabularObjective measureGerl et al [54], 2019

IndividualObesity statusBinary and con-
tinuous

EHR dataTabularEHR and publicly
available data

Hammond et al [53],
2019

IndividualIdentification of obesityBinaryDischarge summariesTextEHRHong et al [52], 2019

IndividualEnergy stores: body
weight

Binary and con-
tinuous

Energy balance compo-
nents

TabularQuestionnaireRamyaa et al [51],
2019
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Unit of analysisOutcome measuresOutcome data
type

Input features (indepen-
dent variables)

Input data
format

Input data sourceAuthors, year

CountyObesity prevalenceContinuousDemographic factors, so-
cioeconomic factors,
health care factors, and en-
vironmental factors

Tabular2018 Robert Wood
Johnson Foundation
County Health
Rankings

Scheinker et al [50],
2019

IndividualBFPContinuousUpper body impedance
and lower body anthropo-
metric data

TabularObjective measureShin et al [49], 2019

IndividualWeight management
program

BinaryDialogueTextFrom recorded dia-
logue

Stephens et al [48],
2019

IndividualIdentification of obesityBinary32 variablesTabularEHR of HULAFEhBlanes-Selva et al
[47], 2020

CountryNationwide obesity
prevalence

ContinuousNational sales of a small
subset of food and bever-
age categories

TabularEuromonitor data setDunstan et al [46],
2020

IndividualObesityBinaryDemographic characteris-
tics, maternal anthropomet-
rics, perinatal clinical histo-
ry, laboratory tests, and
postnatal feeding practices

TabularClinical dataFu et al [45], 2020

IndividualMechanisms of obesityBinary42 clinical variablesTabularClinical dataKibble et al [44], 2020

IndividualBMIContinuousNeuroimaging biomarkersImageOpenly accessible
database

Park et al [43], 2020

StateObesityBinary, continu-
ous

Neighborhood built envi-
ronment characteristics

ImageObjective measurePhan et al [42], 2020

IndividualObesityBinaryResults of blood testsTabularEHRTaghiyev et al [41],
2020

IndividualObesityBinaryVertical greenness levelImageObjective measureXiao et al [40], 2020

IndividualBMIContinuousCharacteristics of body
movement captured by
smartphone’s built-in mo-
tion sensors

TabularObjective measureYao et al [39], 2020

IndividualBFPBinary and con-
tinuous

Weight, height, age, and
gender

TabularSelf-reported and
objective measures

Alkutbe et al [27],
2021

IndividualAbdominal fatBinarySATi and VATjImageMRIBhanu et al [38], 2021

IndividualObesityBinaryPhysical activityTabularObjective measureCheng et al [37], 2021

IndividualBMI values and BMI
status

Binary and con-
tinuous

Positive and negative psy-
chological variables

TabularQuestionnaireDelnevo et al [36],
2021

IndividualBMIContinuous64 independent variables:
nationwide multicenter ul-
trasound data and maternal
and delivery information

TabularObjective measureLee et al [35], 2021

IndividualObesity classification
criterion

BinaryKey clinical variablesTabularObjective measureLin et al [34], 2021

IndividualObesityBinaryDemographic variables
and 54 clinical variables

TabularEHR data from pedi-
atric big data reposi-
tory

Pang et al [33], 2021

IndividualBMI and obesityBinary and con-
tinuous

TweetsTextCorpus of geotagged
tweets

Park et al [32], 2021

IndividualObesityBinary600 thermogramsImageObjective measureRashmi et al [31],
2021

IndividualDiagnosis of obesityBinaryThermal imagingImageObjective measureSnekhalatha and
Sangamithirai [30],
2021
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Unit of analysisOutcome measuresOutcome data
type

Input features (indepen-
dent variables)

Input data
format

Input data sourceAuthors, year

IndividualObesityBinaryRisk factors for obesityTabularPublicly available
health data

Thamrin et al [29],
2021

IndividualObesity by grade 4BinaryKindergarten BMI z scoreTabularBMI panel data setZare et al [28], 2021

aWHR: waist-hip ratio.
bMRI: magnetic resonance imaging.
cWC: waist circumference.
dHC: hip circumference.
eBFP: body fat percentage.
fEHR: electronic health record.
gNHANES: National Health and Nutrition Examination Survey.
hHULAFE: Hospital Universitari i Politècnic La Fe.
iSAT: subcutaneous adipose tissue.
jVAT: visceral adipose tissue.

Main Findings
Table 3 summarizes the estimated effects and main findings of
the studies included in the review. Four key findings have
emerged.

First, the studies found that ML or DL models were generally
effective in detecting clinically meaningful patterns of obesity
or relationships between covariates and weight outcomes; for
example, ML and DL models were found useful in classifying
obesity severity [30,47,52], identifying anthropometric [34] and
genetic characteristics of obesity [56], and predicting obesity
onset in children [28,53,63]. ML algorithms (eg, random forest
[RF] and conditional RF) revealed meaningful relationships
between school and neighborhood environments and overweight
and obesity [45,58,62]. DL algorithms (eg, convolutional neural
network [CNN]) effectively extracted built environment features
from satellite images to assess their associations with the local
obesity rate [57].

Second, most (18/22, 82%) of the studies comparing AI models
with conventional statistical methods reported that the AI models
achieved higher prediction accuracy on test data, whereas others
(4/22, 18%) found similar model performances; for example,
ML and DL models were found to explain a larger proportion
of variations in county-level obesity prevalence than

conventional statistical approaches [50]. ML models showed
flexibility in handling various variable types [36,41] and
large-scale data sets [32] and producing robust, generalizable
inferences [41,54,64,65] with higher prediction accuracy [61,66].
By contrast, Cheng et al [37] reported that ML algorithms and
conventional statistical approaches had similar performance.

Third, some (5/46, 11%) of the studies comparing the
performances of different AI models yielded mixed results,
reflecting the interdependence between model and data or task;
for example, logistic regressions were reported to achieve higher
prediction accuracy than DTs, naïve Bayes (NB) [29], and DL
[35]. By contrast, Heydari et al [67] found that logistic
regressions and DL models performed equally well in solving
classification problems. Zhang et al [68] and Ergün [70] reported
that data mining and DL techniques outperformed logistic
regressions in classification accuracy.

Fourth, newer studies increasingly adopted state-of-the-art DL
models to address CV and NLP tasks; for example, chatbots
built on NLP models were used to support pediatric obesity
treatment [48]. CNN-based CV models were used to construct
indicators for the built environment using images from Google
Street View [42]. DL-based tools were used to efficiently
visualize and analyze abdominal visceral adipose tissue and
subcutaneous adipose tissue [38].
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Table 3. Estimated effects and main findings of the studies included in the review.

Main findingsEstimated effects of AIa technologies on obesity prevention or treatmentAuthors, year

Abdel-Aal and Mangoud
[26], 1997

• Compared with other statistical and neural

network approaches, AIMc abductive

• Models for WHRb as a continuous variable predict the actual values
within an error rate of 7.5% at the 90% confidence limits.

networks provide a faster and more auto-• Categorical models predict the correct logical value of WHR with
an error in only 2 of the 300 evaluation cases. mated model synthesis.

• Analytical relationships derived from simple categorical models
explain global observations on the total survey population to an
accuracy rate as high as 99%.

• Simple continuous models represented as analytical functions
highlight global relationships and trends.

• There is a strong correlation between WHR and diastolic blood
pressure, cholesterol level, and family history of obesity.

Positano et al [71], 2008 • The CV between manual and unsuper-
vised analyses was significantly improved

• CVd values in VATe, SATf, and VAT/SAT ratio assessment by the
standard algorithm without image inhomogeneities correction were

by inhomogeneities correction in SAT10.7%, 11.9%, and 17.3%, respectively. Correlation coefficients
evaluation. Systematic underestimationwere r=0.97, r=0.93, and r=0.95, respectively (all P<.001).
of SAT was also corrected. A less critical• When correction for field inhomogeneities was applied, VAT, SAT,

and VAT/SAT ratio CVs became 9.8%, 6.7%, and 13.1%, respec- performance improvement was found in
VAT measurement.tively. Correlation coefficients became r=0.97, P<.001 for VAT;

• The compensation of signal inhomo-
geneities improves the effectiveness of

r=0.99, P<.001 for SAT; and r=0.97, P<.001 for VAT/SAT ratio.

the unsupervised assessment of abdominal
fat.

• Correction of intensity distortions is nec-
essary for SAT evaluation but less signif-
icant in VAT measurement.

Ergün [70], 2009 • The classifying performance of a neural
network is better than that of logistic re-

• The classification rate of neural networks in obesity is 90.2%, and
the classification rate of logistic regression in obesity is 87.8%.

gression.• After these classifications, in obesity, the BMI is more affected than
the divergent arteries.

Yang et al [69], 2009 • Text mining may provide an accurate and
efficient prediction of disease statuses

• The implemented method achieved the macroaveraged F-measure
of 81% for the textual task and 63% for the intuitive task. The mi-

from clinical discharge summaries.croaveraged F-measure showed an average accuracy of 97% for
textual annotations and 96% for intuitive annotations.

Zhang et al [68], 2009 • SVMg and Bayesian algorithms seem to• Prediction at 8 months’ accuracy is improved very slightly, in this
case by using neural networks, whereas for prediction at 2 years, be the best algorithms for predicting
the obtained accuracy is enhanced by >10%, in this case by using overweight and obesity from the Wirral
Bayesian methods. database.

• The incorporation of nonlinear interac-
tions could be important in childhood
obesity prediction. Data mining tech-
niques are becoming sufficiently well es-
tablished to offer the medical research
community a valid alternative to logistic
regression.

Heydari et al [67], 2012 • Neural networks and logistic regression
were good classifiers for obesity detection

• Regarding logistic regression and neural networks, the respective
values were 80.2% and 81.2% for correct classification 80.2% and

but were not significantly different with79.7% for sensitivity, and 81.9% and 83.7% for specificity; the
regard to classification.values for the area under the receiver operating characteristic curve

were 0.888 and 0.884, respectively, and the values for the kappa
statistic were 0.600 and 0.629, respectively.

• Abdominal thickness, weight, BMI, and HCh were significantly
associated with obesity.

Kupusinac et al [66], 2014 • An ANN is a new approach to predicting

BFPj with the same complexity and costs

• The predictive accuracy of an ANNi solution is 80.43%.
• ANN showed higher predictive accuracy ranging from +1.23% to

+3.12%. but with higher predictive accuracy.
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Main findingsEstimated effects of AIa technologies on obesity prevention or treatmentAuthors, year

• Compared with traditional single-stage
approaches, the proposed hybrid mod-
els—multiple regression, ANN, multivari-
ate adaptive regression splines, and sup-
port vector regression techniques—can
effectively predict BFP.

• Although the 13 body circumference measurements are involved
in the real data set, the proposed models can provide better predic-
tions with fewer body circumference measurements. It is much more
convenient to predict BFP with fewer body circumference measure-
ments for most people.

Shao [65], 2014

• The ELMk performs much more efficient-

ly than the SVM and BPNNl and with
higher recognition rates.

• The proposed ELM-based approach for
overweight detection in biomedical appli-
cations holds promise as a new, accurate
method for identifying participants’
overweight status. It provides a viable al-
ternative to traditional overweight model-
ing tools by offering excellent predictive
ability.

• The most important correlated indexes are creatinine, hemoglobin,
hematocrit, uric acid, red blood cells, high-density lipoprotein, ala-
nine transaminase, triglyceride, and γ-glutamyl transpeptidase.

Chen et al [64], 2015

• Data from a production clinical decision
support system can be used to build an

accurate MLo model to predict obesity in
children after the age of 2 years.

• The ID3m model trained on the CHICAn data set demonstrated the
best overall performance with an accuracy of 85% and sensitivity
of 89%. In addition, the ID3 model had a positive predictive value
of 84% and a negative predictive value of 88%.

• Being overweight between the ages of 12 and 24 months is a key
risk factor for obesity after the second birthday. Furthermore, it is
more of a risk factor if the child was not overweight before 12
months.

Dugan et al [63], 2015

• CRFp allows consideration of the neigh-
borhood as a system of risk factors.

• After examining 44 community characteristics, the researchers
identified 13 features of the social, food, and physical activity envi-
ronment that, in combination, correctly classified 67% of commu-
nities as obesoprotective or obesogenic using the mean BMI z score
as a surrogate. Social environment characteristics emerged as the
most critical classifiers and might leverage intervention.

Nau et al [62], 2015

• BFP can be graded and predicted with
relative accuracy from anthropometric
measurements (excluding skinfold thick-
ness). Fitness and cross-validation results
showed that the multivariable regression
model performed better in this population
than in some previously published mod-
els.

• All BFP-grade predictive models presented a good global accuracy
(≥91.3%) for obesity discrimination. Both overfat and obese as well
as obese prediction models showed, respectively, good sensitivity
(78.6% and 71%), specificity (98% and 99.2%), and reliability for
positive or negative test results (≥82% and ≥96%).

• For boys, the order of parameters, by relative weight in the predic-

tive model, was BMI z score, height, WHtRq squared variable (_Q),

age, weight, CCr_Q, and HCs_Q (adjusted R2=0.847 and

RMSEt=2.852); for girls, it was BMI z score, WHtR_Q, height,

age, HC_Q, and CC_Q (adjusted R2=0.872 and RMSE=2.171).

Almeida et al [61], 2016

• The rule-based exclusion algorithm per-
formed better than the ML algorithm. The
best feature set for ML used Unified
Medical Language System concept unique
identifiers; International Classification of
Diseases, Ninth Revision, codes; and

RxNorm codes.

• Overall, the rule-based algorithm performed the best: 0.895

(CCHMCu) and 0.770 (BCHv).

Lingren et al [60], 2016

• WGRS19 improves the prediction of
adulthood obesity. The model helps
screen children with a high risk of devel-
oping obesity. Predictive accuracy is
highest among young children (aged 3-6
years), whereas among older children
(aged 9-18 years), the risk can be identi-
fied using childhood clinical factors.

Seyednasrollah et al [59],
2017
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Main findingsEstimated effects of AIa technologies on obesity prevention or treatmentAuthors, year

• Replication in the BHSw confirmed the researchers’ findings that
WGRSx19 and WGRS97 are associated with BMI. WGRS19 im-
proved the accuracy of predicting adulthood obesity in the training
data (area under the curve=0.787 vs area under the curve=0.744;
P<.001) and validation data (area under the curve=0.769 vs area
under the curve=0.747; P=.03). WGRS97 improved the accuracy
in the training data (area under the curve=0.782 vs area under the
curve=0.744; P<.001) but not in the validation data (area under the
curve=0.749 vs area under the curve=0.747; P=.79). Higher
WGRS19 is associated with a higher BMI at 9 years and WGRS97
at 6 years.

• An RFy algorithm effectively identifies
the relative importance of school environ-
ment attributes.

• Violent crime, English learners, socioeconomic disadvantage, fewer
physical education and fully credentialed teachers, and diversity
index were positively associated with obesity. By contrast, the
academic performance index, physical education participation, mean
educational attainment, and per capita income were negatively as-
sociated with obesity. The most highly ranked built or physical en-
vironment variables were distance to the nearest highway and green
spaces, 10th and 11th most important, respectively.

Hinojosa et al [58], 2018

• CNNz can be used to automate the extrac-
tion of features of the built environment
from satellite images for studying health
indicators. Understanding the association
between specific features of the built en-
vironment and obesity prevalence can lead
to structural changes that could encourage
physical activity and decrease obesity
prevalence.

• Features of the built environment explained 64.8% (RMSE=4.3) of
the variation in obesity prevalence across all US census tracts. Indi-
vidually, the variation explained was 55.8% (RMSE=3.2) for Seattle,
Washington (213 census tracts); 56.1% (RMSE=4.2) for Los Ange-
les, California (993 census tracts); 73.3% (RMSE=4.5) for Memphis,
Tennessee (178 census tracts); and 61.5% (RMSE=3.5) for San
Antonio, Texas (311 census tracts).

Maharana and Nsoesie
[57], 2018

• The ML-based method provides a feasible
means for conducting preliminary analy-
ses of genetic characteristics of obesity.

• The SVM model significantly outperformed other classifiers based
on the same training features. The SVM model exhibits 70.77%
accuracy, 80.09% sensitivity, and 63.02% specificity.

• The selected SNPsaa were effective in the detection of obesity risk.

Wang et al [56], 2018

• The diagnostic performance in identifying
excess body fat was better in male partic-
ipants when an ANN approach was used
than when BMI and WC z scores were
applied.

• The ANN and BMI z scores performed
comparably and significantly better, re-
spectively, than WC z scores in female
participants.

• In female participants, the sensitivity of the BMI, WCbb, and ANN
approaches to predict excess body fat was 0.751 (95% CI 0.730‐
0.771), 0.523 (95% CI 0.487‐0.559), and 0.782 (95% CI 0.754‐
0.810), respectively.

• In male participants, the sensitivity of the BMI, WC, and ANN ap-
proaches to predict excess body fat was 0.721 (95% CI 0.699‐
0.743), 0.572 (95% CI 0.549‐0.594), and 0.795 (95% CI 0.768‐
0.821).

Duran et al [55], 2018

• ML can model and validate obesity esti-
mates better than classical clinical param-
eters such as total triglycerides and
cholesterol.

• The lipidome, based on a LASSOcc model, predicted BFP the best

(R2=0.73). In this model, the strongest positive predictor and
strongest negative predictor were sphingomyelin molecules, which
differ by only 1 double bond, implying the involvement of an un-
known desaturase in obesity-related aberrations of lipid metabolism.

• The regression was used to probe the clinically relevant information
in the plasma lipidome and found that the plasma lipidome also in-

cludes information on body fat distribution because WHR (R2=0.65)

was predicted more accurately than BMI (R2=0.47).

Gerl et al [54], 2019

• Comparable to cohort-based studies,

EHRdd data with area under the receiver
operating characteristic curve values
could be used to predict obesity at the age
of 5 years, reducing the need for invest-
ment in additional data collection.

• LASSO regression predicted obesity with an area under the receiver
operating characteristic curve of 81.7% for girls and 76.1% for boys.

• In each of the separate models for boys and girls, the researchers
found that the weight-for-length z score, BMI between 19 and 24
months, and the last BMI measure recorded before the age of 2
years were the most important features for prediction.

Hammond et al [53], 2019

Hong et al [52], 2019
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• The FHIR-based EHR phenotyping ap-
proach could effectively identify the obe-
sity status and multiple comorbidities us-
ing semistructured discharge summaries.

• As the results of the 4 ML classifiers showed, the RF algorithm
performed the best with micro F1-score 0.9466 and macro F1-score
0.7887 and micro F1-score 0.9536 and macro F1-score 0.6524 for
intuitive classification (reflecting medical professionals’ judgments)
and textual classification (reflecting the decisions based on explic-
itly reported information of diseases), respectively.

• The MIMICee-III obesity data set was successfully integrated for

prediction with minimal configuration of the NLPff2FHIRgg pipeline
and ML models.

• SVM regression was the best-suited pre-
dictive and inferential tool for this task,
closely followed by neural network and
KNN algorithms. Although the overall
data model showed a good fit and predic-
tive ability, clustering produced relatively
superior fit statistics.

• SVM, neural network, and KNNhh algorithms performed modestly
for the numerical predictions, with mean approximate errors of 6.70
kg, 6.98 kg, and 6.90 kg, respectively.

• K-means cluster analysis improved prediction using numerical data
and identified 10 clusters suggestive of phenotypes, with a minimum
mean approximate error of approximately 1.1 kg. A classifier was
used to phenotype participants into the identified clusters, with mean
approximate errors of <5 kg for 15% of the test set (approximately,
n=2000). SVM performed the best (54.5% accuracy), followed
closely by the bagged tree ensemble and KNN algorithms.

Ramyaa et al [51], 2019

• ML may be used to explain more varia-
tion in county-level obesity prevalence
than traditional epidemiologic models.
The top-performing ML model explained
two-thirds of the variation in county-level
obesity prevalence, significantly more
than conventional multivariate linear
models.

• Multivariate linear regression and gradient boosting machine regres-
sion (the best-performing ML model) of obesity prevalence using
all county-level demographic, socioeconomic, health care, and en-

vironmental factors had R2 values of 0.58 and 0.66, respectively
(P<.001).

Scheinker et al [50], 2019

• The test results validated that the inclu-
sion of anthropometric data helped to

improve accuracy, primarily when a DLii

approach was used to predict the regres-
sion values.

• The performance of the proposed system was compared with those
of 2 commercial systems that were designed to measure body
composition using either a whole body or upper body impedance

value. The results showed that the correlation coefficient (R2) value
was improved by approximately 9%, and the SE of the estimate
was reduced by 28%.

Shin et al [49], 2019

• An AI chatbot is feasible as an adjunct to
treatment. The feasibility and benefit of
support through AI, specifically in a pedi-
atric setting, could be scaled to serve
larger groups of patients.

• Adolescent patients reported experiencing positive progress toward
their goals 81% of the time. The 4123 messages exchanged and
patients’ reported usefulness ratings (96% of the time) illustrate
that adolescents engaged with the chatbot and viewed it as helpful.

Stephens et al [48], 2019

• The implementation of the PU learning
methodology in identifying obesity pro-
duced results that were satisfactory, pro-
viding high sensitivity, and consistent
with the World Health Organization’s
obesity report.

• The PUjj learning algorithm presented a high sensitivity (98%) and
predicted that approximately 18% of the patients without a diagnosis
were obese.

Blanes-Selva et al [47],
2020

• RF shows the best performance for pre-
dicting obesity from food, followed

closely by XGBkk.

• Using only 5 categories, RF could predict obesity prevalence with
absolute error <10% for approximately 60% of the countries consid-
ered and absolute error <20% for 87%.

• The most relevant food category with regard to predicting obesity
consists of baked goods and flours, followed by cheese and carbon-
ated drinks.

Dunstan et al [46], 2020

Fu et al [45], 2020
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• An ML algorithm is applied to identify
risk factors contributing to childhood
overweight or obesity based on a large
longitudinal study and addresses the rela-
tionships between all collected features
and outcomes without any assumption.

• A novel unified framework, Shapley addi-
tive explanations, is used to interpret pre-
dictions, and the identified predictive
factors are robust.

• The 2 most important features—trajectory of infant BMI z score
change and maternal BMI at enrollment—were identified from the
ML algorithm.

• The aforementioned features showed similar predictive capacity
compared with all features (area under the curve=0.68 vs 0.68;
P=.83; DeLong test). The sensitivity analyses identified the same
2 features (ie, trajectory of infant BMI z score change and maternal
BMI at enrollment), and the ranking of these features’ Shapley ad-
ditive explanations value was unchanged.

• In the independent test cohort, the area under the curve for childhood
overweight and obesity classification using the aforementioned 2
features was 0.71 (95% CI 0.66 to 0.76), which was comparable to
that based on all features (0.72, 95% CI 0.67 to 0.76).

• An integrative ML method called group
factor analysis was used to identify the
links between multimolecular-level inter-
actions and the development of obesity.

• New potential links between cytokines and weight gain are identi-
fied, as well as associations among dietary, inflammatory, and epi-
genetic factors.

Kibble et al [44], 2020

• The constructed model using functional
connectivity of the selected regions pro-
vides robust neuroimaging biomarkers for
predicting BMI progression.

• The actual and predicted ΔBMI showed a significant intraclass
correlation value with a low RMSE, and classification between
people with increased BMI and those with nonincreased BMI result-
ed in a high area under the receiver operating characteristic curve
value using only the degree centrality values obtained at the baseline
visit.

Park et al [43], 2020

• DL techniques were used to create indica-
tors for neighborhood-built environment
characteristics.

• A DNNll was used for neighborhood indicator recognition and
achieved high accuracies (85%-93%) for the separate recognition
tasks.

Phan et al [42], 2020

• The proposed hybrid system provides a
more accurate classification of patients
with obesity and a practical approach to
estimating the factors affecting obesity.

• The proposed hybrid system demonstrated 91.4% accuracy, which
is higher than that of other classifiers (ie, 4.6% higher than the
performance of logistic regression and 2.3% higher than the perfor-

mance of DTmm).

Taghiyev [41], 2020

• The VGI of the DL approach using Baidu
Street View images could effectively
capture the eye-level greenness in high-
density–population areas. Thus, VGI can
be used to effectively promote walking
and other physical activities to prevent
obesity.

• All aspects of horizontal greenery, vertical greenery, and proximity

of green levels affected body weight; however, only the VGInn

consistently had an adverse effect on weight and obesity.

Xiao et al [40], 2020

• The proposed DL model with the motion
entropy–based filtering strategy outper-
forms the baseline approaches significant-
ly.

• Jogging may be a more suitable activity of daily living for BMI
prediction than walking and walking up stairs.

Yao et al [39], 2020

• ML models and newly developed centile
charts could be valuable tools for estimat-
ing and classifying BFP.

• For the gradient boosting models, the predicted fat percentage values
were more aligned with the actual value than those in regression
models. Gradient boosting achieved better performance than the
regression equation because it combined multiple simple models
into a single composite model to take advantage of this weak clas-
sifier.

• The developed predictive model archived RMSE values of 3.12 for
girls and 2.48 for boys.

Alkutbe et al [27], 2021

• DL-based, comprehensive superficial
SAT, deep SAT, and VAT analysis tools
showed high accuracy and reproducibility
and provided a comprehensive fat com-
partment composition analysis and visual-
ization in <10 seconds.

• The accuracy of segmentation was superficial SAT: 0.92, deep SAT:
0.88, and VAT: 0.9. The average Hausdorf distance was <5 mm.

Automated segmentation significantly correlated R2>0.99 (P<.001)
with ground truth for all 3-fat compartments. Predicted volumes
were within 1.96 SD from Bland-Altman analysis.

Bhanu et al [38], 2021

Cheng et al [37], 2021
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• With physical activity and basic demo-
graphic information of all methods ana-
lyzed, the random subspace classifier al-
gorithm achieved the highest overall accu-
racy and area under the receiver operating
characteristic curve value.

• In general, most algorithms showed simi-
lar performance.

• Logistic regression was middle ranking
in terms of overall accuracy, sensitivity,
specificity, and area under the receiver
operating characteristic curve value
among all methods.

• Physical activity was an important factor in predicting weight status,
with gender, age, and race or ethnicity being less important factors
associated with weight outcomes.

• The durations of vigorous-intensity activity in 1 week and moderate-
intensity activity in 1 week were essential attributes.

• Certain psychological variables such as
depression are highly predictive of BMI.

• ML has several advantages over tradition-
al statistics and can be used to compare
the impact of many variables on predict-
ing a chosen outcome and can handle
various types of variables.

• The psychological variables in use allow one to predict both BMI
values (with a mean absolute error of 5.27-5.50) and BMI status
with an accuracy of >80% (metric: F1-score).

Delnevo et al [36], 2021

• ML approaches based on ultrasound
measures would be a useful noninvasive
tool for predicting a newborn’s BMI.

• Linear regression and RF were better
models than ANNs for predicting a new-
born’s BMI.

• For predicting a newborn’s BMI, linear regression (2.0744) and RF
(2.1610) were better than ANN with 1, 2, and 3 hidden layers
(150.7100, 154.7198, and 152.5843, respectively) in the mean
squared error.

• On the basis of variable importance from the RF, the major predic-
tors of a newborn’s BMI were the first abdominal circumference
value and estimated fetal weight in week 36 or later, gestational age
at delivery, the first abdominal circumference value during week
21 to week 35, maternal BMI at delivery, maternal weight at deliv-
ery, and the first biparietal diameter value in week 36 or later.

Lee et al [35], 2021

• ML automatically identified 4 subtypes
of obesity in clinical characteristics in 4
independent patient cohorts. This proof-
of-concept study provided evidence that
a precise diagnosis of obesity can poten-
tially guide therapeutic planning and deci-
sions for different subtypes of obesity.

• ML revealed the following 4 stable metabolically distinct obesity
clusters in each cohort:

• Metabolic healthy obesity (44% of the patients) was characterized
by a relatively healthy metabolic status with the lowest incidents
of comorbidity.

• Hypermetabolic obesity–hyperuricemia (33% of the patients) was
characterized by extremely high uric acid and an increased incidence
of hyperuricemia (adjusted odds ratio 73.67 to metabolic healthy
obesity, 95% CI 35.46-153.06).

• Hypermetabolic obesity–hyperinsulinemia (8% of the patients) was
distinguished by overcompensated insulin secretion and an increased
incidence of polycystic ovary syndrome (adjusted odds ratio 14.44
to metabolic healthy obesity, 95% CI 1.75-118.99).

• Hypometabolic obesity (15% of the patients) was characterized by
extremely high glucose levels, decompensated insulin secretion,
and the worst glucolipid metabolism (diabetes: adjusted odds ratio
105.85 to metabolic healthy obesity, 95% CI 42.00-266.74;
metabolic syndrome: adjusted odds ratio 13.50 to metabolic healthy
obesity, 95% CI 7.34-24.83).

• The assignment of patients in the verification cohorts to the main
model showed a mean accuracy of 0.941 in all clusters.

Lin et al [34], 2021

• The presented ML model development
workflow can be adapted to various EHR-
based studies and is valuable for develop-
ing other clinical prediction models.

• XGB yielded a mean area under the curve value of 0.81 (SD 0.001),
which outperformed all other models. It also achieved a statistically
significant better performance than all other models on standard
classifier metrics (sensitivity fixed at 80%): precision, mean 30.9%
(SD 0.22%); F1-score, mean 44.6% (SD 0.26%); accuracy, mean
66.14% (SD 0.41%); and specificity, mean 63.27% (SD 0.41%).

Pang et al [33], 2021

Park et al [32], 2021
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• The study demonstrated the strengths of
ML techniques in handling large data sets.
Social scientists can use ML techniques
to scale up traditional content analysis.

• ML algorithms were used to determine the stances of tweets on
Black Lives Matter. ML models showed better performance than

lexicon-based sentiment analysis (accuracy: 61%). The NBoo

model had an overall accuracy of 85%, slightly higher than that of
the CNN model (83.8%); both had higher accuracy than the other
models.

• However, NB had the highest recall and F1-score for predicting the
against stance, whereas CNN performed poorly on identifying the
against stance.

• The regional thermography and computer-
aided diagnostic tool with ML classifier
could be used as a primary noninvasive
prognostic tool for evaluating obesity in
children.

• The PCApp method provides the best classification accuracy for
SVM (98%), followed by NB and RF (97%).

Rashmi et al [31], 2021

• The DL system based on custom CNN
provided a reliable classification perfor-
mance to identify the occurrence of obesi-
ty in test participants.

• Custom CNN network-2 provided a
commendable accuracy in classifying
normal participants and participants who
were obese from the thermal images.

• The trained custom-2 CNN model can be
used for computer-aided screening of test
participants for obesity detection.

• Among the region of interest studied, the abdomen region exhibited
a high temperature difference of 4.703% between normal partici-
pants and participants who were obese compared with other regions.
The proposed custom network-2 provided an overall accuracy of
92%, with an area under the curve value of 0.948. By contrast, the
pretrained model VGG16 produced an accuracy of 79% and an area
under the curve value of 0.90 for discrimination into obese and
normal thermograms.

Snekhalatha and
Sangamithirai [30], 2021

• Logistic regression has a better perfor-
mance than the classification and regres-
sion tree and NB methods.

• Kappa coefficients show only moderate
concordance between predicted and mea-
sured obesity.

• The constructed obesity classification
model can evaluate and predict the risk
of obesity using ML methods for the
population of Indonesia, which can then
be applied to publicly available open data.

• Location, marital status, age group, education, sweet drinks, fatty
or oily foods, grilled foods, preserved foods, seasoning powders,
soft drinks or carbonated beverages, alcoholic beverages, mental
or emotional disorders, diagnosed hypertension, physical activity,
smoking, and fruit and vegetable consumption are significant in
predicting obesity status in adults.

• The classification prediction using the logistic regression method
achieves the best performance based on the accuracy metric (72%),
specificity (71%), precision (69%), kappa (44%), and Fβ-score
(70%). Classification prediction by the classification and regression
tree method achieves the highest sensitivity (82%) and the highest
F1-score (72%).

• With regard to the area under the receiver operating characteristic
curve performance of the respective classification methods with
10-fold cross-validation, the logistic regression classifier has the
highest average area under the receiver operating characteristic
curve value (0.798).

Thamrin et al [29], 2021

• Data from the Arkansas, United States,
BMI screening program significantly im-
prove the ability to identify children at a
high risk of obesity to the extent that bet-
ter prediction can be translated into more
effective policy and better health out-
comes.

• The ability to predict obesity by grade 4
was robust across the ML algorithms and
logistic regression with these data.

• The kindergarten BMI z score is the most important predictor of
obesity by grade 4.

• Including the kindergarten BMI z score of students in the model
meaningfully increases the prediction accuracy.

• Logistic regression, RF, and neural network algorithms performed
similarly in terms of accuracy, sensitivity, specificity, and area under
the curve values. The 95% CIs around the area under the curve
overlap among these 3 algorithms.

• The DT showed lower performance with an area under the curve
value that was statistically lower than the area under the curve values
from each of the other algorithms. Nevertheless, the performance
of the DT algorithm was close to that of the others.

Zare et al [28], 2021

aAI: artificial intelligence.
bWHR: waist-to-hip ratio.
cAIM: abductory induction mechanism.
dCV: coefficient of variation.
eVAT: visceral adipose tissue.
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fSAT: subcutaneous adipose tissue.
gSVM: support vector machine.
hHC: hip circumference.
iANN: artificial neural network.
jBFP: body fat percentage.
kELM: extreme learning machine.
lBPNN: back propagation neural network.
mID3: iterative dichotomizer 3.
nCHICA: Child Health Improvement Through Computer Automation.
oML: machine learning.
pCRF: conditional random forest.
qWHtR: waist-to-height ratio.
rCC: calf circumference.
sHC: hip circumference.
tRMSE: root mean square error.
uCCHMC: Cincinnati Children’s Hospital and Medical Center.
vBCH: Boston Children’s Hospital.
wBHS: Bogalusa Heart Study.
xWGRS: weighted genetic risk score.
yRF: random forest.
zCNN: convolutional neural network.
aaSNP: single-nucleotide polymorphism.
bbWC: waist circumference.
ccLASSO: least absolute shrinkage and selection operator.
ddEHR: electronic health record.
eeMIMIC: Multiparameter Intelligent Monitoring in Intensive Care.
ffNLP: natural language processing.
ggFHIR: Fast Healthcare Interoperability Resources.
hhKNN: k-nearest neighbor.
iiDL: deep learning.
jjPU: positive and unlabeled.
kkXGB: extreme gradient boosting.
llDNN: deep neural network.
mmDT: decision tree.
nnVGI: Visible Green Index.
ooNB: naïve Bayes.
ppPCA: principal component analysis.

Methodological Review

AI Overview
AI symbolizes the effort to automate intellectual tasks usually
performed by humans [72]. In general, AI consists of 2 domains
or developmental periods: symbolic AI and modern AI [73].
Symbolic AI prevailed from the 1950s to the 1980s,
characterized by the endeavors to achieve human-level
intelligence by having programmers handcraft a sufficiently
large set of explicit rules for manipulating knowledge [74].
Although symbolic AI proved suitable for solving well-defined,
logical problems, such as a rule-based question-answer system,
it became intractable when creating rules to solve more complex,
fuzzy issues such as image classification, speech recognition,
and language translation [74]. The definition of ML is “the field
of study that gives computers the ability to learn without being
explicitly programmed” [75]. Instead of hard coding all the
rules in the symbolic AI, researchers provide examples (eg,

images with labels that identify the objects in them) to train
modern ML models to output rules [74]. As a subdomain of
ML, DL is based on artificial neural networks in which multiple
(deep) layers of artificial neurons are used to progressively
extract higher-level features from data [76]. This layered
representation enables the modeling of more complex, dynamic
patterns compared with traditional ML (which sometimes is
called shallow learning in contrast to DL), which finds its utility
in analyzing big data: data massive in scale and messy to work
with (eg, unstructured texts and images) [77]. The first ML and
DL algorithms were developed in the 1950s, attracting initial
excitement but then lying dormant for several decades [72].
Since the late 1980s, partly because of the rediscovery of
backpropagation algorithms, the invention of CNNs, and the
strong growth in computational capacity, ML and DL have
regained their popularity vis-à-vis symbolic AI [72].
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AI Versus Conventional Statistical Methods
Admittedly, the concept of conventional statistical methods is
dubious at best because the development of statistical theories
and algorithms is continual in time and intertwines at all levels
[78]. Indeed, many conventional models fall into the ML
domain, such as linear and logistic regressions. Despite the
poorly defined domain and overlapping algorithms, at least 2
distinctions could be made between modern AI (ie, ML and
DL) and other statistical methods. In terms of aims, the objective
of AI models and their evaluation metrics predominantly
concern prediction precision (often at the cost of compromising
interpretability as models become complex) [78,79]. By contrast,
conventional statistical approaches usually attempt to reveal
relationships among variables (statistical inference) and focus
on model interpretability [80]. In terms of procedures, it is
standard practice to split data into training, validation, and test
sets so that an AI model can be trained using the training set
with the aim of achieving the optimal performance on some
predefined evaluation metrics (eg, accuracy and mean squared
error) when testing on the validation set [81,82]. The fine-tuned
AI model is subsequently tested on the test set. The utility of
the validation set is to prevent model overfitting (ie, too tailored
to the training set while losing generalizability to new, unseen
data) and fine-tune hyperparameters (ie, parameters external to
the model, whose values cannot be automatically learned from
data). The test set is preserved to test the final model’s
performance on unseen data. By contrast, conventional statistical
methods do not usually fit and evaluate models using training,
validation, and test sets but use other model selection criteria
(eg, adjusted R-squared and Akaike and Bayesian information
criteria) to evaluate model performance [83].

ML Subcategories

Overview

ML is classified into 2 subcategories: unsupervised ML and
supervised ML [84]. Unsupervised ML analyzes and clusters
unlabeled data sets, discovering hidden patterns or data
groupings without the need for human intervention [85]. Its
capability to reveal similarities and differences in information
makes it ideal for exploratory data analysis. Unsupervised ML
models are used for 3 main tasks: clustering, association, and
dimensionality reduction [86]. Clustering algorithms (eg,
k-means clustering, hierarchical clustering, and Gaussian
mixture) group unlabeled data based on similarities [86].
Association algorithms (eg, Apriori, Eclat, and FP-Growth)
identify rules and relations among variables in large databases
[87]. Dimensionality reduction algorithms (eg, principal
component analysis [PCA], singular value decomposition, and
multidimensional scaling) deal with an excessive number of
features during data preprocessing, reducing them to a
manageable size while preserving the integrity of the data set
as much as possible [88]. Supervised ML uses a training set
consisting of input-output pairs to enable the algorithm to learn
a function that maps input to output over time [89]. The
algorithm measures its accuracy through the loss function,
adjusting until the error is minimized sufficiently. The critical
difference between supervised ML and unsupervised ML is that
the former requires labeled data (ie, input-output pairs), whereas

the latter only requires inputs (ie, unlabeled data) [84].
Supervised ML models are used for 2 main tasks: classification
and regression [84]. Classification algorithms assign data to
specific categories (eg, obese or nonobese). Regression
algorithms learn the relationship between input features and
continuously distributed outcomes and are commonly used for
projections (eg, BMI in 5 years).

Unsupervised ML

K-means Clustering

K-means clustering is an iterative algorithm that tries to partition
the data set into a total of k nonoverlapping groups (ie, clusters)
[86,90]. Each data point belongs to only 1 group. The algorithm
attempts to make the intracluster data points as similar as
possible while keeping the clusters apart. In particular, it assigns
data points to a cluster such that the sum of the squared distance
between the data points and the cluster’s centroid (ie, arithmetic
mean of all the data points belonging to that cluster) is
minimized. As the number of clusters k needs to be determined
before implementing the algorithm, silhouette coefficients are
commonly used to identify the optimal k value. Lin et al [34]
used k-means clustering to classify patients with obesity into 4
groups based on 3 biomarkers concerning glucose, insulin, and
uric acid.

Fuzzy C-means Clustering

In nonfuzzy clustering (also known as hard clustering; for
example, k-means clustering), data are divided into distinct
clusters, where each data point can only belong to 1 cluster [86].
In fuzzy clustering, data points can potentially belong to multiple
clusters [91]. Fuzzy c-means clustering assigns each data point
membership from 0% to 100% in each cluster center [92]. The
fuzzy partition coefficient is often used to determine the optimal
number of clusters with a value ranging from 0 (worst) to 1
(best) [93]. Positano et al [71] used the fuzzy c-means algorithm
to classify MRI pixels into clusters to assess abdominal fat.

Group Factor Analysis

Factor analysis describes relationships among the individual
variables of a data set [94]. Group factor analysis (GFA) extends
this classical formulation into describing relationships among
groups of variables, where each group represents either a set of
related variables or a data set [95]. GFA is commonly formulated
as a latent variable model consisting of 2 hierarchical levels:
the higher level models the relationships among the groups, and
the lower-level models the observed variables given the higher
level [95]. Kibble et al [44] used GFA to jointly analyze 5 large
multivariate data sets to understand the multimolecular-level
interactions associated with obesity development.

PCA for Large Data Sets

Large data sets are increasingly common nowadays. PCA is a
classic, widely adopted method to reduce the dimensionality of
a large data set while preserving as much statistical information
(ie, variability) as possible [86]. In particular, PCA attempts to
find new variables, called principal components, that are linear
functions of those in the original data set. The new variables
are uncorrelated with each other (ie, orthogonal) and maximize
the projected data variance. Rashmi et al [31] used PCA to
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reduce the feature dimensions of a thermal imaging data set to
classify children by their obesity severity level.

Supervised ML

Linear Regression

Linear regression is considered a conventional statistical model
and a classical architecture to develop a predictive model [96],
but it fulfills all criteria from an ML point of view and is widely
used as an ML algorithm to predict continuous outcomes such
as BMI or BFP [97]. Trainable weights (ie, coefficients) of
linear regression are commonly estimated using ordinary least
squares or gradient descent. Compared with many other ML
models, linear regression has the advantages of simplicity and
interpretability [98]. It is easy to understand how the model
reaches its predictions. Wang et al [56] used linear regressions
to identify features of single-nucleotide polymorphisms that
predict obesity risk. Phan et al [42] used linear regressions to
estimate the associations between built environment indicators
and state-level obesity prevalence.

Regularized Linear Regression

The bias-variance tradeoff is a fundamental issue faced by all
ML models [86,99]. Bias is an error from erroneous assumptions
in a learning algorithm. High bias may cause the algorithm to
miss the relevant relations between features and outputs (called
underfitting). Variance is an error from a learning algorithm’s
sensitivity to small fluctuations in the training set. A high
variance may result from the algorithm modeling the random
noise in the training data, often leading to the algorithm’s poor
generalizability to new, unseen data (called overfitting). In
general, decreasing variance increases bias and vice versa, and
ML algorithms need to be fine-tuned to balance these 2
properties. Regularization is an essential technique to prevent
model overfitting and improve generalizability (at the cost of
increasing bias) by adding a penalty term of trainable weights
to the loss function [86]. Optimization algorithms that minimize
the loss function will learn to avoid extreme weight values and
thus reduce variance. The penalty term with the sum of squared
trainable weights is called L2 regularization, used in Ridge
regression. The penalty term with the sum of the absolute values
of trainable weights is called L1 regularization, used in the least
absolute shrinkage and selection operator (LASSO) regression.
Unlike Ridge regression, LASSO regression often shrinks some
feature weights to absolute zero, making it useful for feature
selection. Finally, ElasticNet regression uses a weighted sum
of L1 and L2 regularizations. Gerl et al [54] used LASSO
regression to estimate the relationship between human plasma
lipidomes and body weight outcomes, including BMI, WC,
WHR, and BFP.

Logistic Regression

In its simplest form, logistic regression uses a logistic function,
called the sigmoid function, to model a binary outcome [100].
A sigmoid function is a continuous, smooth, differentiable
S-shaped mathematical function that maps a real number to a
value in the range of 0 and 1, making it ideal for modeling
probabilities. The estimated probabilities are converted to
predictions (0 or 1, denoting exclusive group membership) based
on some predefined threshold (eg, >0.5). In ML, logistic

regression often incorporates regularizations (L1, L2, or both)
to prevent overfitting. Another common extension of logistic
regression in ML is to solve multiclass classification problems
when classification tasks involve >2 (exclusive) classes. A
typical strategy uses the one-vs-rest method (also called
one-vs-all) that fits 1 classifier (eg, a logistic regression) per
class against all the other classes [101]. A data point is assigned
to the class with the highest confidence score among all
classifiers. Thamrin et al [29] used logistic regressions to assess
the predictability of various obesity risk factors. Cheng et al
[37] used logistic regressions to classify obesity status based
on participants’ physical activity levels.

NB Classifier

NB algorithms apply the Bayes theorem with the naïve
assumption of conditional independence among each pair of
features given the value of the class [102]. Despite this
oversimplified assumption, NB classifiers have been widely
used and have worked well in solving many real-world
problems. The decoupling of conditional feature distributions
allows each distribution to be independently estimated as 1D,
making the training of NB classifiers much faster than more
sophisticated ML models [86]. By contrast, the predicted
probabilities of NB classifiers are less trustworthy owing to the
algorithm’s naïve assumption. Rashmi et al [31] used NB to
classify childhood obesity based on thermogram images.
Thamrin et al [29] adopted NB to predict adult obesity using
Indonesian health survey data [29].

K-nearest Neighbor

K-nearest neighbor (KNN) is a nonparametric, supervised
learning algorithm suitable for classification and regression
tasks [103]. The input consists of the k closest training data
points based on a prespecified distance measure (eg, Euclidean,
Manhattan, or Minkowski distance). For classification tasks,
the output is a class membership. A test data point is assigned
to the class most common among its k-nearest neighbors (if
k=1, the test data point is assigned to the class of the single
nearest neighbor). For regression tasks, the output is the average
value of its k-nearest neighbors. KNN should not be confused
with k-means. The former is a supervised ML algorithm to
determine the class or value of a data point based on its k-nearest
neighbors, whereas the latter is an unsupervised ML algorithm
to classify data points into k clusters that minimize the distances
within clusters while maximizing those between clusters [90].
KNN is a memory-based learning algorithm that requires no
training (called a lazy learner) but can become significantly
slower when the sample size increases. Wang et al [56] used
KNN to predict obesity risk based on features of
single-nucleotide polymorphisms. Ramyaa et al [51] performed
KNN to predict body weight using physical activity and dietary
data.

Support Vector Machines

Support vector machines (SVMs), which are supervised learning
models that construct a hyperplane in a high-dimensional space,
can be used for classification and regression tasks [104]. SVMs
attempt to identify the hyperplane separating different classes
while maximizing the distance to any class’s nearest training
data point (ie, margin). Intuitively, the larger the margin, the
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more likely the model’s generalizability to new, unseen data.
The choice of margin type can be critical for SVMs [86].
Hard-margin SVMs maximize the margin by minimizing the
distance from the decision boundary to the training points.
However, hard-margin SVMs may lead to overfitting and have
no solution if the training data are linearly inseparable.
Soft-margin SVMs modify the constraints of the hard-margin
SVMs by allowing some data points to violate the margin (ie,
misclassified). In practice, data are seldom linearly separable
in the original feature space, and kernel methods are applied to
map the input space of the data to a higher-dimensional feature
space where linear models can be trained [105]. Many kernel
functions, such as the Gaussian radial basis, sigmoid, and
polynomial kernel, can be chosen. Wang et al [56] used SVM
to predict obesity risk based on the features of single-nucleotide
polymorphisms. Ramyaa et al [51] applied SVM to predict body
weight using physical activity and diet data.

DT Algorithms

DTs are nonparametric supervised learning methods for
classification and regression tasks [106]. In DT algorithms, a
tree is built by splitting the source set that constitutes the tree’s
root node into subsets, which comprise the successor children
[107]. The splitting is based on a set of rules applied to input
features. Different splitting rules exist, such as variance
reduction for regression tasks and Gini impurity or information
gain for classification tasks. The splitting process is repeated
on each derived subset recursively (ie, recursive partitioning).
The recursion is completed when all subsets at a node share the
same target value or when splitting no longer adds value to the
predictions. DTs have several advantages over other ML
algorithms, such as high transparency and interpretability and
few requirements for data preprocessing [108]. However, DTs
can be prone to overfitting (ie, too confident about the rules
learned from the training set, which does not generalize well to
the test set) and instability (minor variations in the data resulting
in a very different tree). Using features extracted from electronic
medical records, Hong et al [52] used DTs to predict obesity
and 15 other comorbidities. Taghiyev et al [41] performed DTs
to identify risk factors associated with obesity onset.

RF Models

Ensemble methods are approaches that aggregate the predictions
of a group of models aiming for improved performance in
classification or regression tasks [109]. Various ensemble
methods exist, such as bagging, pasting, boosting, and stacking
[86]. Bagging and pasting use the same training algorithm for
every predictor included in the ensemble and train it on different
random subsets of the training set. When sampling is performed
with replacement, the method is called bagging; when sampling
is performed without replacement, it is called pasting. RF is an
ensemble of DTs commonly trained via the bagging or pasting
method [110]. Specifically, RF fits many DTs on various subsets
of the data and uses averaging to improve the predictive
accuracy and prevent overfitting. For classification tasks, the
RF output is the class selected by most trees; for regression
tasks, the mean prediction of the individual trees is used. Some
common hyperparameters of RF for fine-tuning include the
number of trees in the forest, the maximum number of features
considered for splitting a node, the maximum number of

branches in each tree, the minimum number of data points placed
in a node before the node is split, the minimum number of data
points allowed in a leaf node, and the method for sampling data
points (ie, with or without replacement) [86]. RF typically
produces more accurate and robust predictions than DTs and is
one of the most popular supervised ML algorithms [111]. Using
RF models, Hinojosa et al [58] examined the relationship
between social and physical school environments and childhood
obesity in California, United States. Dunstan et al [46]
performed RF to predict national obesity prevalence using food
sales data from 79 countries.

Extreme Gradient Boosting

Boosting refers to any ensemble method that combines several
weak models into a strong one [112]. The difference between
boosting and bagging and pasting is that in boosting, different
models are applied to the entire training set sequentially, the
new model attempting to address the weaknesses (eg,
misclassified targets and residual errors) of the previous model.
By contrast, in bagging and pasting, the same models are trained
on different random subsets of the training set. A popular
boosting algorithm is gradient boosting, in which the new model
is trained on the residual errors made by the previous model
[113]. Extreme gradient boosting (XGBoost) implements an
optimized, parallel-tree gradient boosting algorithm, aiming to
be highly efficient, flexible, and portable [114]. XGBoost is
considered one of the most powerful ML algorithms, often
serving as an essential component of winning entries in ML
competitions [86]. A few drawbacks of XGBoost include lacking
interpretability and being prone to overfitting. Pang et al [33]
used XGBoost to predict early childhood obesity based on
electronic health records. Alkutbe et al [27] applied gradient
boosting to predict BFP based on cross-sectional health survey
data collected in Saudi Arabia.

Multivariate Adaptive Regression Splines

Multivariate adaptive regression splines (MARS) is a
nonparametric regression technique that automatically models
nonlinearities and interactions among variables by combining
≥2 linear regressions using hinge functions [115,116]. A hinge
function is a function equal to its argument where that argument
is >0 and 0 everywhere else. MARS builds a model using a
2-phase procedure [117]. The forward phase starts with a model
consisting of only the intercept term (ie, mean of the target) and
repeatedly adds basis functions (ie, constant or hinge function)
in pairs to the model that minimizes the squared error loss of
the training set. The backward (or pruning) phase usually starts
with an overfitted model and removes its least effective term
at each step until the best submodel is found. MARS requires
little or no data preparation, is easy to understand and interpret,
and can address classification and regression tasks. However,
it often underperforms boosting ensemble methods. Shao [65]
applied MARS to predict BFP using a small-scale health record
data set.

DL Models
In the obesity literature reviewed, DL models were applied to
3 distinct data types: tabular data (eg, spreadsheet data), images,
and texts. The model architectures differ systematically across
these data types.
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DL on Tabular Data

Although shallow ML models perform well on tabular data sets
in most cases, some complex relationships between the features
and the target could be more effectively learned by a deep neural
network model [118]. A fully connected neural network consists
of a series of fully connected layers, with each artificial neuron
(ie, node) of a layer linking with all neurons in the following
layer [76]. A multilayer perceptron (MLP) is a classic fully
connected neural network consisting of at least 3 layers of
neurons: an input layer, a hidden layer, and an output layer
[119]. One advantage of fully connected neural networks is that
they are structure agnostic, requiring no specific assumptions
about the input. However, neural networks trained on tabular
data can sometimes be prone to overfitting [120]. Park and
Edington [121] used MLP to identify individuals at elevated
diabetic risk. Heydari et al [67] performed MLP to predict
obesity status using data from a cross-sectional study of military
personnel in Iran.

DL on Images

CV is a field of AI that enables computers to learn from digital
images, videos, or other visual inputs and derive meaningful
information for decision-making and recommendations
[122,123]. Nowadays, most CV applications use DL models,
which prove more capable than their shallow-learning (ie, ML
models) counterparts in representing and revealing
high-dimensional, complex nonlinear patterns inherent in image
data. Specifically, CNNs consistently outperform the traditional
densely connected neural networks (eg, MLP) and achieve
human-like or superhuman accuracy in many challenging CV
tasks ranging from image classification to object detection and
segmentation [124,125]. The main advantages of CNNs over
densely connected neural networks are locality, translation
invariance, and computational efficiency [126]. Locality refers
to the repeated use of small-sized kernels (or filters) in CNNs
to identify local patterns at an increasing level of complexity
(eg, from basic shapes such as lines and edges to complex
objects such as adipose tissue or brain tumor). Translation
invariance refers to CNNs’ capacity to detect an entity
independent of its position in the image. The computational
efficiency of CNNs is achieved by using kernels, global pooling,
and other techniques, which typically make the models much
smaller (ie, fewer learnable parameters) than their densely
connected counterparts. Over the past decade, numerous
CNN-based DL models were built and adopted to tackle
domain-specific CV problems [76,127]. Some landmark models
include, but are not limited to, LeNet, AlexNet, VGG, Inception,
ResNet, Xception, ResNeXt, and U-Net.

Transfer learning plays a crucial role in modern AI, where a
model developed for a task is reused as the starting point for a
model on a different but related task [128]; for instance, the
ResNet model trained on ImageNet data with >14 million images
in approximately 1000 categories (eg, tables and horses) has
stored many useful visual patterns in its weights, which can
help solve other CV tasks (eg, identifying fat tissues in MRI
scans) [129]. Transfer learning can substantially reduce the
number of images required to train a model for a particular task
and boost model performance compared with models trained
from scratch [130].

Maharana and Nsoesie [57] adopted the VGG model architecture
to examine the relationship between obesity prevalence and the
built environment measured by Google Maps images (eg, parks,
highways, green streets, crosswalks, and diverse housing types).
Similarly, Phan et al [42] used the VGG model to assess the
link between the statewide prevalence of obesity, physical
activity, and chronic disease mortality and the built environment
using images from Google Street View. Bhanu et al [38] applied
the U-Net model to identify adipose tissues from MRI data.
Snekhalatha and Sangamithirai [30] applied transfer learning
on a pretrained CNN model to detect obesity based on thermal
imaging data.

DL on Text

Besides CV, NLP is another field where DL dominates [131].
Early NLP models primarily adopted recurrent neural network
(RNN) architecture, demonstrating broad applicability to various
NLP tasks such as sentiment analysis, text summarization,
language translation, and speech recognition [74,132]. RNN
differs from feed-forward MLP in that it takes information from
prior inputs (stored as memories) to influence the current input
and output, which capitalizes on the structure of sequential data
where order matters (eg, time series or natural languages) [133].
Some popular RNN models used in NLP tasks include gated
recurrent unit and long short-term memory unit [74]. However,
in today’s NLP landscape, transformers, invented by a team at
Google in 2017, have surpassed RNN models such as gated
recurrent unit and long short-term memory unit [134-136].
Transformers are encoder-decoder models that use self-attention
to process language sequences [137]. An encoder maps an input
sequence into state representation vectors. A decoder decodes
the state representation vector to generate the target output
sequence. The self-attention mechanism is used repeatedly
within the encoder and the decoder to help them contextualize
the input data. Specifically, the mechanism compares every
word in the sentence to every other word, including itself, and
reweighs each word’s embeddings to incorporate contextual
relevance. Popular transformer models such as GPT-3, BERT,
XLNet, RoBERTa, and T5 have been widely applied to various
NLP tasks and achieved state-of-the-art results [137]. Stephens
et al [48] tested the efficacy of pediatric obesity treatment
support through Tess, a behavioral coaching chatbot built on
NLP models. The study concluded that Tess demonstrated
therapeutic values to pediatric patients with obesity and
prediabetes, especially outside of office hours, and could be
scaled up to serve a larger patient population.

Discussion

Overview
This study conducted a scoping review of the applications of
AI to obesity research. A keyword search in digital bibliographic
databases identified 46 studies that used diverse ML and DL
models to study obesity-related outcomes. In general, the studies
found AI models helpful in detecting clinically meaningful
patterns of obesity or relationships between specific covariates
and weight outcomes. The majority (18/22, 82%) of the studies
comparing AI models with conventional statistical approaches
found that the AI models achieved higher prediction accuracy
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on test data. Some (5/46, 11%) of the studies comparing the
performances of different AI models revealed mixed results,
likely indicating the high contingency of model performance
on the data set and task it was applied to. An accelerating trend
of adopting state-of-the-art DL models over standard ML models
was observed to address challenging CV and NLP tasks. We
concisely introduced the popular ML and DL models and
summarized their specific applications in the studies included
in the review.

Despite the variety of ML and DL models used in obesity
research, it could well be the beginning of the trend for using
AI applications in the big data era. Future adoptions of AI in
obesity research could be influenced by a broad spectrum of
factors, with 3 prominent ones discussed in the following
sections.

Artificial General Intelligence
The ML and DL models reviewed in this study were primarily
unimodal and task specific: they were built on a single data type
(eg, tabular, text, or image) to solve a specific problem such as
obesity classification or BMI prediction. Recent advances in
AI showcase the feasibility and possibly superior performance
of multimodal, multitask ML and DL models that are trained
on diverse data types (eg, tabular plus text, image, video, or
audio) and can handle many domains of downstream tasks (eg,
text generation, object detection, time series prediction, and
speech recognition) simultaneously [138-140]. However, it
should be noted that the predictive accuracy of AI models may
vary across gender and age groups [27] and sex and age groups
[59]. Different from BMI, BMI z scores adjust for sex and age
differences [141]. Future research may evaluate the potential
disparities in AI model performances in their applications to
BMI versus BMI z scores as outcome measures. Artificial
general intelligence (AGI) refers to the ability of an intelligent
agent to understand or learn any intellectual task performed by
a human being [142,143]. It is too early to tell whether these
multimodal, multitask ML and DL models may lead to AGI (or
whether we could ever achieve AGI through technological
innovations) [144]. Nevertheless, we may soon witness
increasing applications of these models in obesity-related
research.

Synthetic Data Generation
Data access is fundamental to any AI model training. Two
primary barriers with regard to data are limited sample size and
confidentiality concerns [145-148]. ML and DL models are
increasingly used to generate synthetic data as an alternative to
data collected from the real world [149,150]. Synthetic data do
not contain private information requiring human subject review
and, therefore, can be shared with other parties or the public
without confidentiality concerns [151]. By contrast, synthetic
data preserve the original data’s mathematical and statistical
properties, ensuring that the AI model trained on them can be
generalized to real-world data [152]. In addition, given the
unrestrained availability of synthetic data (only limited by the
computational power of data generation), AI models trained on
synthetic data can be robust with regard to data variations [153].
Synthetic data of various types, such as tabular, text, and image,
have been generated in massive quantities to train ML and DL

models cost-effectively. Obesity-related data or, more generally,
health-related data can be expensive to collect (eg, MRI scans)
and contain confidential information (eg, patients’ names or
residential addresses), which could be addressed by synthetic
data generation [154].

Human-in-the-Loop
There have been increasing concerns over AI-related data bias
and ethical issues [155,156]. Fundamentally, AI models should
facilitate but not replace human judgment and decision-making
[157,158]. Human-in-the-loop (HITL) is an AI model that
requires human interaction [159,160]. HITL ensures that
algorithm biases and potentially destructive model outputs can
be identified in a timely manner and corrected to prevent adverse
consequences. However, such interactions between humans and
machines require thoughtful designs in the data-processing
pipeline, model architecture, and personnel management [159].
Data- and model-driven decision-making related to obesity,
such as behavioral modifications (eg, diet or physical activity
interventions) or medical treatment, can be complex [161].
AI-powered wearables and other digital health platforms can
detect change in an individual’s physical activity and provide
actionable information to improve health outcomes [162-164].
Mobile chemical sensors could offer timely dietary information
by monitoring real-time chemical variations upon food
consumption, collecting dynamic data based on an individual’s
metabolic profile and environmental exposure, thus supporting
dietary behavior decision-making to improve precise nutrition
[165]. HITL may integrate AI model outputs with expert inputs
to make informed decisions that capitalize on the strengths of
both and maximize patients’ chances of health restoration and
improvement [166].

Limitations of the Scoping Review and Included
Studies
To our knowledge, this study is the first to systematically review
AI-related methodologies adopted in the obesity literature and
project trends for future technological development and
applications. However, several limitations should be noted
concerning this review and the included studies. As our review
focused on ML and DL methods, study-specific findings (eg,
the effectiveness of an intervention and estimated associations
between covariates and an outcome) were not synthesized in
detail. The included studies were heterogeneous in terms of
hypothesis and research question, study design, population
sampled, data collection method, sample size, and data quality.
The analytic approach chosen was endogenous to these
study-specific parameters; therefore, across-study comparisons
of model performances may not be reliable. Even within the
same study, conclusions about relative model performances (eg,
the prediction accuracy of logistic regression vs SVM) may
lack generalizability because of the interdependency between
data and ML and DL algorithms. AI technologies are rapidly
advancing, with innovations and breakthroughs almost daily.
A review such as this one will have a short shelf life and warrant
periodic updates.
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Conclusions
This study reviewed the AI-related methodologies adopted in
the obesity literature, particularly ML and DL models applied
to tabular, image, and text data for obesity measurement,
prediction, and treatment. It aimed to provide researchers and

practitioners with an overview of the AI applications to obesity
research, familiarize them with popular ML and DL models,
and facilitate their adoption of AI applications. The review also
discussed emerging trends such as multimodal and multitask
AI models, synthetic data generation, and HITL, which may
witness increasing applications in obesity research.
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Abstract

Background: Digital consultations between patients and clinicians increased markedly during the COVID-19 pandemic, raising
questions about equity.

Objective: This study aimed to review the literature on how multiple disadvantage—specifically, older age, lower socioeconomic
status, and limited English proficiency—has been conceptualized, theorized, and studied empirically in relation to digital
consultations. We focused mainly on video consultations as they have wider disparities than telephone consultations and relevant
data on e-consultations are sparse.

Methods: Using keyword and snowball searching, we identified relevant papers published between 2012 and 2022 using Ovid
MEDLINE, Web of Science, Google Scholar, and PubMed. The first search was completed in July 2022. Papers meeting the
inclusion criteria were analyzed thematically and summarized, and their key findings were tabulated using the Grading of
Recommendations Assessment, Development, and Evaluation Confidence in the Evidence from Reviews of Qualitative Research
criteria. Explanations for digital disparities were critically examined, and a search was undertaken in October 2022 to identify
theoretical lenses on multiple disadvantage.

Results: Of 663 articles from the initial search, 27 (4.1%) met our inclusion criteria. In total, 37% (10/27) were commentaries,
and 63% (17/27) were peer-reviewed empirical studies (11/27, 41% quantitative; 5/27, 19% qualitative; 1/27, 4% mixed methods;
1/27, 4% systematic reviews; and 1/27, 4% narrative reviews). Empirical studies were mostly small, rapidly conducted, and
briefly reported. Most studies (25/27, 93%) identified marked digital disparities but lacked a strong theoretical lens. Proposed
solutions focused on identifying and removing barriers, but the authors generally overlooked the pervasive impact of multiple
layers of disadvantage. The data set included no theoretically informed studies that examined how different dimensions of
disadvantage combined to affect digital health disparities. In our subsequent search, we identified 3 theoretical approaches that
might help account for these digital disparities. Fundamental cause theory by Link and Phelan addresses why the association
between socioeconomic status and health is pervasive and persists over time. Digital capital theory by Ragnedda and Ruiu explains
how people mobilize resources to participate in digitally mediated activities and services. Intersectionality theory by Crenshaw
states that systems of oppression are inherently bound together, creating singular social experiences for people who bear the force
of multiple adverse social structures.

Conclusions: A limitation of our initial sample was the sparse and undertheorized nature of the primary literature. The lack of
attention to how digital health disparities emerge and play out both within and across categories of disadvantage means that
solutions proposed to date may be oversimplistic and insufficient. Theories of multiple disadvantage have bearing on digital
health, and there may be others of relevance besides those discussed in this paper. We call for greater interdisciplinary dialogue
between theoretical research on multiple disadvantage and empirical studies on digital health disparities.
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Introduction

Background
COVID-19 has thrown a spotlight on digital health disparities.
Before the pandemic, patients with poorer self-reported health,
of older age and lower incomes, and from certain minority ethnic
groups were less likely to access health care by technological
means [1,2]. The proportion of health care consultations
conducted remotely (telephone, video, and web-based) increased
dramatically during the pandemic [3], chiefly because many
face-to-face consultations were canceled owing to the risk of
transmitting the virus. Therefore, the shift to remote
consultations affected a greater number of patients with
increased access burdens because of being disadvantaged
through poverty, low health literacy, limited English proficiency
(LEP; in countries where English is the main language), or
lacking digital skills or devices [4,5].

There is a vast amount of research on health disparities in
general; this literature falls into 3 broad categories corresponding
to 3 longitudinal phases. The first phase, detection, involves
defining health disparities, identifying vulnerable populations,
and developing valid measures for studying both. The second
phase, understanding why disparities exist, involves identifying
factors that explain gaps in health care between vulnerable and
less vulnerable groups. The third phase involves the
development, implementation, and evaluation of interventions
that reduce or eliminate health disparities. These different kinds
of research are all relevant to the study of digital disparities as
well, although the literature on the latter is currently sparse in
both volume and depth.

Digital health is sometimes presented vaguely and futuristically
as having the potential to strengthen health systems and public
health, improve efficiency, and increase equity in access to
health services [6,7]. Video consultations in particular have
been extensively researched (often in randomized controlled
trials in comparison with face-to-face consultations) and
depicted with promissory claims of delivering efficient care
without compromising safety or patient satisfaction [8-10].
However, as the pandemic showed, digital solutions intended
to reduce inequalities may actually widen them [11-13]. Broadly
speaking, and with some notable exceptions [14-16],
technologies are least frequently and least readily used by
limited English–speaking communities, those with low income,
and older adults—and especially by those in the triple jeopardy
of all 3 groups.

Uptake of video consultations, for example, is known to be low
among various disadvantaged groups [17]. This and other digital
disparities have been explained by multiple factors, including
lack of access to technology, low digital literacy, suboptimal
internet coverage, and power differentials within the home in
terms of who has access to digital devices [18-20].

Several recent publications have proposed strategies to ensure
that the emergence of digital services does not exacerbate
disparities in access to health care and health outcomes
[11,21-23]. In total, 2 broad approaches have been taken. One
approach speculates that digitally driven efficiency savings
could free up staff to attend to the disadvantaged, who would
continue to consult in traditional ways. However, there is limited
evidence that such savings occur even with telephone
consultation services and—to our knowledge—no evidence that
they occur with video services (which have higher setup costs
and require staff and patients to learn new skills) [24].

Another approach centers on identifying and removing barriers
to video access among disadvantaged groups—for example,
ensuring that people are equipped, competent, and confident in
using the video modality where appropriate. This strategy is
founded on an individual deficit model that depicts the
disadvantaged as deficient in certain things (eg, knowledge,
confidence, and bandwidth) and assumes that these deficiencies
can be rectified by specific inputs (eg, training, practice, and
digital upgrades). Thus, it tends to overlook the pervasive impact
of multiple layers of structural disadvantage. Of particular
interest is how key risk factors for digital exclusion such as
LEP, poverty, and older age are often mutually reinforcing, an
effect that some have called intersectionality [25].

These approaches are discussed throughout this paper, which
starts by outlining the aim, scope, and research questions of the
review along with definitions of important terms and concepts.
We then explain our methodological approach to the review
and the details of our methods. Our findings show that, in the
relatively sparse literature uncovered on the topic, substantial
digital disparities are reported and that this research to date in
relation to video consultations has been almost entirely
descriptive rather than explanatory. We also describe how we
identified 3 candidate theories of multiple disadvantage that
could further enhance our understanding of digital disparities.
We conclude by proposing 3 candidate theories that may have
particular relevance in explaining and helping address digital
health disparities in people with multiple disadvantage.

Aim, Scope, and Research Questions
In this narrative review, we sought to explore how published
studies of disparities in digital health consultations have defined,
theorized, and empirically tested the concept of multiple
disadvantage.

To sharpen our focus in a potentially vast field, we chose to
restrict our sample of empirical digital health research to studies
of video consultations between patients and health care
professionals as this is where the most dramatic differences in
digital access have been documented in the literature [8]. In
contrast, there has been little research on digital disparities in
electronic consultations [26], and research on telephone
consultations suggests that digital disparities are less marked
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[27]. On the basis of findings from our previous work on remote
consulting [28], we decided to focus particularly on studies that
provided insights relevant to an underresearched group: older
adults with low income and LEP.

Our research questions were as follows: (1) How have the
intersecting effects of age, socioeconomic status, and LEP been
conceptualized, theorized, and studied empirically in relation
to digital consultations (especially video)? (2) What

interventions have been developed and tested within the context
of digital consultations to try to overcome the effects of multiple
disadvantage? (3) What were the findings of these studies and
how can they help us extend theory and inform future research?
and (4) What are the implications for policy and practice?

Definitions
This review covers a number of closely related terms and
concepts, which we define and discuss in Textbox 1.
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Textbox 1. Concepts and definitions.

Health disparities

• Defined by the Centers for Disease Control and Prevention of the United States (as this term has almost exclusively been used in the United
States) as differences in health status or health outcomes among population groups as a result of—for example—social, economic, racial, or
ethnic characteristics [29].

Health equity

• Defined by the World Health Organization (WHO) as “the absence of avoidable, unfair, or remediable differences among groups of people,
whether those groups are defined socially, economically, demographically or geographically or by other means of stratification” [30]. Others
have defined health equity in positive terms as “the attainment of the highest level of health for all people...valuing everyone equally with focused
and ongoing societal efforts to address avoidable inequalities, historical and contemporary injustices, and the elimination of health and healthcare
disparities” [31]. Thus, reducing health disparities is one aspect of achieving health equity.

Health inequity

• Refers to the presence of these avoidable, unfair, or remediable differences [31]. Some authors have distinguished health inequities from health
inequalities, the latter being disparities that are explained by differences that are not avoidable or remediable (eg, because of age) [32] but, in
practice, these terms tend to be used interchangeably.

Digital health

• An interdisciplinary field linking technologies (software, hardware, and underpinning infrastructure) and the service models in which they are
used [33]. It includes mobile health apps, electronic health records, electronic medical records, wearable devices, remote consultations (by
telephone, video, or the web), and remote monitoring of various kinds.

• Digital health includes telemedicine, which the WHO set a standardized definition for in 2007 as the delivery of health care services, where
distance is a critical factor, by all health care professionals using information and communication technologies for the exchange of valid information
for diagnosis, treatment, and prevention of disease and injuries; research and evaluation; and the continuing education of health care providers,
all in the interest of advancing the health of individuals and their communities [34].

• The terms telemedicine and telehealth are often used interchangeably, but telehealth has evolved to encapsulate a broader array of digital health
care activities and services, including patient and professional health-related education, public health, and health administration [34].

• Video consultations are a specific type of telemedicine involving a video connection.

Digital divide

• This constitutes a societal division between those who have the means and capability to make full use of digital technology and those who lack
those means for reasons relating to (for example) income, education, or age [35].

Digital health disparities

• A concept that emerged recently; refers to inequalities that may be widened when technologies are required for accessing and receiving care.
One author has coined the expression “digital inverse care law” to depict how people who are most in need of care (in particular, older people
and those experiencing social deprivation) are least likely to access or receive it through digital platforms [36].

• For consistency in this paper, we have chosen to use the term disparities rather than inequities or inequalities.

Disadvantage

• Defined as those for whom the social conditions in which they are born, live, and age do not ensure opportunities for them to be healthy and
flourish [37]. Disadvantaged people are disproportionately affected by disease, dysfunction, and ill health.

• Underserved and marginalized populations include people who experience discrimination of any kind and encounter barriers (eg, racial, ethnic,
gender, sexual orientation, economic, cultural, or linguistic) to accessing health care goods and services [38]. They tend to receive fewer and
lower-quality health care and public health goods and services, have a lack of familiarity with the health care delivery system, face a shortage of
readily available providers, and lack access to quality systems of care.

Intersectionality

• Refers to the idea that systems of oppression are inherently bound together, thus creating singular social experiences for people who bear the
force of multiple systems [25]. It has been defined as “the relationships among dimensions and modalities of social relations and subject formations”
[39]. A more specific definition in relation to health disparities is the “intersections of individuals’ multiple identities within social systems of
power that compound and exacerbate experiences of ill health” [40], thus recognizing that health is shaped by a multidimensional overlapping
of factors such as race, class, income, education, age, ability, sexual orientation, immigration status, ethnicity, indigeneity, and geography.
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Methods

We undertook a narrative review of the literature published
from 2012 to 2022 focusing on digital health disparities in
disadvantaged groups, with a specific focus on older,
low-income, limited English–speaking individuals and on video
consultations. Various combinations of search terms, including
those regarding age, language, and income, were trialed as part
of the initial search strategy but, because of the unique
combination of terms being used, they yielded no relevant
results. Following discussion with an expert librarian and
coauthors, the search strategy shown in Textbox 2 was applied
and updated with further terms as the study progressed to reflect
the developing field. Although the search range extended back
to 2012, only one study in our final sample was published before
2020. Earlier studies were clearly superseded by later work
because of technologies having been developed at pace and the
evolving field of digital health care. An evaluation of a video
consulting service in Scotland by Wherton et al [41] reported
that, as late as 2017, the platforms used for video consultations
were designed for videoconferencing rather than video
consulting and were expensive, clunky, unreliable, and poorly
aligned with clinical workflows. A few years later, bespoke
video technologies for health care encounters had been
developed; they were cheaper, more agile, and better designed
around key workflows. Accordingly, studies undertaken before
the development of mature, fit-for-purpose technologies were
less relevant. Similarly, when looking to the literature for
explanations of digital health disparities, little had been
published before 2012, and earlier studies reflected challenges
that are no longer relevant today, such as website provision and
public health dissemination through digital television [42].

We drew in particular on 3 methodological sources. First, we
aligned with Greenhalgh et al [43], who highlighted the purpose
of narrative review (to achieve clarification and understanding
across a broader field of inquiry) and distinguished this from
that of quantitative systematic review (to identify, summarize,
and synthesize data on a narrowly focused topic, typically
through meta-analysis). The latter relies on largely technical
processes (eg, data extraction and the use of risk-of-bias tools),
whereas the former requires the progressive development and
refinement of an argument through interpretative methods.

Second, we engaged with the methodology by Boell and
Cecez-Kecmanovic [44] for hermeneutic review, which applies
the hermeneutic circle (progressively adding parts to the whole)
to secondary research. The hermeneutic review begins with a
close reading of key texts—those known to the research team
and those identified on an initial scoping search. These texts
are mapped and classified according to coherence, adequacy,
and relevance (with relevant extracts as quotes) in interim
summaries. Some summaries are deep dives on specific themes
(eg, how a particular theory has been applied). Some are broader
but less deep (eg, an early draft of the review findings to be
progressively refined as the study unfolds). The researchers
move back and forth between further searches and a
progressively richer overall summary.

Third, we took note of methodological guidance from a group
of journal editors in the health care field [45], who developed
a structured critical appraisal tool (SANRA [Scale for the
Assessment of Narrative Review Articles]). SANRA defines
quality in narrative reviews in terms of strong justification for
the importance and aims of the review, a well-described and
well-justified literature search, claims backed up by referencing
relevant primary studies, the quality of scientific reasoning
(including a nonselective approach to inclusion of studies and
study designs appropriate to the research question), and
appropriate presentation of data.

The following search terms were developed by author 1 and
discussed with the coauthors: remote consultations (or virtual
consultations or video consultations or video visits or
telemedicine or telehealth) and digital health inequality (or
digital divide or inequity/ies or inequality/ies or health
disparity/ies or disadvantage). These terms were then checked
by the expert university librarian. Following some pilot searches,
these were developed into formal search strings (Textbox 2).

The search was first completed in July 2022 and then
supplemented with an additional search with revised search
terms in October 2022. The results of all these searches were
combined into a single data set, and irrelevant studies were
excluded by screening titles and abstracts. All papers were
reviewed by author 1, and each paper was second reviewed by
at least one coauthor. Rigor was strengthened by reflexivity and
the application of the Grading of Recommendations Assessment,
Development, and Evaluation Confidence in the Evidence from
Reviews of Qualitative Research checklist [46] to determine
confidence in the findings.

To gain familiarity and aid data management, author 1 extracted
and tabulated the following information from the included
sources: (1) study design, setting, and sample; (2) key findings
in relation to health inequalities and web-based care; (3) key
issues raised by the authors; (4) authors’ recommendations for
how to promote health equity in the context of remote care; and
(5) any theories or frameworks used by the authors to study
digital disparities.

Following the hermeneutic circle, we worked back and forth
between individual papers and our overview of the findings,
progressively adding detail. The process of interpretive synthesis
was aided by discussions among the coauthors. When we
realized that the initial data set of 27 papers included very little
theoretical analysis, we conducted a further search for theories
of multiple disadvantage that were potentially relevant to digital
health disparities and had the potential to add a theoretical depth
to our original sample of papers. This second search was
deliberately not exhaustive; it included asking experts in the
field, using key sources known to the authors, and searching
the PubMed database for the term theor* along with the selected
terms listed in Textbox 2.

A near-final version of the synthesis was shared with a wider
group of peers, including experts in various aspects of health
disparity or digital health, and with laypeople with lived
experience of accessing care. The synthesis was refined in
response to their feedback.
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Textbox 2. Search strategy with updated terms.

Ovid MEDLINE

• Search in title, abstract, keywords, and subject headings

• Search limited to the years 2012 to 2022

• Search string: (“remote consultations” or “virtual consultations” or “video consultations” or “video visits” or telehealth or telemedicine) AND
(“digital health inequalit*” or “digital divide” or inequit* or inequalit* or “health disparit*” or disadvantag*)

Web of Science

• Search in title, abstract, keywords, and subject headings

• Search limited to the years 2012 to 2022

• Search string: (“remote consultations” or “virtual consultations” or “video visits” or telehealth or telemedicine) AND (“digital health inequalit*”
or “digital divide” or inequit* or inequalit* or “health disparit*” or disadvantag*)

Google Scholar

• General search in Google Scholar

• Search limited to the years 2012 to 2022

• Search string: (“remote consultations” or “virtual consultations” or “video visits” or telehealth or telemedicine) AND (“digital health inequalit*”
or “digital divide” or inequit* or inequalit* or “health disparit*” or disadvantag*)

Sources known to the research team and their networks

• Key studies already on file

• Asking expert colleagues to recommend sources

Forward and backward reference searching

• Identifying highly relevant papers cited by the included papers

• Identifying highly relevant papers that cited the included papers

Results

Description of the Data Set
In this section, we describe the main findings of the empirical
studies included in this narrative review (Table 1) as well as
key points from commentaries on the theme of inequity of access
(Table 2). All the authors of both commentaries and empirical
studies offered a list of proposed solutions to digital disparities.
These are further summarized and categorized (Textbox 3).
Figure 1 presents a PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) flowchart

demonstrating the number of papers identified, included, and
excluded.

The 17 peer-reviewed research papers (summarized in Table 1)
comprised 1 (6%) systematic review [48], 1 (6%) narrative
synthesis [49], 7 (41%) retrospective audits of medical records
[56,57,59-62,70], 3 (18%) quantitative surveys [5,50,58], and
5 (29%) qualitative studies based on semistructured interviews
[5,51,52,54,55]. A further 37% (10/27) of the articles (Table 2)
commented on others’ research, reflected on findings from
clinical practice, or proposed measures to reduce digital health
disparities [11,21,22,63-69].
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Table 1. Characteristics of the empirical studies.

Aim of researchSampleSettingStudy designAuthor, year, and
country

To explore the impact of remote
consultations on use and clinical
outcomes in disadvantaged groups

Studies that compared re-
mote and face-to-face consul-
tations (until June 2020)

Primary care (any country)Systematic reviewParker et al [48],
2021, United King-
dom

To identify how this “digital divide”
was manifested during the first wave

Studies that explored vari-
ous constructs within the 3

UK primary careRapid review and narrative
synthesis

Litchfield et al [49],
2021, United King-
dom of the pandemic and highlight any

areas that might be usefully ad-
domains of the digital divide
framework

dressed for practice beyond the
pandemic

To understand how primary care
practices were responding to the

5372 primary care providers
contacted in 5 waves

Small primary care practices
in low-income, minority, or
migrant areas of New York
City

Quantitative study using
rapid response surveys

Chang et al [50],
2020, United States

COVID-19 pandemic and examine
whether telemedicine use and barri-
ers differed based on the socioeco-
nomic characteristics of the commu-
nities served

To compare patients who completed
telemedicine encounters with pa-

2940 patients who had
scheduled a remote consulta-
tion

Large academic health sys-
tem

Quantitative retrospective
electronic record audit

Eberly et al [23],
2020, United States

tients who were scheduled but did
not complete a visit early in the
COVID-19 pandemic

To understand the living conditions,
changes in the service user profile,

Migrant patients (survey:
n=6268; free-text analysis:
n=96)

DOTWa United King-
dom—a third-sector organi-
zation serving migrants with
drop-in clinics

Mixed methods—quantita-
tive survey before and dur-
ing the pandemic and quali-
tative data from free-text
notes

Fu et al [5], 2022,
United Kingdom

and needs of vulnerable migrants
trying to access health care both be-
fore and during the pandemic (when
DOTW services moved to tele-
phone)

To assess the experiences of socially
vulnerable people during the
COVID-19 pandemic

42 interviews with people
who experienced social vul-
nerability and faced barriers
to accessing health care

Across EnglandQualitative interview study
(“rapid health needs assess-
ment”)

Stevens et al [51],
2021, United King-
dom

To examine the challenges experi-
enced by vulnerable groups using

N=74, including older
adults, migrants, mental

National study, mostly via
third-sector organizations

Qualitative semistructured
interview study

Kaihlanen et al [52],
2022, Finland

digital health services during the
COVID-19 pandemic

health service users, high
users of health services, and
unemployed individuals

working with vulnerable
groups

To understand the pandemic’s im-
pact on recent immigrants and their

48 clinicians, 16 administra-
tive staff, and 17 migrant
patients

Urban, suburban, and rural
settings in England

Qualitative semistructured
interview study

Knights et al [53],
2021, United King-
dom access to primary health care and

implications for vaccine rollout

To understand service users’ per-
spectives on (1) the definition,

54 interviews with adult pa-
tients and parents of child

Primary care clinics linked
to a Chicago academic re-
search center

Qualitative semistructured
interview study

Alkureishi et al [54],
2021, United States

causes, and impact of the digital di-
vide; (2) whose responsibility it is

patients who had web-based
visits (March 2020-Septem-
ber 2020) to address this divide; and (3) poten-

tial solutions to mitigate this

To explore the views of physicians,
nurses, and patients who have expe-
rienced a web-based consultation

Patients (n=21) and primary
care clinicians (n=13)

Scotland primary careQualitative semistructured
interview study

Donaghy et al [55],
2019, United King-
dom

To use data from a large, integrated
health system to determine patient,

Data from 162,102 patients
across 1652 primary and
specialty care practices

Across primary and special-
ty care in Boston, Mas-
sachusetts

Quantitative cross-sectional
study using electronic health
record data

Rodriguez et al [56],
2021, United States

clinician, clinic, and neighborhood
characteristics associated with visit
modality
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Aim of researchSampleSettingStudy designAuthor, year, and
country

To test the hypothesis that limited
English proficiency would be asso-
ciated with lower video use com-
pared with telephone, especially
among patients without previous
video visit experience

955,352 patient portal self-
scheduled primary care
telemedicine visits

Primary care across Kaiser
Permanente, Northern Cali-
fornia

Quantitative retrospective
cross-sectional study

Hsueh et al [57],
2021, United States

To investigate socioeconomic dispar-
ities in the demand for and use of
web-based visits during the COVID-
19 pandemic among older adults in
Canada

2303 older adult CanadiansAcross CanadaQuantitative cross-sectional
web survey

Yu and Hagens [58],
2022, Canada

To determine (1) whether video
visits had longer duration, more
visit diagnoses, and more discus-
sions than telephone visits in the
rapid implementation of
telemedicine during the pandemic
and (2) whether disparities in visit
type existed based on patient charac-
teristics

192 appointments reviewed2 primary clinics in Col-
orado

Quantitative retrospective,
cross-sectional analysis

Schifeling et al [59],
2020, United States

To evaluate for demographic dispar-
ities in the use of telehealth modali-
ties

134,274 ambulatory patientsOregon Health and Science
University

Quantitative cross-sectional
analysis

Sachs et al [60],
2021, United States

To examine the complex relation-
ship between individual and environ-
mental characteristics, broadband
access, device type, and telehealth
use as it relates to the digital divide

2847 menElectronic platform across
the United States

Quantitative cross-sectional
analysis

Broffman et al [61],
2022, United States

To describe patient characteristics
associated with successful transition
from in-person to web-based care
and video vs audio-only participa-
tion

N=1,241,313 individual
health records

Electronic health record data
across the Northeastern
United States

Quantitative retrospective
analysis

Zachrison et al [62],
2021, United States

aDOTW: Doctors of the World.
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Table 2. Characteristics of the commentaries and editorials.

Aim of paperContextAuthor, year, and coun-
try

Discussion of challenges encountered in ensuring equitable access to
telemedicine in the early weeks of the pandemic

Commentary emerging from practice, by
clinicians at an academic medical center in
San Francisco with 3 clinics including an ur-
ban “safety-net” service

Nouri et al [22], 2020,
United States

To discuss disparities in access to telemedicine among vulnerable patients
and evaluate why patients could not access the web-based system at CARES
clinics

Editorial by directors of free CARESa clinics
in South Carolina

Ramsetty and Adams
[63], 2020, United
States

Authors criticize a BMJ article for failing to address digital disparities, notably
relating to lack of effective internet access in some geographical areas, digital
poverty (inability to afford a device or adequate data package), poor digital
skills and confidence, refugee and other uncertain citizenship status, and lack
of space and privacy at home

Commentary on 2 articles, one arguing for
the benefits of video consultations and one
about health inequalities exposed by the
pandemic

Mehmi et al [64], 2020,
United Kingdom

Authors comment that the empirical study failed to capture a key finding
from their own clinical experience (supported by audit data): that web-based
visits (by video) were rarely taken up by the homeless, limited-English
speakers, and those in a “racially diverse safety-net population”

Commentary on an empirical audit showing
that the pandemic led to fewer primary care
encounters overall and many more conducted
remotely

Thronson et al [65],
2020, United States

Summarizes the literature on health inequities, including key reports from
the past; warns that these inequities could increase with “digital first” policies;
and highlights areas in which existing knowledge and evidence might be
translated into cross-sectoral action

Commentary on how the move to digital
could increase many well-documented in-
equities

Ramasawmy et al [66],
2021, United Kingdom

To explore the strategies for digital care of vulnerable patients in a COVID-
19 world; recommends 5 key strategies to prevent losing touch with vulnerable
patients who are alienated by the digital divide

Editorial from the Department of Internal
Medicine at Ohio State University

Gray et al [67], 2020,
United States

Authors introduce the Digital Health Equity Framework to identify the digital
determinants of health and their links to digital health equity; aim is to estab-
lish systematic ways to ensure that health inequities are identified and ad-
dressed in digital health policies and programs

Commentary summarizing existing literature
and offering a new framework

Crawford and Serhal
[21], 2020, United
States

To discuss views on how the digital divide should be considered in the imple-
mentation of recent policy (21st Century Cures Act)

Opinion piece on digital health equityRodriguez et al [11],
2020, United States

To discuss concerns about inequities in digital health accessCommentary emerging from practice (New
York City)

Eruchalu et al [68],
2021, United States

Summarizes selected strategies to improve equity of access to telehealth for
stakeholder groups: consumers (patients and carers), consumer advocacy
groups, health service staff (clinicians), health services (providers), policy
makers, funders, and researchers

Article proposing a series of practical steps
to improve access to telehealth services

Gallegos-Rejas et al
[69], 2022, Australia

aCARES: Community Aid, Relief, Education, and Support.
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Textbox 3. Summary of solutions to digital disparities proposed by authors of primary studies and commentaries.

Policy and government

• Finance and governance

• Extension of temporary waivers by private medical programs for telemedicine beyond the end of the public health emergency declaration

• Develop targeted payment mechanisms to reimburse providers for helping patients adapt to video-enabled telemedicine

• Payment parity between insurers for video and audio visits

• Clarify standards for design of digital health innovations

• Secure funding for projects that address equity and access to health services (including telehealth) with focus on patient experience and
acceptance

• Internet access

• Improve distribution of video-enabling devices to those unable to afford them

• Expand device and broadband internet access

• Install free, bookable, soundproofed video booths in community centers, libraries, or physicians’offices to ensure privacy, with staff available
to help with using technology

• Evaluation

• Identify and monitor disparities in access

• Incentivize quality improvement programs based on equity-related outcomes

Organization and health system

• Staff training

• Increase system leadership awareness of barriers to telemedicine

• Engage community health workers

• Promote empathy and bedside manner

• Provide clinical telehealth training to all staff

• Service delivery and choice

• Offer digital services to all patients

• Targeted access slots

• On-the-day appointments reserved for marginalized patients

• New models of care such as web-based group consultations

• Technology

• Provide different modality options, including high- and low-technology forms

• Explore technologies that supplement or simulate face-to-face interactions during web-based consultations

• Develop device loan schemes to support those who would benefit from telehealth interventions but do not have access to equipment

Patients and citizens

• Translation and communication

• Provide interpreting services

• Translation of relevant documents

• Information and guidance that are more inclusive and relevant to those living in challenging and vulnerable circumstances

• Use of tailored translated texts and text templates to encourage access

• Education and awareness

• Develop programs to improve general and health technology literacy

• Increase public awareness of available resources
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Community engagement and co-design•

• Involve marginalized people in co-design and data stewardship

• Develop and evaluate evidence-based health care communication protocols for telemedicine practice to help providers create a patient-centered
experience

Figure 1. Flow diagram of the search process (adapted from the PRISMA [Preferred Reporting Items for Systematic Reviews and Meta-Analyses]
guidelines [47]). RQ: research question.

Descriptive Findings
Formal research studies on this topic in the early months of the
pandemic were few in number, mostly small in size, and
conducted rapidly. As such, our data set included no in-depth,
theoretically informed empirical studies that had set out to
explain how different dimensions of disadvantage combined to
affect digital health disparities. During 2020, several clinical

authors were moved to write urgent editorials and commentaries
on the theme of inequity of access as frontline services shifted
from face-to-face to remote modes. The summary of the review
findings using the Grading of Recommendations Assessment,
Development, and Evaluation Confidence in the Evidence from
Reviews of Qualitative Research checklist [46] to determine
confidence can be found in Table 3.
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Table 3. Grading of Recommendations Assessment, Development, and Evaluation Confidence in the Evidence from Reviews of Qualitative Research
(GRADE-CERQual) summary of findings.

Explana-
tion of
CERQual
assessment

CERQual
assessment
of confi-
dence

RelevanceAdequacyCoherenceMethodological limi-
tations

Studies con-
tributing to the
review findings

Summary of
review find-
ings

15 studies
contribut-

High confi-
dence

Some concerns
about reflexivity
[47-49,51,55,63-66,

Low house-
hold income,
older age,

•••• No concerns
[5,47,49,51,55,
56, 63-68]

No concerns
[49,51,62,64,67,68]

No con-
cerns—strong-
ly evidenced

Fu et al [5]
• Moher et

al [47] ing data
with good

• Minor concerns
[5,47,48,55,56,with qualitative70], recruitmentand ethnic • Minor concerns

[48,51,62,70]
• Parker et

al [48]minority
background

coherence
and few

63,65]or quantitative
data

[5,49,55,65-68,70],
and analytical rigor • Moderate con-

cerns [66,70]
• Litchfield

et al [49](especially
limited-En-

other con-
cerns

[5,47-49,56,63,64,
67,70]• Eberly et

al [70]glish speak-
ers) were all • Rodriguez

et al [56]independent-
ly associated • Zachrison

et al [62]with lower
uptake of • Stevens et

al [51]video consul-
tations. • Donaghy

et al [55]
• Ramsetty

et al [63]
• Thronson

et al [65]
• Gray et al

[67]
• Eruchalu

et al [68]
• Mehmi et

al [64]
• Rama-

sawmy et
al [66]

All studies
contribut-

High confi-
dence

Some concerns
about reflexivity
[47-49,64,65,67,

Research in-
to digital
health dispar-

•••• No concernsNo concerns
[49,51,57,62,
64,65]

No concernsAll studies

ing data
68,70], recruitmentities, at least with good• Minor concerns

[5,47,48,55,56,[5,49,56,57, 70], an-in relation to coherence
alytical rigorvideo consul- and few61,66,68]
[5,47,48,56,61,63,tations, has other con-

cerns
• Moderate con-

cerns
[63,67,70]

66,70], and ethical
considerations [56]

to date been
almost entire-
ly descrip-
tive rather
than explana-
tory.

Only one
study con-

High confi-
dence

Some concerns
about analytical rig-
or, recruitment, and

The higher
the patient’s
social vulner-

•••• No concerns
[64-66,68]

No concerns
[64-66,68]

No concerns
[64-66,68]

Eberly et
al [70]

tributing• Thronson
et al [65]

••• Minor concerns
[70]

Moderate con-
cerns—limited

Minor con-
cerns—limitedreflexivity

[64,66,68]
ability index,
the more
likely the

data with
moderate
concerns

sample size,
not sufficiently

sample size and
not explored in

• Eruchalu
et al [68]

consultation about sam-
ple size

“rich” data [70]detail in the
study [70]

• Mehmi et
al [64]occurred by

phone in- • Rama-
sawmy etstead of

video. al [66]
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Explana-
tion of
CERQual
assessment

CERQual
assessment
of confi-
dence

RelevanceAdequacyCoherenceMethodological limi-
tations

Studies con-
tributing to the
review findings

Summary of
review find-
ings

Few con-
cerns

High confi-
dence

• No concerns
[55,56,63,65-67]

• Minor concerns
[48,61,62,64]

• No concerns
[50-52,54,55,
57-67]

• Minor concerns
[48,56]

• No con-
cerns—strong-
ly evidenced
with qualitative
or quantitative
data

Some concerns
about reflexivity
[48,56,57,64,65,67],
analytical rigor
[48,56,63,66], and
recruitment [57]

• Parker et
al [48]

• Rodriguez
et al [56]

• Hsueh et
al [57]

• Zachrison
et al [62]

• Donaghy
et al [55]

• Ramsetty
et al [63]

• Thronson
et al [65]

• Gray et al
[67]

• Mehmi et
al [64]

• Rama-
sawmy et
al [66]

Access to
digital health
services is
hampered by
insufficient
digital or lo-
cal language
skills.

3 studies
contribut-
ing data
with good
coherence
and few
other con-
cerns

High confi-
dence

• No concerns
[5,56]

• Minor concerns
[51]

• No concerns
[51]

• Minor concerns
[5,56]

• Minor con-
cerns—strong-
ly evidenced
with qualitative
data but vary-
ing experiences
in some studies

Some concerns
about recruitment
[5,57], analytical
rigor [5,56], and re-
flexivity [56,57]

• Fu et al [5]
• Rodriguez

et al [56]
• Stevens et

al [51]

Digitization
and web-
based consul-
tations ampli-
fied existing
inequalities
in access to
health care
for many mi-
grants be-
cause of a
lack of digi-
tal literacy
and access to
technology
compounded
by language
barriers and
indirect dis-
crimination.

Only one
study con-
tributing
data with
minor con-
cerns about
analytical
rigor

Moderate
confidence

• No concerns• Minor concerns• Minor concerns
given method-
ological limita-
tions

Some concerns
about analytical rig-
or

• Broffman
et al [61]

Although de-
mand for
video consul-
tation ser-
vices in pri-
mary care is
likely to rise,
for complex
or sensitive
problems,
face-to-face
consultations
remain
preferable.

Systematic and Narrative Reviews
Studies published in late 2020 and early 2021 included rapid
systematic reviews comparing the impact of face-to-face and
remote consultations on a range of predefined variables. Parker

et al [48], for example, reviewed quantitative studies from before
the pandemic to mid-2020 across socioeconomic and
disadvantaged groups in the United Kingdom. A total of 13
studies met their inclusion criteria, and they found that phone
consultations were used more by young people of working age,

J Med Internet Res 2022 | vol. 24 | iss. 12 |e42358 | p.82https://www.jmir.org/2022/12/e42358
(page number not for citation purposes)

Husain et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


nonimmigrants, and women. Asynchronous web-based
consultations were used more by affluent and educated people.
Findings in relation to socioeconomic status and ethnicity were
inconsistent across primary studies, and none of the included
studies reported on quality of care or clinical outcomes.

In a rapid review and narrative synthesis of UK primary care
by Litchfield et al [49], 9 studies were identified that explored
various constructs within three domains of the digital divide:
(1) digital access, within which one study described continuing
issues with internet connectivity among vulnerable patients in
the United Kingdom; (2) digital literacy, where 7 studies
described how ethnic minorities and older adults were less likely
to use digital technologies for accessing care; and (3) digital
assimilation, where one study described how video technologies
can reduce feelings of isolation and another described how older
Black men were the most likely group to share information
about COVID-19 on social media platforms. This review also
found a large number of opinion pieces and editorials on digital
disparities.

Quantitative and Mixed Methods Studies
Nouri et al [22] audited the uptake of remote consultations by
demographic group in 3 clinics at an academic medical center
in San Francisco. Their paper included a literature review and
empirical data from the authors’ own 2 general practices. They
showed that the shift to remote consulting had been associated
with a decrease in the number of consultations with older adults,
those of low socioeconomic status, low–health-literacy groups,
limited-English speakers, and Black and Asian minority ethnic
groups. The authors offer a framework for addressing inequities,
which includes goals such as improving digital literacy and
resource barriers, removing health system–created barriers, and
advocating changes to support sustained and equitable access.

Rodriguez et al [56] also found lower use of video versus
telephone visits among older Black, Hispanic, and
Spanish-speaking patients, which extends previous findings that
showed decreased telemedicine use among patients with LEP
[70]. This study also found that clinicians and practices largely
drove this variation in the use of video versus telephone visits,
suggesting an important target for intervention.

Hsueh et al [57] similarly found that patients with LEP chose
video consultation options less often than those without LEP.
However, they also found that, once patients with LEP had
video visit use experience, they were not different from patients
without LEP in likelihood to reuse video visits.

The survey of small primary care providers in New York City
by Chang et al [50] uncovered the percentage of encounters
undertaken by telephone, video, or web-based patient portal or
face-to-face as well as barriers to remote consultations. A key
finding was that the higher a patient’s social vulnerability index,
the more likely the consultation occurred by phone instead of
video. This was similarly echoed by Broffman et al [61] and
Zachrison et al [62], who also found that patients of color, who
have historically experienced the greatest access disparities, are
significantly more likely to use smartphones to access telehealth
compared with a computer. This provides insight into the extent

to which low-bandwidth telehealth is accessible under certain
conditions.

Although Chang et al [50] conducted a relatively small survey
with a low response rate (exact figures not given), their findings
align with those of other studies. For example, a retrospective
case note review of 80,000 American patients from March 2020
to May 2020 who had completed a telemedicine visit (from a
total of 140,000 who had scheduled such a visit) found that,
overall, 46% of teleconsultations were by video and 54% were
by phone [70]. Factors independently associated with fewer
completed telemedicine visits included older age, preference
for languages other than English, Asian ethnicity, and Medicaid
insurance (indicating low income). Higher rates of telephone
consultations were associated with female sex, Black or Latino
ethnicity, older age, and lower household income. This was also
the case with the study by Schifeling et al [59], where more
than half of the older patients did not use video visits, especially
if they were from racial or ethnic minority backgrounds or
Medicaid beneficiaries, and with the cross-sectional analysis
by Sachs et al [60] showcasing seniors, non-English speakers,
and Black patients to be more reliant on telephone than video
for care. Although these large studies provided important
quantitative information about individual risk factors for a failed
telemedicine visit (and for a telephone visit over a video visit),
they were not designed to explore the interaction between
different independent variables. Further theoretical explanations
of how different risk factors, individually and in combination,
contributed to digital inequities in certain vulnerable population
groups are necessary to fully understand these data.

Similarly, a mixed methods study based in the United Kingdom
by Fu et al [5] found that there was a reduction in video
consultations in older users, undocumented migrants, and
individuals with poor health, which could mean that those in
the greatest need were being excluded, perhaps because of the
digital divide evidenced in some groups of migrants before the
pandemic. Yu and Hagens [58] echoed similar findings in older
adults in Canada, with results highlighting socioeconomic
disparities among older adults that could potentially explain
this trend, including lower income and education levels that
may act as barriers for older adults to acquiring the skills and
technologies necessary to use more complex solutions such as
video. As Fu et al [5] stated, “those in the greatest need of health
care appeared to be less able to access remote services.”

Qualitative Interview Studies
The qualitative rapid health needs assessment by Steven et al
[51] across the United Kingdom found that all groups studied
experienced challenges in accessing and following COVID-19
information and government guidance, attributed variously to
lack of access to digital technology, lack of translated resources,
absent or inadequate tailored support, and inadequate housing.
Changes in the organization and delivery of health care services,
including closure of outreach and drop-in services, remote
consultations, and web-based patient registration, worsened
existing barriers to accessing health care.

The semistructured interview study by Kaihlanen et al [52]
sought to explore and explain the challenges related to the use
of digital health services in Finland through the lens of a digital
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health equity framework. They found that access to digital health
services was hampered by insufficient digital or local language
skills.

Knights et al [53] found that digitization and web-based
consultations appeared to have amplified existing inequalities
in access to health care for many migrants in Finland because
of a lack of digital literacy and access to technology
compounded by language barriers and indirect discrimination
(eg, telephone-only booking services become inaccessible to
those without a phone). Health care professionals perceived low
digital literacy among migrants and were concerned that
web-based consultations resulted in difficulties building trust
and risked missing safeguarding cues. These semistructured
interviews were conducted by phone, and the sample of migrants
was small and skewed; the study was not designed to capture
individual, contextualized narratives, and findings were largely
impressionistic.

The qualitative study by Alkureishi et al [54] of patient
perspectives on the digital divide in US primary care settings
explained the concept to participants as follows: “there are
people that have and can use technology like computers and the
internet. But there are also people that do not have or cannot
use this kind of technology. So there is a split or a divide,
between people that have and know how to use technology, and
those that do not” [61]. These authors found that patients were
very aware of the digital divide and described the impacts
beyond health care, including employment, education,
community and social contexts, and personal economic stability.
These participants viewed access to technology and digital skills
as important influencers of health disparities.

The clinician-patient relationship was a theme in a qualitative
study of patients’ and clinicians’ experiences with video
consultations in general practice in Lothian, Scotland [55].
Although the sample size of this study was comparable with
that of the study by Knights et al [53], purposive sampling was
used in this study to include both sexes, a range of ages and
socioeconomic statuses, and those with and without technical
problems during their video consultations. The study stated that
although the demand for video consultation services in primary
care is likely to rise, for complex or sensitive problems that
require touch, face-to-face consultations remain preferable for
patients and clinicians.

Commentaries
A commentary from 2 directors of free clinics in the United
States described how their patients were unable to access their
web-based system and offered the solution of a combination of
technology and face-to-face services to help address some of
these disparities [63]. Their discussion highlighted various
upstream societal and social factors (such as mistrust of
technology, internet availability regionally, and housing
insecurity, to name a few) that were being exposed across
hospital systems in the country at a critical time in a public
health crisis with no measures in place to address them.

Mehmi et al [64] further discussed how they expected video
consultations to increase health inequality if the correct
infrastructure is not put in place. Thronson et al [65] considered

the underlying cause of this “pandemic of health care inequity”
[50] to be access—the disadvantaged simply cannot access
telemedicine or home monitoring tools. Ramasawmy et al [66],
by contrast, highlighted 3 areas in which existing knowledge
and evidence can be translated into cross-sectoral action to avoid
further ethnic and digital health inequalities: data and
measurement, improved communication, and embedded equality
impact.

Gray et al [67] offered 5 strategies to prevent the exacerbation
of health disparities for low-income, rural, disabled, ethnic
minority, and older adult populations in the United States. They
considered sociocultural barriers to digital inclusion, including
limited digital skills, low health literacy, disability, low income,
and LEP, and structural barriers such as geographic isolation,
broadband capacity, and technical hardware.

Crawford and Serhal [21] offered a new digital health equity
framework to identify the digital determinants of health and
their links to digital health equity, which requires additional
evidence and empirical application. Gallegos-Rejas et al [69]
proposed practical steps to reduce the digital divide and
encourage equitable access to telehealth through improvements
in digital health literacy, workforce training in clinical telehealth,
co-design of new telehealth-enabled models of care, change
management, advocacy for culturally appropriate services, and
sustainable funding models.

Another 20% (2/10) of the commentaries, by Rodriguez et al
[11] and Eruchalu et al [68], also explored strategies for the
digital care of vulnerable patients during the pandemic and
further discussed concerns about inequities in digital health
access. They reiterated the finding that ethnic minority patients
had significantly lower chances of attending telemedicine visits
because of inequities in broadband access, lack of available
technology, and mistrust of health care professionals.

All the authors of the aforementioned studies offered a list of
proposed solutions to digital disparities. These are summarized
and categorized in Textbox 3.

Although the changes proposed in Textbox 3 have some face
validity, they remain largely untested.

A reviewer of a previous draft of this paper suggested that the
taxonomy offered in Textbox 3 (which was our own way of
making sense of the data we extracted from papers in our
sample) reflected a particular theoretical perspective, namely,
the social-ecological framework, which “considers the complex
interplay between individual, relationship, community and
societal factors” [71]. We agree that this lens could potentially
provide an overarching framework within which to synthesize
middle-range theories in a future paper.

Our second search identified 3 candidate theories that helped
explain the effects of multiple disadvantage identified in our
data set: fundamental cause theory, digital capital theory, and
intersectionality theory, all of which are discussed in the next
section.

The fundamental cause theory and intersectionality theory were
the most common theories cited in general health disparity
research; digital capital theory was mentioned in studies and
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commentaries in digital disparity research. Various other
theories recurred in the literature but were unhelpful in analyzing
our data set. We found the aforementioned theories helpful as
(1) intersectionality worked as an overall guiding principle for
understanding how people’s lives and characteristics stem from
and lead to multiple axes of disadvantage; (2) digital capital
theory helped us understand how these axes of disadvantage
played out in terms of access to and use of digital resources;
and (3) fundamental cause theory sensitized us to the pervasive
impact of poverty, which operates through multiple intermediate
mechanisms.

Discussion

Principal Findings
Findings from our narrative review of digital health disparities
in relation to video consultations highlighted that the available
literature reports substantial digital disparities. Formal research
studies on this topic in the early months of the pandemic were
few, mostly small, and rapidly conducted. Research in relation
to video consultations to date has been almost entirely
descriptive, and our data set included no in-depth, theoretically
informed empirical studies that were able to explain how
different dimensions of disadvantage combined to affect digital
health disparities.

Our narrative review, which focused on video consultations,
produced 3 key findings in particular. First, the literature was
sparse, comprising only 7% (2/27) of reviews and 63% (17/27)
of empirical studies, most of which were published since the
start of the COVID-19 pandemic in 2020. Of these studies, most
(25/27, 93%) were relatively small and undertaken quickly and
under pressure during the pandemic, for example, qualitative
studies that comprised one-shot semistructured interviews on
convenience samples.

The second finding is that, despite the limitations of the
literature, substantial digital disparities were reported
[5,22,50-53,56,57,59]. Low household income, older age, and
ethnic minority background (especially limited-English
speakers) were all independently associated with lower uptake
of video consultations [5,50,52,53,58,60,61]. Proposed
explanations include lack of digital devices and infrastructure,
low health and digital literacy, and inability to understand
written resource materials [11,65,66,68]. The disparities found
were sometimes dramatic and contrasted strikingly with studies
of video consulting undertaken before the pandemic. These
studies had framed this as an innovative service model that
might increase service efficiency.

The third major finding was that research on digital health
disparities, at least in relation to video consultations, has to date
been almost entirely descriptive rather than explanatory. All
the quantitative studies (audits and surveys) in our data set were
designed to generate knowledge of the association between
particular patient characteristics and the uptake and outcome of
video consultations. Although such knowledge is essential in
identifying a problem, there is a risk that such studies reduce
the complex and interacting aspects of disadvantage to simple
variables. Variable-focused research has been criticized by

social scientists for oversimplifying context, removing key
content (eg, unmeasured variables), overlooking historical path
dependencies, and failing to explore how different variables
combine and unfold over time to produce complex and
sometimes unpredictable outcomes for individuals [72,73].
Explanations generated from such studies and from the
superficial and qualitative designs included in our data set tended
to couch findings in terms of barriers and enablers, which were
depicted as having more or less fixed effects (negative and
positive, respectively) on outcomes. The result is a body of
literature that is desperately in need of theorization; for example,
none of the 63% (17/27) of empirical studies cited any theory
of disadvantage, and none of the well-intentioned ideas listed
in Textbox 3 are couched in a well-developed theory of change.

Descriptive, variable-centered research is common when
studying health disparities as it allows the so-called social
determinants of health (eg, income, education, and gender) to
be manipulated by quantitative techniques such as aggregation
and correlation. However, such approaches are inherently
problematic as they require research participants to be placed
into categories that can then be manipulated as variables (older
adults, those with low income, and ethnic group X), and findings
tend to be presented in terms of what has been called
“single-axis” analyses [25].

As Zheng and Walsham [74] have argued, these notions and
categorizations do not consider the multifaceted and complex
interplay of factors that contribute to digital disparities, nor how
a characteristic that disadvantages an individual in one setting
may have little adverse impact or even a positive impact in
another. In terms of multiple disadvantage, for example,
limited-English speakers are more likely to be older and lack
basic digital devices and skills [75]. Although these factors may
in some cases be mutually reinforcing, some older adults from
some minority ethnic groups may be more likely than White
British older adults to live in intergenerational households with
good internet connection and family member support—hence,
a characteristic (non-White ethnicity) that acts as a barrier in
one setting may act as an enabler in another.

In sum, the current literature on digital health disparities is not
only sparse but also in need of richer theorization to generate
explanations of how different dimensions of disadvantage
interact. We have argued elsewhere that the overemphasis in
evidence-based medicine on empirical research at the expense
of explanatory theory on the causes of phenomena (what some
have called EBM+) may produce impoverished findings [76].
This builds on earlier work emphasizing the crucial importance
of theory in selecting which hypotheses to test and how when
studying disparities [77,78].

We have begun to explore the wider literature to identify
theories of multiple disadvantage that have a potential bearing
on digital health. In the following sections, we consider the 3
most relevant theories that emerged in our search to date:
fundamental cause theory, digital capital theory, and
intersectionality theory.
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Fundamental Cause Theory
Link and Phelan [79] define a fundamental cause of health
disparity as anything that involves resources that influence the
extent to which people are able to avoid risks of mortality and
morbidity. Socioeconomic status operates as a fundamental
cause as it (1) involves access to resources (in particular, wealth,
income, education, and racial privilege) that allow individuals
to avoid diseases and their consequences and (2) affects multiple
risk factors (eg, health literacy, quality of medical care, and
diet) and disease outcomes that change over time. In short, those
with financial resources and high social status can use these
resources to avoid disease, seek treatment, and adopt healthy
behaviors. The higher risk of heart disease in those of lower
socioeconomic status, for example, can be explained by a
combination of less access to money, health care, healthy food
options, opportunities to exercise safely, and social support.
These fundamental upstream disparities operate through multiple
mediating factors at both the individual level (eg, diet, physical
activity, and attendance at screening programs) and the
metabolic level (eg, cholesterol, blood glucose, and stress
hormones). An intervention that successfully changes one risk
factor (such as BMI) will have limited impact as the
fundamental cause will still operate through other mediating
factors. This theory is often invoked when authors talk of the
structural determinants of health disparities [80-82]. Although
human behavior, lifestyle choices, knowledge, and beliefs may
mediate the link between social determinants and adverse health
outcomes, these factors are inadequate as explanatory causes
of disease.

Fundamental cause theory offers a plausible explanation for the
powerful and persistent link between multiple disadvantage and
digital disparities. Applied to digital health disparities, it would
depict the fundamental cause of these disparities as low
socioeconomic status and that this cause operates through
flexible resources such as access (or lack thereof) to money,
knowledge, power, prestige, and beneficial social connections.
A key hypothesis based on this theory is that addressing any
one proximal cause—for example, by supplying a person with
low income with a digital device—will not solve the
fundamental problem as, although this intervening mechanism
may change one risk factor (money in this case), it may have
limited impact overall as the fundamental cause will continue
to cause disparity through other mediating factors such as lack
of knowledge (ie, not knowing how to use the digital device
given).

Digital Capital Theory
Bourdieu [83] applied the idea of capital to signify the internal
(eg, abilities and attitudes) and external (possessions and
attributes) resources that people mobilize to achieve their goals
in social life. He highlighted cultural capital as a form of capital
that can be accumulated and transformed into other capitals.
Digital capital is an extension by Ragnedda and Ruiu [84] of
the theory of cultural capital by Bourdieu [83], made up of “both
digital competencies and digital technologies.” They argue that
digital capital is a form of capital in its own right and is essential
for building social, economic, and cultural resources in the
digital world that we live in today. Disparities involving digital

skills originate in inequalities of access but are mediated by
orientations that can only be understood in relation to total life
contexts (eg, education, income bracket, age, location, and social
support all influence a person’s access to digital technologies
and the level of digital skills that they can acquire) [85]. Digital
capital is a relatively new concept that scholars have begun to
explore empirically using various methodological approaches
[86,87]. Digital capital may be estimated, for example, at the
individual level by assessing a person’s digital literacy and
skills, at the organizational level by measures of digital
infrastructure (including the digital competence of personnel),
and at the locality level in terms of the quality of the area’s IT
infrastructure.

Digital capital theory points us to the hypothesis that traditional
forms of capital (such as economic, cultural, and social capital)
are converted into digital capital and vice versa and provides
the conceptual tools to examine how and to what extent this
occurs, thereby illuminating how social inequality relates to
digital inequality. If digital spaces—because of social inequality
and underlying power structures—become increasingly
stratified, there will be significant impacts on how individuals
from differing backgrounds gain accumulated forms of capital
through the digital realm. In other words, digital capital theory
seems to offer an explanation as to why people who already
experience health and other disparities find that these disparities
widen when services are digitized.

Intersectionality Theory
The Black feminist scholar Kimberle Crenshaw [25] critiqued
traditional studies of Black women’s oppression for offering
what she called “single-axis” analyses focusing on either race
or gender but failing to integrate the 2 categories. Subsequent
authors have extended the original concept of race-gender
intersectionality by Crenshaw by adding categories, including
nationality, class, age, sexual orientation, and disability [88,89],
revealing “crosscutting and mutually reinforcing systems of
domination and subordination” that “may construct multiple,
uneven and contradictory social patterns” according to Anthias
[90]. Intersectionality has been invoked to explain disparities
in outcomes within minority ethnic groups in the context of the
pandemic [91]. Intersectionality has been studied in many
different ways [39]. Most relevant to our own data set is what
we call lived-experience intersectionality research, which seeks
to elucidate (through qualitative methods such as narrative
interviews, ethnography, and arts-based methods) the complex
and unique experiences of individuals whose identity crosses
the boundaries of traditionally constructed groups [40,89].

Intersectionality theory applied to digital health disparities
suggests the hypothesis that each individual’s identity and lived
experience is unique and multifaceted and that individuals will
use (or will not use) digital services based on their own unique
identity and circumstances—rather than as members of a single
category such as asylum seeker, Black individuals, or older
adults. This theoretical approach would support detailed
small-scale case studies to see how different aspects of
disadvantage interact in individual lives.
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Strengths and Limitations
Although our narrative approach to this review allowed for a
comprehensive overview of the wide range of literature spanning
digital health disparities, there was no evaluation of selected
articles for validity. Nonetheless, quality was not jeopardized
as the methodology by Boell and Cecez-Kecmanovic [44] for
hermeneutic review, an explicit methodology and accepted
standard, was used alongside other methodological guidance
for quality judgment. Narrative reviews are also often criticized
for the subjective weighing of the studies chosen for the review.
We sought to mitigate this through discussion between coauthors
and the study team for an investigation focused on using remote
care as part of a wider study [28]. To account for any additional
selection bias on the authors’ part, all the included studies were
second reviewed for relevance.

A major limitation of the review was the sparse and
undertheorized nature of the primary literature. We tried to
remedy this by beginning to explore the wider literature to
identify theories of multiple disadvantage that have a potential
bearing on digital health. It should be noted that the 3 theories
that we describe in the discussion are not a result of an
exhaustive search, and there may be others of relevance. We
plan to develop this stream of theoretical research in a future
paper.

Conclusions: Suggested New Research Directions
Studies published since the COVID-19 pandemic began have
shown that the move to digital forms of access and care
provision has widened health disparities.

This recent literature contrasts strikingly with research on digital
health services undertaken before the pandemic, which was
largely focused on demonstrating noninferiority of digital
modalities in terms of acceptability, safety, and subsequent use
of services, often using randomized controlled trials with highly
selected samples (stable, compliant, digitally equipped, and
digitally confident patients recruited mostly from outpatient
settings). The denominator population for digital health research
expanded rapidly when such services became the default option
for everyone for infection control reasons [92], revealing the
(previously largely hidden) problem of wide digital disparities
linked to multiple aspects of disadvantage. However, as this
review has shown, in-pandemic research to date has been
descriptive and superficial and has revealed few insights into
how digital disparities emerge and play out both within and
across categories of disadvantage.

This lack of attention to multiple disadvantage in digital health
research to date represents both a unique opportunity and an
important challenge for us to engage more curiously and
theoretically with this core subject matter. We now need to turn
our attention to specifically developing and using
interdisciplinary theories of health disparities and technological
innovation to inform our studies. Theories, including (but not
limited to) fundamental cause theory, digital capital theory, and
intersectionality theory, can provide a distinctive foundation
for digital health inequality research and serve to guide ongoing
research on this topic area. We suggest 3 complementary
empirical approaches, as evidenced by previous studies that

have conceptualized the aforementioned theories of health
disparities.

First, quantitative studies using electronic patient record data
should move beyond the current focus on single-axis analyses
framed around a reified notion of the digital divide to produce
category-focused intersectionality research. Such studies would
need to be large, prospective, and hypothesis-driven to explore
questions about the interaction between different categories of
disadvantage; for example, how do gender, education, and
ethnicity influence digital disparities in older people? The
Digital Health Equity Framework [21] or the eHealth Equity
Framework may provide a frame to think comprehensively
about multifaceted approaches [93]. Using the eHealth Equity
Framework approach in an initial scoping exercise, for example,
can illuminate the proximal factors that need to be incorporated
to address health inequities while also drawing attention to
possible unintended consequences through distal interactions.

Second, qualitative studies of disadvantaged patients’ digital
access and experiences should move beyond the one-shot,
theory-free semistructured interview on a convenience sample
to achieve richly theorized, in-depth longitudinal studies of
lived experience in maximum-diversity samples within particular
categories of intersectionality. As noted previously, extended
narrative interviews and ethnographic techniques should focus
on the unique and particular experiences of individuals. Through
rich description and the use of literary devices (eg, metaphor
and dramatization), such lived-experience studies will reveal
how multiple intersections play out over time in members of a
particular broad category of intersectionality (eg, people who
have low income, are older, and with limited English and
multiple health needs) and also, importantly, illustrate the wide
diversity of experiences within that group.

Third, based on the findings of this review as well as on the
solutions to digital disparities proposed by the authors of primary
studies and commentaries, we suggest adding a co-design
component to research. Heard et al [40] proposed adapting
lived-experience studies to inform the design of inclusive
policies and interventions that can take account of the multiple
social, cultural, and political contexts within which individual
lives are lived and choices are contemplated. They cited the
Intersectionality-Based Policy Analysis Framework as a tool
to inform the design of such approaches [94]. The framework
provides guidance and direction to address the challenges of
health inequities across diverse populations in 3 ways. First, it
provides an innovative structure for critical policy analysis.
Second, it captures the different dimensions of policy contexts,
including history, politics, everyday lived experiences, diverse
knowledge, and intersecting social locations. Finally, it generates
insights, knowledge, policy solutions, and actions that may not
be fully captured through equity-focused policy frameworks.
This systematic approach will help in designing policy responses
that mitigate instead of increase the potential unequal effect of
this phenomenon.

Health disparities are already wide and (in many countries)
increasing. As society becomes increasingly digitized, the
problem is likely to escalate if intersectional disparities are
overlooked. This paper, which is intended as the starting point
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for a wider debate, has outlined a novel and ambitious research agenda. We invite others to help address and extend it.
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Abstract

Background: Acceptance and commitment therapy (ACT) is an empirically supported transdiagnostic approach that involves
mindfulness processes and behavior change processes for valued living.

Objective: This systematic review and meta-analysis of randomized controlled trials (RCTs) aimed to assess the efficacy of
internet-based ACT (iACT) for depressive symptoms, anxiety, stress, psychological distress, and quality of life (QoL).

Methods: PubMed, CINAHL, PsycINFO, and SCOPUS databases were searched to identify relevant RCTs published up to
June 5, 2021. The included RCTs were assessed using the Cochrane Collaboration risk-of-bias tool. The use of either a random
effects model or fixed effects model was determined using I2 statistic values for heterogeneity. Subgroup analyses were conducted
according to the type of control group, the use of therapist guidance, delivery modes, and the use of targeted participants, when
applicable.

Results: A total of 39 RCTs met the inclusion criteria. Meta-analyses found small effects of iACT on depressive symptoms,
anxiety, stress, psychological distress, and QoL at the immediate posttest and follow-up. There was no significant effect of iACT
on stress at follow-up. Subgroup analyses showed small to medium effects of iACT on all the outcomes at the immediate posttest
and follow-up compared with the passive control groups. In contrast, subgroup analyses that compared iACT with active control
groups found no differences between groups on stress, psychological distress, and QoL at the immediate posttest or on depressive
symptoms, anxiety, and stress at follow-up. In addition, subgroup analyses conducted according to the use of therapist guidance,
delivery modes, and the use of targeted participants found no statistically significant subgroup differences among studies in all
the outcomes, except for the subgroup difference among studies according to the use of targeted participants for depressive
symptoms at the immediate posttest (ie, a statistically significant, larger effect of iACT when studies targeted people with
depressive symptoms). The overall risk of bias across the studies was unclear.

Conclusions: The findings of this study contribute to the body of evidence regarding the effects of iACT on depressive symptoms,
anxiety, stress, psychological distress, and QoL and may be applicable in any population, as ACT is a transdiagnostic approach.
Few studies have compared iACT with active control conditions, especially for stress and psychological distress at the immediate
posttest and follow-up. In addition, the active control conditions varied among the included studies. Further high-quality studies
are needed to better understand whether iACT is comparable or superior to other evidence-based interventions, such as cognitive
behavioral therapy, in decreasing depressive symptoms, anxiety, stress, and psychological distress and improving QoL.

(J Med Internet Res 2022;24(12):e39727)   doi:10.2196/39727
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Introduction

Background
Acceptance and commitment therapy (ACT) is an empirically
supported transdiagnostic approach that involves mindfulness
and acceptance processes and behavior change processes for
valued living [1,2]. ACT aims to develop greater psychological
flexibility, or the ability to face challenging experiences in an
open manner and change one’s behaviors to participate in valued
activities, rather than avoiding uncomfortable or painful
experiences, emotions, and thoughts [1,2]. ACT is based on a
psychological flexibility model involving six processes [2]: (1)
acceptance (ie, being open to unwanted thoughts and emotions
as they are), (2) cognitive defusion (ie, stepping back from
unhelpful thoughts and emotions to reduce their dominance
over behaviors), (3) being present (ie, maintaining contact with
the present moment), (4) observing self (ie, flexible
self-conceptualization and perspective taking), (5) values (ie,
clarifying personal values), and (6) committed action (ie,
establishing patterns of behaviors for valued living) [2].

A growing body of evidence shows that ACT can reduce
depressive symptoms, anxiety, stress, and psychological distress
and improve quality of life (QoL) in various populations [3,4].
For example, previous meta-analyses found that ACT had small
to medium effects on reducing depressive symptoms and anxiety
and improving QoL in family caregivers [4] and a medium
effect on reducing depressive symptoms in people diagnosed
with depression [3]. A majority of previous meta-analyses
regarding ACT were limited to specific populations, such as
people with chronic pain [5] and people with psychosis [6],
which led to a small number of included studies for
meta-analysis. In addition, subgroup analyses were not
conducted according to the delivery method (eg, face-to-face
ACT vs internet-based ACT [iACT]) in the previous
meta-analyses because of the limited number of studies included
for ACT [4,7].

Internet-based psychological interventions are easy to access
and inexpensive; therefore, it is important to determine whether
iACT is an effective alternative option for reducing depressive
symptoms, anxiety, stress, and overall psychological distress
and improving QoL [8]. Brown et al [9] conducted a
meta-analysis to measure the effects of iACT on outcomes
related to mental health and well-being in any population and
found a small effect of iACT on depressive symptoms only.
This could be because of the limited number of included studies
for each outcome at that time, which included 10 studies for
depressive symptoms, 7 studies for anxiety, and 8 studies for
QoL. More recently, Thompson et al [10] conducted a
meta-analysis to measure the effects of iACT on depression,
anxiety, and QoL and found small effects of iACT on all these
outcomes. However, stress and psychological distress were not
included in the meta-analysis by Thompson et al [10]. It is also
possible that more studies have been published since the search

by Thompson et al [10], which was conducted in June 2019.
More importantly, subgroup analyses for each outcome were
not conducted according to the type of control group in any of
the previous meta-analyses to determine whether the effects of
iACT differed compared with active control groups provided
with other comparable interventions and passive control groups
provided with no intervention. In addition, other subgroup
analyses (eg, subgroup analyses according to the use of therapist
guidance in iACT) may be possible and may provide useful
information.

Objectives
This systematic review and meta-analysis aimed to assess the
efficacy of iACT for depressive symptoms, anxiety, stress,
overall psychological distress, and QoL in any population, with
subgroup analyses according to the type of control group and
other possible subgroup analyses depending on the
characteristics of the included studies, when applicable.

Methods

Overview
This study followed the PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses) guideline [11] and
the Cochrane Handbook for Systematic Reviews of Interventions
(version 5.1.0) [12]. However, this study was not preregistered.

Inclusion and Exclusion Criteria
Studies were selected based on the following inclusion criteria:
(1) the study must be a randomized controlled trial (RCT); (2)
ACT must be mainly delivered on the web (ie, iACT); (3) the
study must have pre- and posttest results in measures of
depressive symptoms, anxiety, stress, psychological distress,
or QoL; (4) the study must compare iACT with a non-ACT
comparison or a control condition; and (5) the study must be
written in English. Studies were excluded if they compared only
different delivery modes among the ACT groups (eg, ACT
delivered on the web vs ACT delivered in person) without any
other comparison or a control condition.

Search Strategy
A comprehensive search was conducted using 4 electronic
databases from the date of inception of each database to June
5, 2021: PubMed (1966-2021), CINAHL (1981-2021),
PsycINFO (1935-2021), and SCOPUS (1966-2021). Key search
terms were combined using keywords for iACT to identify the
relevant literature. To broaden the database search, keywords
for the outcomes were not entered as search terms. The search
terms used in PubMed were as follows: (“acceptance and
commitment therapy”[tiab] OR “Acceptance and Commitment
Therapy”[MeSH]) AND (online[tiab] OR e-health[tiab] OR
Internet*[tiab] OR web[tiab] OR webs[tiab] OR
“web-based”[tiab] OR “web-delivered”[tiab] OR
computer*[tiab] OR app[tiab] OR apps[tiab] OR mobile[tiab]
OR technolog*[tiab] OR “Computers”[Mesh] OR
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“Internet-Based Intervention”[MeSH] OR
“Telemedicine”[MeSH] OR “Distance Counseling”[MeSH] OR
“Mobile Applications”[MeSH]). The full search strategies for
all databases can be found in Multimedia Appendix 1. Articles
were also manually searched using the reference lists of the
identified articles and the related article features in the databases.

Data Extraction and Quality Assessment
The characteristics of the included RCTs (eg, sample size,
characteristics of participants, brief description of intervention
and control groups, outcome measures, and results) were
extracted into a table. Data regarding the means, SD, and sample
sizes of each group were entered into an Excel (Microsoft) file.
The risk of bias in the included RCTs was assessed using the
Cochrane Collaboration risk-of-bias tool [12]. The domains in
the tool include random sequence generation, allocation
concealment, blinding of participants and personnel, blinding
of outcome assessment, incomplete outcome data, and selective
reporting. The risk of bias in each of the domains was judged
as low risk of bias, high risk of bias, or unclear risk of bias
according to the criteria provided in the Cochrane Collaboration
handbook [12]. Summary assessments of the risk of bias within
a study and across studies were also determined based on the
handbook’s criteria [12]. One author completed the process for
data extraction and quality assessment.

Meta-analysis
Means, SDs, and sample sizes of the intervention and control
groups in the included studies were entered into RevMan
(version 5.4; Cochrane Collaboration) for meta-analysis and
pooled for each outcome at the immediate posttest and at

follow-up. The I² statistic was used to measure the statistical

heterogeneity across studies, and an I2>60% was interpreted as
substantial heterogeneity [12]. The decision to use either a
random effects model or a fixed effects model with the inverse

variance method was determined by the I2 statistic values for
each outcome, that is, a random effects model was used when

the I2 statistic for each variable was >60%; otherwise, a fixed
effects model was used. A significance level (P value) of .05
was used. The standardized mean difference (SMD) with 95%
CIs was used as a summary statistic for the size of the
intervention effect to account for outcomes measured using
different assessment tools [12]. SMDs <0.4 indicate a small
effect, SMDs between 0.4 and 0.7 indicate a medium effect,
and SMDs >0.7 indicate a large effect [12]. Subgroup analyses
for each outcome were conducted according to the type of
control group, if applicable, to see whether the effects of iACT
differed compared with active control groups provided with
other comparable interventions and passive control groups
provided with no intervention (ie, treatment-as-usual control
groups and waitlist control groups).

Results

Selection of Studies
Figure 1 illustrates the study selection process. A total of 988
articles were identified through database searching, and 5
additional articles were identified through manual searching.
After removing 490 duplicates, 503 articles were screened based
on title and abstract screening. A total of 412 articles were
excluded based on title and abstract screening, and 91 articles
were assessed for eligibility by reading the full text. A total of
52 articles were excluded after reading the full text because of
the following reasons: not involving iACT (16 studies), not
involving relevant outcomes (13 studies), comparing different
delivery methods of iACT interventions without a control
condition (8 studies), secondary data analysis of the included
study (6 studies), not an RCT (5 studies), and involving 1 ACT
component only (4 studies). A total of 39 articles met the
eligibility criteria [13-51].
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of study selection process. ACT: acceptance
and commitment therapy; iACT: internet-based acceptance and commitment therapy.

Characteristics of the Included Studies
The main characteristics of the included 39 RCTs are
summarized in Multimedia Appendix 2 [13-51]. The average
number of ACT modules (sessions) in the included studies was
6.7 (SD 2.5), ranging from 2 modules to 13 modules. ACT was
delivered on the web with therapist guidance in 32 studies (eg,
via videoconferencing, phone calls, written feedback, and a
mobile app) and without therapist guidance in 7 studies [13-19].
A total of 8 studies used a blended ACT program involving
both iACT and in-person ACT sessions [20-27]. In addition, 2
studies involved videoconferencing ACT [28,29]. The remaining
29 RCTs involved web-based ACT modules. Of the 39 RCTs,
10 studies involved active control groups, including web-based
discussion forums [35,37,41], web-based expressive writing
[32,51], web-based mental health education [17], a web-based
smoking cessation intervention [14], web-based cognitive
behavioral therapy (CBT) [13], in-person CBT [27], and
in-person documentary discussions [25]. Moreover, 18 studies
directly targeted people with depressive symptoms
[14,21,23-25,27,30-40]. Additional subgroup analyses were
conducted because studies could be categorized according to
the following 3 characteristics: use of therapist guidance,
delivery modes (ie, web-based ACT modules, iACT
accompanied by in-person ACT sessions, and videoconferencing
ACT), and use of targeted participants (eg, studies that directly
targeted participants with depressive symptoms vs studies that
involved participants regardless of the depressive symptoms
used for subgroup analysis of depressive symptoms).

The average sample size of participants in the included RCTs
was 139 (SD 185), ranging from 24 to 1162. The mean age of
the participants was 40.1 (SD 13.3) years, ranging from 15.3 to
63.1 years, and the average percentage of female participants
was 69.14% (3791/5414; SD 19.5%), ranging from 0% to
98.5%. The included RCTs were conducted in Sweden (10
studies), the United States (8 studies), the Netherlands (6
studies), Finland (5 studies), the United Kingdom (2 studies),
Australia (2 studies), Canada (1 study), Belgium (1 study),
Ireland (1 study), France (1 study), Denmark (1 study), and
Germany (1 study). Of the 39 included studies, 30 (77%) were
published between 2016 and 2021, and the remaining 9 (23%)
were published between 2012 and 2015.

The following section describes the results of the meta-analyses
regarding the efficacy of iACT for depressive symptoms,
anxiety, stress, psychological distress, and QoL at the immediate
posttest and follow-up. Subgroup analyses for each outcome
were performed according to the type of control groups (ie,
iACT vs active control groups and iACT vs passive control
groups) when applicable.

Effects of iACT on Reducing Depressive Symptoms
A meta-analysis of 31 RCTs (N=4124 participants) showed that
iACT had a small effect on reducing depressive symptoms at
the immediate posttest compared with control groups overall
(SMD 0.35, 95% CI 0.27-0.44; Figure 2). There was no
statistically significant subgroup difference at the immediate

posttest (χ2
1=0.8; P=.37), indicating that the effects of the 2

subgroups (ie, subgroup 1: iACT vs active control groups and
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subgroup 2: iACT vs passive control groups) at the immediate
posttest were not statistically different from one another. Small
effects of iACT on depressive symptoms were found at the
immediate posttest regardless of the control group conditions
in 8 studies (N=1155 participants) that compared iACT with
active control groups (SMD 0.29, 95% CI 0.08-0.49) and 23
studies (N=2969) that compared iACT with passive control
conditions (SMD 0.39, 95% CI 0.31-0.46).

A meta-analysis of 13 RCTs with follow-up data (N=1645
participants) revealed that iACT had a small effect on reducing
depressive symptoms at follow-up compared with control groups

overall (SMD 0.39, 95% CI 0.20-0.57; Figure 3). There was no
statistically significant subgroup difference at follow-up

(χ2
1=0.3; P=.58), indicating that the effects of the 2 subgroups

(ie, subgroup 1: iACT vs active control groups and subgroup
2: iACT vs passive control groups) at follow-up were not
statistically different from one another. The iACT had a medium
effect compared with passive control groups at follow-up (8
studies that involved 732 participants, SMD 0.44, 95% CI
0.29-0.59), but iACT was not significantly different from active
control groups (5 studies that involved 913 participants, SMD
0.33, 95% CI −0.03 to 0.69).

Figure 2. Forest plots showing effects of internet-based acceptance and commitment therapy on depressive symptoms at the immediate posttest. iACT:
internet-based acceptance and commitment therapy [15-19,21-25,27-38,40-43,46,48-51].

Figure 3. Forest plots showing effects of internet-based acceptance and commitment therapy on depressive symptoms at follow-up. iACT: internet-based
acceptance and commitment therapy [16,17,24,25,27,32,33,42,43,46,48,49,51].
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Effects of iACT on Reducing Anxiety
A meta-analysis of 22 RCTs (N=2407 participants) found that
iACT had a small effect on reducing anxiety at the immediate
posttest compared with control groups overall (SMD 0.30, 95%
CI 0.18-0.42; Figure 4). There was no statistically significant

subgroup difference at the immediate posttest (χ2
1=0.2; P=.65),

indicating that the effects of the 2 subgroups (ie, subgroup 1:
iACT vs active control groups and subgroup 2: iACT vs passive
control groups) at the immediate posttest were not statistically
different from one another. Small effects of iACT on anxiety
were found at the immediate posttest regardless of the control
group conditions in 8 studies (N=1155 participants) that
compared iACT with active control groups (SMD 0.36, 95%
CI 0.11-0.62) and 14 studies (N=1251 participants) that
compared iACT with passive control conditions (SMD 0.30,
95% CI 0.19-0.41).

A meta-analysis of 10 RCTs with follow-up data (N=1483
participants) showed that iACT had a small effect on reducing
anxiety at follow-up compared with control groups overall
(SMD 0.23, 95% CI 0.13-0.33; Figure 5). There was a
statistically significant subgroup difference at follow-up

(χ2
1=5.9; P=.01), indicating that the effects of the 2 subgroups

(ie, subgroup 1: iACT vs active control groups and subgroup
2: iACT vs passive control groups) at follow-up were
statistically different from one another. At follow-up, iACT had
small effects compared with both passive control groups (5
studies that involved 570 participants, SMD 0.39, 95% CI
0.23-0.56) and active control groups (5 studies that involved
913 participants, SMD 0.13, 95% CI 0.00-0.26), but the effect
size of iACT was larger compared with passive control groups.

Figure 4. Forest plots showing effects of internet-based acceptance and commitment therapy on anxiety at the immediate posttest. iACT: internet-based
acceptance and commitment therapy [16,17,19,23,25,27-30,32,34-38,40-43,48,50,51].

Figure 5. Forest plots showing effects of internet-based acceptance and commitment therapy on anxiety at follow-up. iACT: internet-based acceptance
and commitment therapy [16,17,25,27,32,42,43,46,48,51].
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Effects of iACT on Reducing Stress
A meta-analysis of 12 RCTs (N=2260 participants) revealed
that iACT had a small effect on reducing stress at the immediate
posttest compared with control groups overall (SMD 0.25, 95%
CI 0.11-0.40; Figure 6). There was no statistically significant

subgroup difference at the immediate posttest (χ2
1=0.1; P=.71),

indicating that the effects of the 2 subgroups (ie, subgroup 1:
iACT vs active control groups and subgroup 2: iACT vs passive
control groups) at the immediate posttest were not statistically
different from one another. The iACT had a small effect on
reducing stress compared with passive control groups at the
immediate posttest (10 studies that involved 1961 participants,
SMD 0.32, 95% CI 0.25-0.43), but iACT was not significantly
different from active control groups (2 studies that involved
299 participants, SMD 0.17, 95% CI −0.61 to 0.96).

A meta-analysis of 5 RCTs with follow-up data (N=646
participants) found that iACT did not differ from control groups
in reducing stress at follow-up overall (SMD 0.30, 95% CI
−0.01 to 0.61; Figure 7). There was a statistically significant

subgroup difference at follow-up (χ2
1=6.7; P=.01), indicating

that the effects of the 2 subgroups (ie, subgroup 1: iACT vs
active control groups and subgroup 2: iACT vs passive control
groups) at follow-up were statistically different from one
another. The iACT had a medium effect on reducing stress
compared with passive control groups at follow-up (4 studies
that involved 412 participants, SMD 0.41, 95% CI 0.13-0.70),
but iACT was not significantly different from active control
groups (1 study that involved 234 participants, SMD −0.10,
95% CI −0.35 to 0.16).

Figure 6. Forest plots showing effects of internet-based acceptance and commitment therapy on stress at the immediate posttest. iACT: internet-based
acceptance and commitment therapy [16,17,19,20,21,23,29,37,43,44,47,48].

Figure 7. Forest plots showing effects of internet-based acceptance and commitment therapy on stress at follow-up. iACT: internet-based acceptance
and commitment therapy [16,17,20,43,48].

Effects of iACT on Reducing Psychological Distress
A meta-analysis of 12 RCTs (N=890 participants) found that
iACT had a small effect on reducing psychological distress at
the immediate posttest compared with control groups overall
(SMD 0.31, 95% CI 0.07-0.56; Figure 8). There was no
significant subgroup difference at the immediate posttest

(χ2
1=0.0; P=.84), indicating that the effects of the 2 subgroups

(ie, subgroup 1: iACT vs active control groups and subgroup

2: iACT vs passive control groups) at the immediate posttest
were not statistically different from one another. The iACT had
a small effect on reducing psychological distress compared with
passive control groups at the immediate posttest (10 studies that
involved 770 participants, SMD 0.33, 95% CI 0.18-0.47), but
iACT was not significantly different from active control groups
(2 studies that involved 120 participants, SMD 0.12, 95% CI
−1.92 to 2.16).
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A meta-analysis of 4 RCTs with follow-up data (N=314
participants) revealed that iACT had a small effect on reducing
psychological distress at follow-up compared with control
groups overall (SMD 0.31, 95% CI 0.09-0.54; Figure 9). There

was no significant subgroup difference at follow-up (χ2
1=0.8;

P=.36), indicating that the effects of the 2 subgroups (ie,
subgroup 1: iACT vs active control groups and subgroup 2:

iACT vs passive control groups) at follow-up were statistically
different from one another. The iACT had a medium effect on
psychological distress compared with an active control group
at follow-up (1 study that involved 55 participants, SMD 0.54,
95% CI 0.00-1.08), whereas the iACT had a small effect
compared with passive control groups at follow-up (3 studies
that involved 259 participants, SMD 0.26, 95% CI 0.02-0.51).

Figure 8. Forest plots showing effects of internet-based acceptance and commitment therapy on psychological distress at the immediate posttest. iACT:
internet-based acceptance and commitment therapy [15,20,21,25,31,37-39,42,44,45,47].

Figure 9. Forest plots showing effects of internet-based acceptance and commitment therapy on psychological distress at follow-up. iACT: internet-based
acceptance and commitment therapy [20,25,39,42].

Effects of iACT on Improving QoL
A meta-analysis of 14 RCTs (N=1232 participants) showed that
iACT had a small effect on improving QoL at the immediate
posttest compared with control groups overall (SMD 0.28, 95%
CI 0.14-0.41; Figure 10). There was no statistically significant

subgroup difference at the immediate posttest (χ2
1=0.1; P=.79),

indicating that the effects of the 2 subgroups (ie, subgroup 1:
iACT vs active control groups and subgroup 2: iACT vs passive
control groups) at the immediate posttest were not statistically
different from one another. The iACT had a small effect on

improving QoL compared with passive control groups at the
immediate posttest (11 studies that involved 990 participants,
SMD 0.29, 95% CI 0.15-0.42), but iACT was not significantly
different from active control groups (3 studies that involved
242 participants, SMD 0.23, 95% CI −0.22 to 0.68).

All 3 studies with follow-up data (N=463 participants) compared
iACT with passive control groups only, so no subgroup analysis
at follow-up was conducted. The iACT had a small effect on
improving QoL compared with passive control groups at
follow-up (SMD 0.22, 95% CI 0.03-0.40; Figure 11).
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Figure 10. Forest plots showing effects of internet-based acceptance and commitment therapy on quality of life at the immediate posttest. iACT:
internet-based acceptance and commitment therapy [20,21,26,28,30,34-37,40,41,43,46,50].

Figure 11. Forest plots showing effects of internet-based acceptance and commitment therapy on quality of life at follow-up. iACT: internet-based
acceptance and commitment therapy.

Subgroup Analyses According to the Use of Therapist
Guidance
Subgroup analyses showed small effects of iACT with therapist
guidance on depressive symptoms at the immediate posttest (26
studies that involved 2466 participants, SMD 0.38, 95% CI
0.29-0.48), anxiety at the immediate posttest (20 studies that
involved 2097 participants, SMD 0.30, 95% CI 0.21-0.38) and
at follow-up (8 studies that involved 1173 participants, SMD
0.28, 95% CI 0.17-0.40), stress at the immediate posttest (9
studies that involved 788 participants, SMD 0.28, 95% CI
0.14-0.42) and at follow-up (3 studies that involved 336
participants, SMD 0.35, 95% CI 0.01-0.68), and psychological
distress at the immediate posttest (11 studies that involved 807
participants, SMD 0.31, 95% CI 0.04-0.57) compared with
control groups. A subgroup analysis found a medium effect of
iACT with therapist guidance on depressive symptoms at
follow-up (11 studies that involved 1335 participants, SMD
0.43, 95% CI 0.27-0.59). However, subgroup analyses revealed
small effects of iACT without therapist guidance on depressive
symptoms (5 studies that involved 1658 participants, SMD 0.24,
95% CI 0.00-0.48) and anxiety (3 studies that involved 1472
participants, SMD 0.18, 95% CI 0.08-0.28) at the immediate
posttest only, with smaller effect sizes than those for iACT with
therapist guidance. The iACT without therapist guidance was
not significantly different from the control groups in depressive
symptoms at follow-up (2 studies that involved 310 participants,
SMD 0.14, 95% CI −0.59 to 0.86), anxiety at follow-up (2
studies that involved 310 participants, SMD 0.14, 95% CI −0.36
to 0.64), stress at the immediate posttest (4 studies that involved

1514 participants, SMD 0.08, 95% CI −0.29 to 0.46) and at
follow-up (2 studies that involved 310 participants, SMD 0.25,
95% CI −0.48 to 0.99), and psychological distress at the
immediate posttest (2 studies that involved 125 participants,
SMD 0.09, 95% CI −0.56 to 0.74). There was no statistically
significant subgroup difference in all the outcomes, indicating
no statistically significant difference among studies according
to the use of therapist guidance. Forest plots of these subgroup
analyses are illustrated in Figures S1-S7 in Multimedia
Appendix 3 [13,15-25,27-51].

Subgroup Analyses According to Delivery Mode
Subgroup analyses showed small effects of web-based ACT on
depressive symptoms at the immediate posttest (23 studies that
involved 3345 participants, SMD 0.35, 95% CI 0.28-0.42) and
at follow-up (10 studies that involved 1213 participants, SMD
0.36, 95% CI 0.16-0.57), anxiety at the immediate posttest (18
studies that involved 3022 participants, SMD 0.29, 95% CI
0.18-0.40) and at follow-up (8 studies that involved 1114
participants, SMD 0.25, 95% CI 0.13-0.37), stress at the
immediate posttest (9 studies that involved 2015 participants,
SMD 0.21, 95% CI 0.03-0.40), and QoL at the immediate
posttest (10 studies that involved 1024 participants, SMD 0.28,
95% CI 0.15-0.40) and at follow-up (2 studies that involved
357 participants, SMD 0.26, 95% CI 0.05-0.47) and medium
effects of web-based ACT on psychological distress at the
immediate posttest (10 studies that involved 738 participants,
SMD 0.40, 95% CI 0.20-0.60) and at follow-up (2 studies that
involved 153 participants, SMD 0.41, 95% CI 0.08-0.73)
compared with control groups. Subgroup analyses revealed
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small effects of iACT accompanied by in-person ACT sessions
on depressive symptoms (6 studies that involved 669
participants, SMD 0.28, 95% CI 0.13-0.43) and QoL (3 studies
that involved 178 participants, SMD 0.33, 95% CI 0.03-0.63)
at the immediate posttest only compared with control groups,
findings that may be because of a smaller number of studies
included for these subgroup analyses. Few studies compared
videoconferencing ACT with control groups (ie, 2 studies for
depressive symptoms and anxiety), and these subgroup analyses
showed no statistically significant difference of
videoconferencing ACT from control groups in these outcomes.
There was no statistically significant subgroup difference in all
the outcomes (P>.05), indicating no statistically significant
difference among the studies according to delivery mode. Forest
plots of these subgroup analyses are illustrated in Figures S8-S17
in Multimedia Appendix 4 [13,15-51].

Subgroup Analyses According to the Targeted
Participants
Subgroup analyses found medium effects of iACT on depressive
symptoms (5 studies that involved 360 participants, SMD 0.62,
95% CI 0.40-0.83]) and anxiety (4 studies that involved 607
participants, SMD 0.48, 95% CI 0.11-0.85) at the immediate
posttest compared with control groups when studies directly
targeted participants with depressive symptoms and anxiety,
respectively. In contrast, subgroup analyses showed small effects
of iACT on depressive symptoms (26 studies that involved 3764
participants, SMD 0.31, 95% CI 0.25-0.37) and anxiety (19
studies that involved 2962 participants, SMD 0.24, 95% CI
0.14-0.35) at the immediate posttest compared with control
groups when studies did not involve targeted participants for
each of the outcomes (eg, studies that involved participants
regardless of depressive symptoms at baseline). Subgroup
analyses found small effects of iACT on stress at the immediate
posttest (11 studies that involved 2199 participants, SMD 0.26,
95% CI 0.17-0.34) and on depressive symptoms (10 studies that
involved 1403 participants, SMD 0.33, 95% CI 0.15-0.52) and
anxiety (9 studies that involved 1169 participants, SMD 0.26,
95% CI 0.14-0.37) at follow-up compared with control groups
when studies did not involve targeted participants for each of
the outcomes. However, there was no statistically significant
difference of iACT from control groups in stress and
psychological distress at the immediate posttest and in
depressive symptoms and anxiety at follow-up when studies
directly targeted participants for each of the outcomes, findings
that may be because of a smaller number of studies included
for these subgroup analyses (eg, 2 studies for stress). There was
no statistically significant subgroup difference in all the
outcomes (P>.05), except for depressive symptoms at the
immediate posttest (P=.007). These findings indicate that there
was no statistically significant difference among studies
according to the use of targeted participants in all the outcomes,
except for depressive symptoms at the immediate posttest, for
which a statistically significant, larger effect of iACT was found
when studies targeted people with depressive symptoms (ie,
SMD 0.62 vs SMD 0.31). Forest plots of these subgroup
analyses are illustrated in Figures S18-S24 in Multimedia
Appendix 5 [13,15-25,27-51].

Risk of Bias of the Included Studies
Of the 39 included studies, 20 (51%) had an unclear risk of bias,
14 (36%) had a low risk of bias, and 5 (13%) had a high risk of
bias overall (Multimedia Appendix 6 [13-51]). A domain for
blinding of participants and personnel was not considered as
the key domain for the overall risk of bias within a study because
studies that involved passive control conditions were less able
to conceal the group allocation from participants. The overall
risk of bias across 39 studies was interpreted as unclear because
most information was from studies with an unclear risk of bias
[12].

Discussion

Principal Findings
This systematic review with meta-analysis identified 39 studies
that assessed the efficacy of iACT for depressive symptoms,
anxiety, stress, psychological distress, and QoL. This study
found that iACT had small effects on reducing depressive
symptoms, anxiety, stress, and psychological distress and
improving QoL at the immediate posttest and follow-up. There
was no significant effect of iACT on stress at follow-up.

One of the previous meta-analyses found that iACT had a small
effect on depressive symptoms and nonsignificant effects on
anxiety and QoL; it included 10 studies involving depressive
symptoms, 7 studies involving anxiety, and 8 studies involving
QoL [9]. As more studies on iACT (ie, 30 studies on iACT)
have been conducted since 2016, this study’s meta-analyses
included 31 studies on depressive symptoms, 22 studies on
anxiety, and 14 studies on QoL. This may explain why, contrary
to Brown et al [9], this study found small effects of iACT on
anxiety and QoL in addition to depressive symptoms with the
increased statistical power from a larger total sample size pooled
from more studies.

Another prior meta-analysis [10] found small effects of iACT
on depressive symptoms (25 studies at posttest) and anxiety (20
studies at posttest), so this study confirms the previous
meta-analysis with more studies added (ie, 6 more studies for
depressive symptoms and 2 more studies for anxiety). More
importantly, this study found small effects of iACT on stress
and psychological distress, which were not included in the
meta-analyses by Brown et al [9] and Thompson et al [10]. Such
positive findings are supported by previous studies that
suggested negative relationships of the ACT processes, such as
mindfulness and acceptance, with depressive symptoms, anxiety,
stress, and psychological distress, and positive relationships
with QoL [52,53]. ACT promoting acceptance, mindfulness,
and committed action to living in alignment with values may
improve QoL and decrease psychological distress by helping
those who receive the therapy better manage uncomfortable or
negative emotions, thoughts, and experiences; accept them
without judgment; and move forward to valued living [54,55].
The findings of this study contribute to the body of evidence
regarding the effects of iACT on depressive symptoms, anxiety,
stress, psychological distress, and QoL and may be applicable
in any population as ACT is a transdiagnostic approach [1].
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Subgroup analyses for each outcome were conducted in this
study according to the type of control groups but were not
conducted in prior meta-analyses [9,10]. Subgroup analyses
showed small to medium effects of iACT on all the outcomes
at the immediate posttest and follow-up compared with passive
control groups. In contrast, subgroup analyses that compared
iACT with active control groups (eg, CBT and mental health
education) found no differences between groups on stress,
psychological distress, and QoL at the immediate posttest or on
depressive symptoms, anxiety, and stress at follow-up.

However, it should be noted that relatively fewer studies have
compared the effects of iACT with active control conditions.
There were 2 to 5 times more studies that compared iACT with
passive control conditions than those that compared iACT with
active control conditions in all the outcomes, except for anxiety
at follow-up. There were fewer studies that compared iACT
with active control conditions, especially for stress and
psychological distress at the immediate posttest and follow-up.
More importantly, active control conditions varied among the
included studies, including web-based discussion forums
[35,37,41], web-based expressive writing [32,51], web-based
mental health education [17], a web-based smoking cessation
intervention [14], web-based CBT [13], in-person CBT [27],
and in-person documentary discussions [25]. Such differences
in the active control conditions might explain the higher
statistical heterogeneity when comparing iACT with active
control groups than heterogeneity when comparing iACT with
passive control groups. Overall, these findings suggest a need
for more studies comparing iACT with active control conditions
enough to assess whether iACT is comparable or superior to
each of the other evidence-based interventions in decreasing
depressive symptoms, anxiety, stress, and psychological distress
and improving QoL in future meta-analyses.

This study conducted subgroup analyses according to the use
of therapist guidance, delivery modes, and the use of targeted
participants and found no statistically significant subgroup
differences among studies according to these 3 characteristics
in all the outcomes, except for the subgroup difference among
studies according to the use of targeted participants for
depressive symptoms at the immediate posttest (ie, a statistically
significant, larger effect of iACT when studies targeted people
with depressive symptoms). However, more studies are needed

to confirm these findings, especially in subgroup analyses
according to delivery modes and targeted participants, as there
were only a few studies that involved delivery modes other than
web-based ACT modules or that involved directly targeted
participants (eg, only 2 studies that involved people with stress).

Limitations
This review had some limitations. The Bonferroni correction
method might be needed to adjust the results of multiple
comparisons to reduce the false positive error rate (ie, type I
errors) in a meta-analysis [56]. As 10 comparisons were made
in this meta-analysis, the level of significance (P value) after
Bonferroni correction was .005 (0.05/10). With the adjusted
level of significance, most results remained the same, except
for psychological distress at posttest and follow-up and QoL at
follow-up. As RevMan does not allow users to choose the levels
of significance other than 0.1, 0.05, or 0.01, and the values in
the forest plots, including CIs, cannot be changed accordingly,
we could not use the adjusted level of significance (ie, P=.005)
in this meta-analysis. A total of 4 electronic databases were
searched; therefore, some relevant articles could have been
missed if they were published only in other databases. Only
studies written in English were searched and included in this
review, which could create a publication bias. One author with
extensive experience in comprehensive literature reviews and
expertise in ACT searched the literature; therefore, this review
did not include 2 independent reviewers in the search process.
A recent methodological systematic review found that single
screening for study selection in systematic reviews conducted
by an experienced reviewer had no impact on the findings of
the meta-analysis [57]. The overall risk of bias across the
included RCTs was interpreted as unclear, indicating the need
for high-quality studies to better determine the efficacy of iACT
for psychological distress and QoL. This study did not aim to
compare iACT with face-to-face ACT because the focus was
on comparing iACT with non-ACT control conditions. Further
meta-analyses may consider comparing iACT with face-to-face
ACT to determine whether iACT is comparable with
face-to-face ACT when more studies are available. Further
meta-analyses may consider examining whether the effects of
blended ACT, which involves iACT and face-to-face ACT,
differ from iACT only or face-to-face ACT only.
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Abstract

Background: Digital strategies are innovative approaches to the prevention of skin cancer, but the attrition following this kind
of intervention needs to be analyzed.

Objective: The aim of this paper is to assess the dropouts from studies focused on digital strategies for the prevention of skin
cancer.

Methods: We conducted this systematic review with meta-analyses and metaregression according to the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses) statements. Search terms for skin cancer, digital strategies, and
prevention were combined to search PubMed, Scopus, Web of Science, CINAHL, and Cochrane Library from inception until
July 2022. Randomized clinical trials that reported dropouts of participants and compared digital strategies with other interventions
to prevent skin cancer in healthy or disease-free participants were included. Two independent reviewers extracted data for analysis.
The Revised Cochrane Collaboration Bias tool was employed. We calculated the pooled dropout rate of participants through a
meta-analysis of proportions and examined whether dropout was more or less frequent in digital interventions against comparators
via an odds ratio (OR) meta-analysis. Data were pooled using a random-effects model. Subgroup meta-analyses were conducted
in a meta-analysis of proportions and OR meta-analysis to assess the dropout events when data were sorted by digital interventions
or control comparator. A univariate metaregression based on a random-effects model assessed possible moderators of dropout.
Participants’ dropout rates as pooled proportions were calculated for all groups combined, and the digital and comparator groups
separately. OR>1 indicated higher dropouts for digital-based interventions. Metaregressions were performed for age, sex, length
of intervention, and sample size.

Results: A total of 17 studies were included. The overall pooled dropout rate was 9.5% (95% CI 5.0-17.5). The subgroup
meta-analysis of proportions revealed a dropout rate of 11.6% for digital strategies (95% CI 6.8-19.0) and 10.0% for comparators
(95% CI 5.5-17.7). A trend of higher dropout rates for digital strategies was observed in the overall (OR 1.16, 95% CI 0.98-1.36)
and subgroup OR meta-analysis, but no significant differences were found between the groups. None of the covariates moderated
the effect size in the univariate metaregression.

Conclusions: Digital strategies had a higher dropout rate compared to other prevention interventions, but the difference was
not significant. Standardization is needed regarding reporting the number of and reasons for dropouts.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO) CRD42022329669;
https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=329669
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Introduction

Digital strategies have experienced a boom in use in prevention
programs for skin cancer in recent years. Primary and secondary
prevention programs are the mainstay to reduce the incidence
rate of skin cancer [1]. In fact, recent publications have stated
a stabilization in melanoma incidence in young cohorts, due to
governmental efforts to promote prevention programs [2].
Nonetheless, cases of melanoma will continue to rise in the
coming years, primarily in older adults [3]. The continuous rise
in the incidence of skin cancer in recent decades suggests a
current global public threat [4,5].

Digital strategies seem to be more effective in the prevention
of skin cancer than other conventional strategies [6]. The former
can be defined as interventions provided through a digital
environment such as web-based interventions, smartphone apps,
SMS text messaging, web-based videos, or wearable devices
[7]. Digital approaches to the prevention of skin cancer present
additional advantages such as feedback, interactivity,
accessibility, and gamification, which make them suitable and
attractive for stakeholders [8,9]. Conversely, possible drawbacks
of digital strategies in dermatology could be their availability,
financial aspects, reliability, security, confidentially, and lack
of education and training of the user [10]. Given all these issues,
the feasibility of randomized clinical trials (RCTs) in digital
health research continues to be discussed [11,12]. However,
digital strategies such as telemedicine in different areas of health
care are expected to continue growing in the coming years [13].

The engagement of the patients with the prevention and digital
strategies determines their effectiveness. Despite the increasing
interest of researchers in implementing RCTs that analyze digital
strategies, there is still no consensus in the literature on whether
they positively or negatively influence the dropout and
adherence of participants [14,15]. However, some authors have
reported that the dropout rate was higher in digital strategies
than analogue interventions [16,17]. Some of the reasons for
the higher loss of participants could be the participant’s
reluctance to join remote research studies and mistrust in sharing
data [18].

Dropout or attrition is a constant challenge for researchers in
RCTs and other longitudinal studies [19,20]. In addition,

characteristics of the target population could influence attrition,
because maintaining prevention behaviors in healthy participants
could be challenging [21]. The absence of perceiving disease,
geographical location, or accessibility are some of the factors
that could lead to the failure of long-term prevention strategies
[22,23]. Disentangling the factors and trend in dropouts in RCTs
would help researchers develop future digital interventions for
the prevention of skin cancer.

No previous studies have analyzed dropout in digital strategies
for skin cancer prevention; therefore, our aim was to
systematically assess and meta-analyze the existing RCTs to
calculate the overall pooled dropout rate and to examine possible
factors that could influence the dropout of users.

Methods

Protocol and Registration
We conducted this systematic review following the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) guideline, 2020 [24]. Before the start of the study,
the review protocol was registered in the International
Prospective Register of Systematic Reviews (PROSPERO;
CRD42022329669).

Data Sources and Search Strategy
Two researchers (J-CH-R and CG-M) performed an independent
electronic search in PubMed, Scopus, Web of Science, Cochrane
Library, and CINAHL. The search included all records from
the inception of the databases up to July 10, 2022. Search terms
for digital strategies (“virtual,” “online,” “web-based,”
“internet-based,” “digital,” “e-Health,” “m-Health,” “App,”
and “mApp”), skin cancer (“melanoma,” “cutaneous
melanoma,” “malignant melanoma,” and “skin cancer”),
prevention (“prevention” and “sun protection”), and risk factors
(“tanned,” “sunburn,” and “UV exposure”) were employed.
These were combined using the Boolean operators “AND” and
“OR.” Details of the search strategy can be found in Appendix
S1 in Multimedia Appendix 1.

Eligibility Criteria and Outcomes of Interest
We developed the eligibility criteria following the PICOS model
(ie, patient, intervention, comparison, outcome, and study
design) shown in Table 1.
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Table 1. Eligibility criteria based on the PICOSa model.

Exclusion criteriaInclusion criteriaPICOS model

Participants with skin diseases during the study periodParticipants free of skin cancer during the study periodPopulation

Preventions approaches not focused on digital strategiesDigital prevention strategiesIntervention

Digital prevention strategies as comparatorAny type of comparatorComparator

Studies in which the dropout number was not reported, or indirect
calculation was not allowed

Number of participants who dropout during the study periodOutcomes

Any other type of study designRandomized controlled trials written in EnglishStudy design

aPICOS: patient, intervention, comparison, outcome, and study design.

Data Management and Selection Process
To manage data, Mendeley Desktop (version 1.19.8; Elsevier)
was used to detect duplicates and carry out the screening
process. Two independent researchers (J-CH-R and CG-M)
screened records by title and abstract, and later performed a
complete read of the studies to select those that met the
mentioned criteria. Any disagreement was deliberated with a
third researcher, J-JP-R.

Assessment of Methodological Quality
We assessed methodological quality and risk of bias using The
Cochrane Risk of Bias tool version 2 (ROB-2) [25]. This tool
is composed of the following five domains: bias from
randomization process, intended intervention, missing outcome
data, measurement of outcomes, and selection of the reported
results. The overall judgment is classified as “low,” “some
concerns,” or “high” risk of bias. We also conducted subgroup
analysis to determine how dropout events could be affected by
the level of methodological quality and methodological threats
such as blinding.

Data Extraction and Qualitative Synthesis
The following data were extracted from the RCTs included in
the systematic review: authors or year and country, study
population, recruited sample, analyzed sample, sex, experimental
and control intervention, dropout rate, reasons for dropouts, and
length of intervention. When the number or rate of dropouts
was not directly provided in the manuscripts, both were
calculated.

Quantitative Assessment of Data
A dropout was considered when a participant did not complete
the intervention or follow-up period, after the randomization
process. For studies that included more than 2 groups of
intervention, we separately analyzed the comparison groups
two by two. Dropout data were extracted from the text of the
randomized controlled trials provided in either a flowchart, in
the description of participants, in the results sections, or in the
discussion.

To analyze data, we used the free software R Studio version
4.1.1. (R foundation for Statistical Computing) metafor (version
3.0-2) [26], meta (version 5.1-1) [27], and dmetar (version
0.0.9000) [28] packages. The analysis consisted of overall and
subgroups proportion and odds ratio (OR)–based meta-analyses
and metaregression.

A random-effects model was employed in all meta-analyses
considering possible heterogeneity between our selected RCTs.

Furthermore, heterogeneity was assessed with I2, with values
exceeding 50% indicating large heterogeneity. The subgroup
meta-analysis and metaregression was run when at least 3 arms
of study were available.

The meta-analysis of proportions allowed us to calculate the
overall pooled dropout rate with its 95% CI of all arms of the
studies included in our review [29,30]. Additionally, a subgroup
analysis was performed to calculate the pooled dropout rate for
digital or comparator interventions and to determine which type
of intervention resulted in the highest dropout rate. This analysis
was complemented by an OR subgroup analysis ordered by
digital or intervention comparator to determine whether the
probability of losing the participants was greater in one group
or another.

The OR meta-analysis evaluated whether the event (dropout)
was more or less frequent in the digital or comparator
intervention. When the OR was less than 1, dropouts were less
likely in digital strategies. To assess the measure of effect on
binary outcomes, the OR with a 95% CI was calculated, and
the inverse variance method was used to adjust the pooled
estimations to sparse data. The restricted maximum-likelihood

estimator for τ2 estimated the variance among RCTs [31]. When
studies reported zero events in one or all groups of intervention,
we added a 0.5 continuity correction to the meta-analyses so
that these studies could contribute to the overall sample size of
the review [32]. The OR meta-analyses were conducted and
subsequently described in terms of absolute values. The results
of the meta-analyses were displayed in forest plots.

A sensitivity analysis was carried out to detect how studies
influenced the effect size. When a study was identified as an
outlier based on the dropout variable, it was removed from the
analysis. Furthermore, to confirm previous results, we performed
an exploratory analysis using the L’Abbé, Baujat plot,
Leave-One-Out meta-analysis, and influence plot.

A univariate metaregression analysis based on a random-effects
model assessed the continuous variables of age, female
percentage, male percentage, length of intervention in months,
and sample size as covariates of the occurrence of dropouts.
These predictors were selected to determine how the
characteristics of the participants and interventions could
influence dropouts [33]. Bubble plots were used to illustrate
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how a covariate modified the effect size in the metaregression
analysis.

Publication Bias Assessment
We examined the effects of small studies and publication bias
based on the symmetry of the contour-enhanced funnel plot.
The Harbord and Egger bias test were used to confirm the
absence of asymmetry in the funnel plot (P>.05).

Results

Study Selection and Methodological Quality
Assessment
A total of 1566 studies were identified in the database search.
After removing duplicates, the screening process, and complete
reading of the records that met the eligibility criteria, 17 RCTs
were finally included in the review [34-50]. The complete

process is shown in Figure 1. Details of the excluded records
are presented in Table S1 in Multimedia Appendix 1.

Regarding methodological quality, 14 (82%) of 17 RCTs showed
“some concerns” based on the summary score of ROB-2.
Moreover, 2 (12%) RCTs [44,47] showed a “low“ risk of bias,
and only 1 (6%) had a “high” risk of bias [49] (Figure S1 in
Multimedia Appendix 1). The latter showed a “high” risk of
bias because baseline differences between groups were observed.

Regarding the subgroup analyses, an analysis sorted by
participants’blinding condition could not be performed because
most of the studies were not blind or the blinding was not clearly
specified. The subgroup meta-analysis sorted by the ROB-2
scores (Figure S2 in Multimedia Appendix 1) showed that a
“low” overall score could indicate lower attrition in nondigital
prevention strategies. However, due to the limited number of
“low”-risk studies, the results should be interpreted with caution.

Figure 1. Flow diagram of trials selection based on PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2020 guidelines.

Study Design and Population Characteristics
A sample of 6593 healthy participants and people free of disease
during the study period was analyzed. The age of the participants
ranged from 12.6 to 54.3 years. The digital strategies used in
the included RCTs were web-based interventions in 8 studies
[35,40,42,43,46,48-50], 6 involved apps [36-38,44,45,47], 3
involved SMS [35,36,39], 2 involved video [34,41], and 1
involved a wearable device [47]. Conversely, the comparator

groups involved no intervention in 11 studies [35,37,43-48,50]
and active controls in 6 studies [34,36,38,39,41,49].

The total number of dropouts for all arms of the included studies
was 1120, with 681 (60.80%) in experimental interventions and
439 (39.20%) in controls. The reason for the dropout of
participants was reported as loss during follow-up in 9 of the
17 RCTs [34,37,38,40-43,47,49] and not answering the final
questionnaire in 4 studies [39,44,45,50]; 2 studies did not report
the reason for dropout [35,48]. The main characteristics of the
studies are displayed in Table 2.
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Table 2. Summary of the included studies in the systematic review.

Length of in-
tervention
(months)

Reason for
dropouts

(EG/CGa)

Dropout rate
(%)

Comparator
intervention

Experimental inter-
vention

Percentage of
sex, age (years),
or mean (SD)

Recruited or
analyzed (n)

PopulationSource

3Lost to fol-
low-up

EG: 8.5%
(4/47); CG:
14.9% (7/47)

Active
(brochure)

Online video address-
ing how sunscreen
works to protect skin

Female: 50%;
male: 50%;
37.2 years

EG: 47/43;
CG: 47/40;
n=94

English speak-
ers aged >18
years

Armstrong et
al, 2011
[34]; United
States

12N/RcEG1: 11.4%
(5/44); EG2:

No interven-
tion (wait-
list)

EG1: SMS text mes-
sage providing sun
protection advice;

EG2: WBIb with sun
protection training

Female: 44.5%;
male: 55.5%;
12.6 years

EG1: 44/39;
EG2: 49/40;
CG: 44/33;
n=137

Young organ
transplant re-
cipients

Böttcher et
al, 2019
[35]; Ger-
many

18.4% (9/49);
CG: 25.0%
(11/44)

12Lost to fol-
low-up

EG: 10.2%
(16/157); CG:
12.2% (19/156)

No interven-
tion (wait-
list)

WBI with weekly
messages of
melanoma preven-
tion behaviors

Female: 63.6%;
male: 36.4%;
51.3 years

EG: 157/141;
CG: 156/137;
n=313

First-degree
relatives of
melanoma
cases

Bowen et al,
2019 [36];
United
States

6Lost to fol-
low-up

EG: 17.3%
(127/734); CG:
6.20% (52/839)

No interven-
tion

App that modifies a
selfie according to
different levels of
UV exposure for fu-

Female: 51.6%;
male: 48.4%;
15.9 (SD 1.3)
years

EG: 734/734;
CG: 839/839;
n=1573

Secondary
school pupils

Brinker et al,
2020 [37];
Brazil

ture 5 to 25 years
based on individual
skin type

3Lost to fol-
low-up and

EG: 7.3%
(7/96); CG:
1.9% (2/106)

No interven-
tion

App giving feedback
on sun protection
and alerted users to
apply or to reapply

Female: 73.5%;
male: 26.5%;
33.3 (SD 9.8)
years

EG: 96/89;
CG: 106/104;
n=202

Adults aged
>18 years
owning a
smartphone

Buller et al,
2015 [38];
United
States

survey not
completed

sunscreen and to get
out of the sun

1Not ap-
plied

0%No interven-
tion

EG1: WBI volitional
theory–based; EG2:
WBI motivational
theory–based

Male: 0%; fe-
male: 100%;
25.1 (SD 8.7)
years

EG1: 74/74;
EG2: 70/70;
CG: 61/61;
n=205

Female volun-
teers

Craciun et
al, 2011
[39]; United
Kingdom,
Germany,
Portugal,
and Romania

3Lost to fol-
low-up

EG1: 14.6%
(6/41); EG2:
14.3% (6/42);

No interven-
tion

EG1: app that dis-
plays the daily UV
index and gives sun

Female: 65.8%;
male: 31.5%;
25.8 years

EG1: 41/35;
EG2: 42/36;
CG: 41/36;
n=124

Young adults
aged 18-35
years

Hacker et al,
2018 [40];
Australia

CG: 12.2%
(5/41)

protection advice;
EG2: wearable with
UV dosimeter

3N/REG1: 32.1%
(92/287); EG2:

No interven-
tion

EG1: WBI with a
tailored intervention
based on the Integra-

Female: 66.1%;
male: 33.9%;
21.8 (SD 2.2)
years

EG1: 287/195;
EG2: 338/205;
CG: 340/229;
n=965

Adults aged
18-25 years

Heckman et
al, 2016
[41]; United
States

39.4%
(133/338); CG:
32.7%
(111/340)

tive Model of Behav-
ioral Prediction;
EG2: WBI with the
Skin Cancer Founda-
tion website

6Lost to fol-
low-up

EG: 15.9%
(32/214); CG:
10.1% (23/229)

Active
(placebo)

WBI to reduce ITd

motivations

Female: 100%;
male: 0%; 15.2
(SD 2.0) years

EG: 214/182;
CG: 229/206;
n=443

Female adoles-
cents

Hillhouse at
al, 2017
[42]; United
States

3Survey not
completed

EG: 76.8%
(13/56); CG:
93.3% (4/60)

No interven-
tion

WBI to improve

SSEe and sun protec-
tion

Female: 69.8%;
male: 30.2%;
51.1 (SD 15.2)
years

EG: 56/43;
CG: 60/56;
n=116

Participants at
increased risk
for melanoma
aged 18-89
years

Manne et al,
2021 [43];
United
States
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Length of in-
tervention
(months)

Reason for
dropouts

(EG/CGa)

Dropout rate
(%)

Comparator
intervention

Experimental inter-
vention

Percentage of
sex, age (years),
or mean (SD)

Recruited or
analyzed (n)

PopulationSource

6Not ap-
plied

0%Active (ac-
countability
partner)

EG1: app allowing
total body photogra-
phy; EG2: SMS to
remind SSE; EG3:
SMS+ accountabili-
ty partner

Female: 61.1%;
male: 38.9%;
54.3 (SD 13.9)
years

EG1: 18/18;
EG2: 17/17;
EG3: 17/17;
CG: 17/17;
n=69

Adults aged
≥18 years

Marek et al,
2018 [44];
United
States

12Lost to fol-
low-up

EG: 32.2%
(39/121); CG:
27.7% (33/119)

No interven-
tion

App to encourage
and improve SSE

N/AfEG: 121/82;
CG: 119/86;
n=240

Adults aged
>18 years who
survived stage
0-2C primary
cutaneous
melanoma

Reilly et al,
2021 [45];
Scotland

1.5Lost to fol-
low-up

EG: 7.1%
(6/84); CG:
3.5% (3/86)

Active (usu-
al education)

App with education-
al sun protection
content

Female 40.6%;
male: 59.4%;
50.0 years

EG: 84/78;
CG: 86/83;
n=170

Kidney trans-
plant recipi-
ents

Robinson et
al, 2016
[46]; United
States

3Survey not
completed
and discon-
tinued inter-
vention
(EG)

EG: 21.1%
(104/494); CG:
16.4% (81/495)

Active
(brochure)

SMS to remind SSEFemale: 100%;
male: 0%; 47.0
years

EG: 494/390;
CG: 495/414;
n=989

Female adultsRobinson et
al, 2021
[47]; United
States

1.5No re-
sponse

EG: 8.5%
(8/94); CG:
8.6% (8/93)

No interven-
tion

WBI with psychoed-
ucational content to
reduce IT

Female: 100%;
male: 0%; 19.8
(SD1.4) years

EG: 94/74;
CG: 93/85;
n=186

Female adults
aged 18-25
years with IT
in the past 12
months

Stapleton et
al, 2015
[48]; United
States

1Lost to fol-
low-up

EG: 40.8%
(29/71); CG:
52.8% (38/72)

Active
(brochure)

Online melanoma
video tutorial +
brochure

Female: 74.1%;
male: 25.9%;
42.3 years

EG: 71/42;
CG: 72/34;
n=143

Adults aged
≥18 years

Tsai et al,
2017 [49];
United
States

1.5Lost to fol-
low-up

EG: 33.9%
(45/134); CG:
30.4% (42/138)

Active (usu-
al education)

WBI with tailored
melanoma risk as-
sessment and preven-
tion + usual educa-
tion

Female: 71.7%;
male: 28.3%;
45.5 years

EG: 134/89;
CG: 138/96;
n=272

General prac-
tice patients

Vuong et al,
2018 [50];
Australia

aCG: comparator group; EG: experimental group.
bWBI: web-based intervention.
cN/R: not reported.
dIT: indoor tanning.
eSSE: skin self-examination.
fN/A: not applicable.

Sensitivity Analysis
The initial sensitivity analysis included a total of 23 arms from
the randomized controlled trials of the review. After the
sensitivity analysis, the study conducted by Brinker et al [44]
was removed because it was identified as an outlier that
influenced the effect size. The details of the sensitivity analysis
are shown in Figures S3-S6 in Multimedia Appendix 1. Figure
S7 in Multimedia Appendix 1 shows a funnel plot with absence
of asymmetry, as confirmed by the Harbord test (P=.66) and
Egger bias test (P=.69).

Meta-analysis of Proportions
The meta-analysis of proportions included 22 arms (k) of study
and 2610 subjects among whom there were 419 dropouts. An
overall pooled dropout rate of 9.5% (95% CI, 5.0-17.5) was
calculated (Figure 2; [34-36,38-50]). In the subgroup
meta-analysis, digital strategies showed a higher dropout rate
of 11.6% (95% CI 6.8-19.0) compared to 10.0% (95% CI
5.5-17.7) in the comparators. These results are displayed in
forest plots, respectively, in Figures S8 and S9 in Multimedia
Appendix 1.
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Figure 2. Forest plot of overall meta-analysis of proportions for all groups of studies.

Odds Ratio Meta-analysis
A slight trend for a higher number of dropouts was observed in
digital strategies with an OR of 1.16 (95% CI 0.98-1.36), but
there were no significant differences between the experimental

and control approaches (P=.39). The I2 was 6% (95% CI 0-38)
indicating a lack of heterogeneity between the studies analyzed
for the overall and subgroup meta-analysis (Figure 3;
[34-36,38-50]).

Figure 3. Forest plot of overall odds ratio meta-analysis for all groups of studies.

We performed a meta-analysis of subgroups divided by the type
of digital strategy and the comparison groups. Only the strategies
that were analyzed in more than two RCTs were included in
the OR meta-analysis. As Figure S10 in Multimedia Appendix

1 shows, none of the digital interventions assessed differed
significantly in the number of dropouts compared with the
comparator strategies. The OR score was 0.88 for SMS (95%
CI, 0.30-2.53), 1.17 for web-based interventions (95% CI
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0.94-1.47), and 1.44 for Apps (95% CI 0.88-2.35). Our findings
in the comparator subgroup analysis showed no significant
differences, even when comparing digital strategies with active
control (OR 1.13; 95% CI 0.82-1.54) or no-intervention groups
(OR 1.14; 95% CI 0.90-1.44; Figure S11 in Multimedia
Appendix 1).

Metaregression
Univariate metaregression analysis (Table 3) for age, female
percentage, male percentage, and length of intervention in
months and sample size did not show any significant association
with the effect size of the study. Metaregression bubble plots
for these analyses are presented in Figures S12-S16 in
Multimedia Appendix 1.

Table 3. Univariate metaregression analysis.

P valuet valueSECoefficient (95% CI)aCovariate

.53–0.080.240.05 (–0.01 to 0.02)Age

.091.780.0040.008 (–0.001 to 0.018)Percentage of female

.09–1.790.005–0.008 (–0.02 to 0.001)Percentage of male

.34–0.980.023–0.023 (–0.07 to 0.03)Length of intervention (months)

.161.450.00020.0004 (–0.0002 to 0.0009)Sample size

aAccording to the random-effects model.

Discussion

Principal Findings
This systematic review synthesizes information on the attrition
of RCTs based on eHealth interventions for the prevention of
skin cancer. Quantitative analysis evaluated the pooled dropout
rate and dropout OR, in addition to moderators that could
influence the dropout of subjects in the meta-analyzed RCTs.
Although the digital strategies employed within studies used
different platforms or devices, all of them were focused on skin
cancer prevention and were supervised by expert dermatologists.

The meta-analysis of proportions showed a pooled dropout rate
of 9.5%, with a dropout rate of 11.6% and 10.0% for the eHealth
interventions and comparators, respectively. These results are
in line with the findings by Walters et al [51], who reviewed
the retention in RCTs of health technology programs in the
United Kingdom. This review established that there was a
dropout rate of up to 11% in a significant proportion of RCTs.
Dropout rates of 5% are likely to introduce bias, while if 20%
is exceeded, this could affect the validity of the study due to
insufficiency during data analysis [52,53]. No background
research was found performing similar analyses in the
dermatology literature, so the comparison of rates was not
viable.

Eysenbach et al [20] hypothesized that the nature of digital
strategies tends to a higher loss of participants, a phenomenon
called the “Law of attrition.” Although a slightly higher dropout
rate was observed in digital strategies compared with comparator
groups in our proportion and OR meta-analysis, the difference
was not significant. Our findings refute the “Law of attrition”
in those studies that aim to prevent skin cancer through these
innovative interventions.

Previous systematic reviews, such as Bevens et al [54], focused
on the analysis of attrition of digital strategies in people with
multiple sclerosis and found no significant differences between
dropout rates in participants allocated to digital or control
interventions. Although our findings are in line with these

previous findings, the target population and research conditions
differed from ours, so comparison of findings are difficult.

As in the overall OR meta-analysis, the subgroup meta-analysis
sorted by type of digital strategy and comparators found no
significant differences in dropout rate. Only SMS text messaging
presented a lower odd of dropout compared with other digital
interventions, but without statistical significance.
Reminder-based interventions such as SMS seem to promote
adherence in chronic conditions, but further research is still
needed [55]. It is noteworthy that the dropout rates in
participants allocated to no intervention showed losses similar
to digital strategies, reflecting the prior expectation that they
could be affected by nonexperimental factors and the loss of
perspective of therapeutics goals [56].

Our metaregression found that none of the covariates moderated
the interventions’ effect size. Nonetheless, Torous et al [17]
obtained higher dropout rates in studies with larger sample sizes
that used apps for depressive symptoms, possibly related to a
lower rate of individual follow-up and feedback from subjects.

In addition to the moderator analysis, assessment of the reasons
for dropping out could be a way to identify barriers to reduce
attrition in future RCTs. However, the lack of transparency and
homogeneity in reporting reasons for participants’ dropout in
the studies included in this review made the aforementioned
task challenging. The main reported cause of attrition in our
RCTs was loss to follow-up, but this aspect did not show the
real reason for the loss of participants.

Research Implications
As previously mentioned, dropout could threaten internal or
external validity in studies. We recommend that researchers use
our overall pooled dropout rate to calculate the sample size of
future trials, avoiding possible threats. The overrecruitment of
10.1% in the sample size of RCTs may be a suitable way to
overcome external validity risks [57,58].

Although our OR meta-analysis showed no differences in
attrition between digital strategies and comparator interventions,
in order to obtain conclusive results that can be turned into daily
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clinical practice, we point out the need for further research with
head-to-head comparison between digital and conventional
interventions (eg, education programs or brochures) for the
prevention of skin cancer [59]. Dropout rates have previously
been directly related to the acceptability and feasibility of the
intervention [60,61].

Given the scarce information and lack of transparency provided
by studies when reporting the number of and reasons for
dropouts, a deep change in the research framework is needed.
To overcome this obstacle, relevant guidelines such as
Consolidated Standards of Reporting Trials report the need to
detail the reasons and the number of participants lost during the
study period [62,63]. Accurately following these guidelines
would pave the way for researchers to find suitable dropout
prevention plans. Previous literature, based on user experience
with digital strategies, indicates that reliability, lack of
technological education, lack of satisfaction with intervention,
and sparse human feedback seem to be the main barriers to their
use [63-65]. We encourage future researchers who aim to
develop a digital strategy or perform RCT protocols to
implement solutions to the mentioned barriers such as
gamification, tailored and customizable e-interventions,
personalized feedback, or programmed reminders (eg, mail and
SMS). The gamification principles of meaningful purpose,
meaningful choice, supporting player archetypes, feedback, and
visibility proposed by Floryan et al [66] could enhance the user
experience and engagement within digital health interventions.
Gamification could increase motivation, reinforce learning
objectives, and increase enjoyment and positive experiences in
dermatological education and prevention approaches [9].
Likewise, programmed reminders are an effective way to
promote prevention habits, highlighted by the use of text
messages in dermatology [64]. Reminders associated with
professional supervision have shown even greater results in
prevention programs [67].

Given that RCTs are the first step required to translate research
results into clinical settings, success in decreasing the number
of participants dropping out within the research context could
improve long-term engagement in digital programs for the
prevention of skin cancer.

Strengths and Limitations
This review has several strengths. Our study provided an initial
analysis of the dropout from RCTs to prevent skin cancer
through digital strategies. Our computed rates could help
calculate sample sizes in future studies. We performed a
sensitivity analysis that helped us detect outliers and confirm
the absence of publication bias. Moreover, the subgroups and
metaregression analyses allowed us to understand how loss of
participants could be modified by different predictors.

The main limitation of our review is that potential literature
from other databases with non-English records could have been
missing. Furthermore, our outcomes may have been conditioned
by the heterogeneity of the experimental interventions in the
included studies. Some of the studies compared digital strategies
with no intervention, so we cannot assert that dropouts from
these groups could be related to external factors. Evidence from
the subgroup meta-analysis sorted by an active comparator
group should be interpreted with caution because of the low
number of analyzed studies; further research is needed to obtain
strong evidence. We were unable to propose tailored advice to
improve retention for this kind of RCT owing to the sparse
information on reasons for dropout provided by the authors.

Conclusions
This systematic review and meta-analysis calculated an overall
pooled participant dropout rate of 9.5% (95% CI 5.0-17.5),
which should be considered in the calculation of sample size in
RCTs aimed at preventing skin cancer using digital health
interventions. Although a slightly higher pooled dropout rate
was recorded for digital strategies, the OR-based meta-analysis
did not show significant differences against the comparator
groups. Our meta-analyses of subgroups sorted by digital and
comparator interventions did not present significant statistical
differences. Age, sex, length of the intervention, and sample
size did not modify the effect size, so they were not moderators
of dropout. We highlight the need to follow the guidelines and
standardize reporting of the number of and reasons for
participants’dropout because this will be the only effective way
to design a successful plan to reduce the loss of participants in
studies that analyze digital approaches to prevent skin cancer.
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Abstract

Background: Cardiopulmonary resuscitation (CPR) training for adolescents is a prominent strategy to increase the number of
community first responders who can recognize cardiac arrest and initiate CPR. More schools are adopting technology-based CPR
training modalities to reduce class time and reliance on instructor availability and increase their capacity for wider training
dissemination. However, it remains unclear whether these technology-based modalities are comparable with standard training.

Objective: This study aimed to systematically review and perform meta-analyses to evaluate the effectiveness of technology-based
CPR training on adolescents’ CPR skills and knowledge.

Methods: Searches were conducted in PubMed, Embase, Cochrane Library, Ovid MEDLINE, CINAHL, PsycINFO, Education
Resources Information Center, ProQuest Dissertations and Theses Global, and Scopus from inception to June 25, 2021. Eligible
randomized controlled trials (RCTs) compared technology-based training with standard training for adolescents aged 12 to 18
years. Studies were appraised using the Cochrane risk-of-bias tool. Random-effects meta-analyses were performed using Review
Manager (The Cochrane Collaboration). Subgroup analyses were conducted to explore sources of heterogeneity. Overall certainty
of evidence was appraised using the Grading of Recommendations Assessment, Development, and Evaluation approach.

Results: Seventeen RCTs involving 5578 adolescents were included. Most of the studies had unclear risks of selection bias
(9/17, 53%) and high risks of performance bias (16/17, 94%). Interventions that included instructor guidance increased the
likelihood of adolescents checking the responsiveness of the person experiencing cardiac arrest (risk ratio 1.39, 95% CI 1.19-1.63)
and calling the emergency medical services (risk ratio 1.11, 95% CI 1.00-1.24). Self-directed technology-based CPR training
without instructor guidance was associated with poorer overall skill performance (Cohen d=–0.74, 95% CI –1.02 to –0.45).
Training without hands-on practice increased mean compression rates (mean difference 9.38, 95% CI 5.75-13.01), whereas
real-time feedback potentially yielded slower compression rates. Instructor-guided training with hands-on practice (Cohen d=0.45,
95% CI 0.13-0.78) and the use of computer programs or mobile apps (Cohen d=0.62, 95% CI 0.37-0.86) improved knowledge
scores. However, certainty of evidence was very low.

Conclusions: Instructor-guided technology-based CPR training that includes hands-on practice and real-time feedback is
noninferior to standard training in CPR skills and knowledge among adolescents. Our findings supported the use of technology-based
components such as videos, computer programs, or mobile apps for self-directed theoretical instruction. However, instructor
guidance, hands-on practice, and real-time feedback are still necessary components of training to achieve better learning outcomes
for adolescents. Such a blended learning approach may reduce class time and reliance on instructor availability. Because of the
high heterogeneity of the studies reviewed, the findings from this study should be interpreted with caution. More high-quality
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RCTs with large sample sizes and follow-up data are needed. Finally, technology-based training can be considered a routine
refresher training modality in schools for future research.

(J Med Internet Res 2022;24(12):e36423)   doi:10.2196/36423

KEYWORDS

cardiac arrest; education; methods; first responders; resuscitation training; effectiveness; adolescents; schoolchildren

Introduction

Background
Out-of-hospital cardiac arrests (OHCAs) are associated with
poor survival and neurological outcomes [1]. Prognoses are
improved when bystanders promptly recognize cardiac arrest
and initiate cardiopulmonary resuscitation (CPR) [2]. Of note,
many laypeople lack the ability to identify OHCA or act
appropriately. The American Heart Association and European
Resuscitation Council advocate compulsory annual CPR training
for individuals aged ≥12 years [3]. Generally, students receiving
formal education (ie, middle school and high school students)
are aged between 12 and 18 years. Introducing CPR training in
schools can equip a large proportion of the country’s population
with fundamental lifesaving knowledge and skills. The early
introduction of these lifesaving skills during one’s
developmental years not only promotes altruism but also
increases one’s willingness to help people experiencing OHCA
[4]. Such school-based education sessions can prepare both
students and teachers in responding to cardiac arrest incidents
within schools and the community at large. Moreover, regular
refresher training can be arranged easily in schools because
most children attend formal education [5]. However, the lack
of stringent guidelines gives schools full autonomy to conduct
diverse training modalities, some of which are yet to be
supported by empirical evidence [6].

Standard CPR training involves didactic face-to-face lessons,
skill demonstrations by qualified instructors, and hands-on
practice on manikins in small groups [7]. Although this modality
has been regarded as the gold standard, there are often not
enough qualified instructors for large-scale implementation in
schools. Such training requires numerous manikins and
equipment, which are costly [8]. Furthermore, standard training
consumes substantial class time and impedes adoption by
schools [9].

Technology-Based CPR Training
International resuscitation guidelines suggest the incorporation
of technology into CPR training as alternatives to standard
training [10,11]. Particularly in the age of the COVID-19
pandemic, technology-based CPR training has become
increasingly prominent. These interventions are facilitated by
digital technology, including instructional videos, web-based
learning, computer programs, mobile apps, or advanced manikin
software [12]. Many of them use self-directed learning to
decrease reliance on the availability of qualified instructors [13].
Technology-based CPR training may also be cost-effective
because fewer resources are required [14]. Finally, training
duration is kept minimal, which complements hectic school
curricula [15]. Hence, there is a tremendous potential for the

proliferation of technology-based CPR training among
adolescents.

Two systematic reviews were conducted on CPR training
modalities for adolescents. Plant and Taylor [16] concluded that
all modalities, including technology-based training, improved
knowledge and skills. Reveruzzi et al [17] added that qualified
instructors, videos, and hands-on practice improved training
outcomes. Both reviews had broad eligibility criteria and no
restrictions on study design. This contributed to heterogenous
results that prevented pooling of training effects using
meta-analyses. Other systematic reviews involving
technology-based training focused on health care students, health
care professionals, and adult laypeople [18-20]. The conclusions
from these reviews cannot be generalized to adolescents because
different teaching approaches might be necessary to cater to
learners of different age groups [10]. This review used
meta-analysis to synthesize evidence on the effectiveness of
technology-based CPR training compared with standard training
in improving the skills and knowledge of adolescents aged 12
to 18 years.

Methods

This study adhered to the PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses) guidelines [21].

Search Strategy
Searches were conducted in PubMed, Embase, Cochrane
Library, Ovid MEDLINE, CINAHL, PsycINFO, Education
Resources Information Center, ProQuest Dissertations and
Theses Global, and Scopus from inception to June 25, 2021.
The search terms included adolescent*, schoolchild*, student*,
cardiopulmonary resuscitation, basic life support, train*, and
teach*. Synonyms were combined with the Boolean operator
OR. Population and intervention concepts were then combined,
such as adolescents AND CPR AND training. Refer to
Multimedia Appendix 1 for the database search strategies.
ClinicalTrials.gov and the World Health Organization
International Clinical Trials Registry Platform were searched
for ongoing and unpublished trials. Hand searching of the
Resuscitation journal was performed for articles published
between January 2000 and June 2021. The reference lists of
relevant trials and systematic reviews were screened to identify
additional studies.

Inclusion Criteria
Randomized controlled trials (RCTs) were included if they met
the following criteria: (1) participants were adolescents aged
12 to 18 years; (2) participants received CPR training that
included technology-based components such as videos,
web-based learning, computer programs, mobile apps, or
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manikin software with real-time feedback; (3) technology-based
CPR training was compared with standard CPR training (without
the technology-based intervention component); and (4) the
RCTs reported CPR skills or knowledge. CPR skills are defined
as the ability to perform CPR techniques objectively measured

via manikin software or as evaluated by instructors. Theoretical
knowledge scores are measured by self-reported instruments,
including multi-item questionnaires or multiple-choice–question
tests (Table 1).

Table 1. Inclusion and exclusion criteria.

Exclusion criteriaInclusion criteriaVariable

Study characteristics

Nonrandomized studies, observational studies, qual-
itative studies, and reviews

RCTsa and cluster RCTsStudy design

Editorials and lettersFull-text journal publications, conference proceedings, and
unpublished dissertations or theses

Publication type

N/AbNo limitPublication year

Languages other than EnglishEnglish onlyLanguage

PICOc framework

Schoolchildren with physical disabilities that may

affect their ability to perform CPRd (eg, those who
are blind, deaf, or have a speech disability)

Schoolchildren aged 12 to 18 yearsPopulation

CPR training with popular songs onlyCPR training with technology-based components, including
videos, computer programs, mobile apps, and real-time
audiovisual feedback

Intervention

N/AStandard resuscitation training without technology-based
component

Comparison

Outcomes

N/AOverall performance (cumulative score from skills check-
list); components of cardiopulmonary resuscitation, includ-
ing checking responsiveness, checking the airway and

breathing, calling the EMSe, compression depth, compres-
sion rate, correct hand position, correct compression:venti-

lation ratio, total compressions, correct ventilation, AEDf

pad placement, and use of AED

Skill performance

N/ATheoretical knowledge scoresKnowledge

aRCT: randomized controlled trial.
bN/A: not applicable.
cPICO: Population, Intervention, Comparison, and Outcomes.
dCPR: cardiopulmonary resuscitation.
eEMS: emergency medical services.
fAED: automated external defibrillator.

Study Selection
All retrieved records were imported into EndNote X9 (Clarivate)
for deduplication. Titles and abstracts of records were screened
by 2 independent reviewers (AL and WX) for relevance. After
removing irrelevant records, full texts of potential studies were
independently assessed for eligibility. Discrepancies were
resolved through discussion with a third reviewer (BS).

Data Extraction
AL and WX collected data independently using a standardized
data extraction form. Extracted data included publication year,
country, study design, setting, participants, sample size,
interventions, comparators, outcome measures, and instruments.
Posttraining and retention data were extracted, with retention

defined as at least 4 weeks after training. Indicators of trial
quality were also extracted; for example, attrition rate, intention
to treat, and trial registration. Results of studies reported in >1
publication were extracted as 1 study. Authors were contacted
when data were incomplete or unclear. Discrepancies in
extracted data were resolved through discussion with BS.

Quality Appraisal
AL and WX performed quality appraisal independently for all
included studies. Discrepancies were resolved through
discussion with BS. The Cochrane risk-of-bias tool was used
to appraise studies for risks of bias [22]. The Grading of
Recommendations Assessment, Development, and Evaluation
approach was used to appraise certainty of evidence for the
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main outcomes [23]. Ratings were categorized as high,
moderate, low, or very low.

Data Analysis
Meta-analyses were performed with Review Manager (The
Cochrane Collaboration) and presented as forest plots where
appropriate. The Mantel-Haenszel approach and risk ratio (RR)
were selected for dichotomous outcomes, whereas the
inverse-variance approach pooled mean differences (MDs) for
continuous outcomes. Continuous outcomes measured using
different scales were presented as standardized MDs or Cohen
d. When mean and SD were not reported, values were estimated
using median and IQR. Overall intervention effects were
interpreted using the Z statistic, with level of significance set
at P≤.05.

Heterogeneity was evaluated using the Cochran Q test and I2

statistic, with level of significance set at P≤.10. A
random-effects model was used because of variation in training
characteristics [24]; for instance, the studies used different
modes of technology-based instruction as well as different types
of CPR instructors such as health care professionals,
schoolteachers, or medical students, which may affect effect
sizes across the studies. For meta-analyses with significant
heterogeneity and with at least 6 comparisons, sensitivity or
subgroup analyses were performed [25]. The subgroup analyses
explored potential effect modifiers, including instructor

guidance, hands-on practice, and training modalities. Sensitivity
analyses were conducted when meta-analyses yielded significant
heterogeneity that was attributable to an outlier study. Funnel
plots were not performed because of the limited number of trials
included in each meta-analysis. Where quantitative analysis
could not be determined from the meta-analysis, findings were
presented narratively.

Ethics Approval
The preparation of this paper did not involve primary research
or data collection involving human participants; therefore, no
institutional review board examination or approval was required.

Results

Study Characteristics
The search process is illustrated in Figure 1. Seventeen RCTs
were included in this review. Table 2 summarizes the
characteristics of the included studies. Of the 28 intervention
arms included in this review, 4 (14%) [26-29] were excluded
on account of irrelevance. Studies were conducted across 11
countries: Belgium, Canada, Iran, Italy, South Korea, the
Netherlands, Spain, Sweden, Turkey, the United Kingdom, and
the United States. A total of 5578 secondary school or high
school students were recruited (sample sizes ranged from 62 to
1426). Of the 17 studies, 6 (35%) excluded students with prior
or recent CPR training [26,27,30-33].

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.
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Table 2. Characteristics of the included studies.

Protocol; trial
registration;
funding

ITTa; missing
data manage-
ment

Attri-
tion (%)

OutcomesStandard train-
ing

Technology-based trainingSample
size

Study designStudy authors,
year; country

No; no; yesNo; no11.2SkillsStandard instruc-
tor-led training

Brief videoId: 58, Ce:
54

Three-arm
cluster

RCTb,c

Beskind et al
[28], 2016;
United States

No; no; yesNo; no13.6Skills and
knowledge

Standard instruc-
tor-led training

QCPRf real-time visual
feedback

I: 110, C:
110

Two-arm
RCT

Chamdawala
et al [34],
2021; United
States

Yes; yes; noNo; no13.2SkillsStandard instruc-
tor-led training

QCPR real-time visual
feedback

I: 60, C: 65Two-arm
RCT

Cortegiani et
al [35], 2017;
Italy

NR; NR; NRNR; NRNRgSkillsStandard instruc-
tor-led training

I1: 1 hour e-learning+1 hour
instructor-led training, I2: 1
hour e-learning

I1: 33, I2:
34, C: 37

Three-arm
RCT

Cuijpers et al
[36], 2011;
Netherlands

No; no; noN/Ah0SkillsStandard instruc-
tor-led training

StartnHart appI: 83, C: 82Two-arm
RCT

Doucet et al
[37], 2019;
Belgium

No; no; yesN/A0SkillsStandard instruc-
tor-led training

e-Learning+videoconferenc-
ing

I: 31, C: 31Two-arm
RCT

Han et al [38],
2021; Korea

No; no; noNo; no7.2SkillsStatic picture
instruction

Video instructionI: 59, C: 69Two-arm
RCT

Iserbyt et al
[31], 2014;
Belgium

No; no; yesNo; no3.8KnowledgeStandard instruc-
tor-led training

Video gameI: 187, C:
144

Two-arm
cluster RCT

Marchiori et al
[39], 2012;
Spain

NR; NR; NRNR; NR21SkillsStandard instruc-
tor-led training

CPRi Anytime video self-
instruction+instructor-led

training for AEDj

I: 140, C:
124

Two-arm
RCT

Morrison et al
[40], 2012;
Canada

No; yes; yesNo; no13.6Skills and
knowledge

Classroom-
based instruc-
tor-facilitated

Web course+classroom-
based instructor-facilitated
training with app (static pic-
tures) or video instruction

I: 645 or
208, C:
587 or 224

Two-arm
cluster RCT

Nord et al
[41], 2017;
Sweden

training with
app (static pic-
tures) or video
instruction

NR; NR; NRNo; no17.1Skills and
knowledge

Standard instruc-
tor-led training

Video instructionI: 39, C: 39Three-arm

RCTc
Norman [26],
1984; United
States

No; no; noNo; no7.2Skills and
knowledge

Standard instruc-
tor-led training
(theory only)

I1: video instruction, I2:
video instruction with real-
time feedback

I1: 25, I2:
25, C: 25

Three-arm
cluster RCT

Onan et al
[42], 2019;
Turkey

No; no; noN/A0SkillsStandard instruc-
tor-led training

I1: mandatory and graded
team-based training with re-
al-time feedback for compe-

I1: 151, I2:
140, I3:
109, C: 89

Four-arm
cluster RCT

Otero-Agra et
al [32], 2019;
Spain

tition, I2: mandatory and
graded individual training
with real-time feedback, I3:
individual training with real-
time feedback

No; no; NRNo; no22.8Skills and
knowledge

Standard instruc-
tor-led training

I1: interactive computer
session, I2: interactive com-
puter session with practice

I1: 213, I2:
170, C:
206

Four-arm

cluster RCTc
Reder et al
[29], 2006;
United States

No; no; yesN/A0Skills and
knowledge

Standard instruc-
tor-led training

Prerecorded video demon-
stration

I: 42, C: 42Two-arm
cluster RCT

Rezaei et al
[33], 2013;
Iran
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Protocol; trial
registration;
funding

ITTa; missing
data manage-
ment

Attri-
tion (%)

OutcomesStandard train-
ing

Technology-based trainingSample
size

Study designStudy authors,
year; country

No; no; yesNo; no66.3SkillsStandard instruc-
tor-led training

I1: video instruction, I2:
video instruction with low-
cost manikin

I1: 44, I2:
42, C: 43

Four-arm

RCTc
Van Raemdon-
ck et al [27],
2014; Bel-
gium

No; yes; yesNo; no21SkillsStandard instruc-
tor-led training

I1: Lifesaver app, I2: Life-
saver app+standard instruc-
tor-led training

I1: 21, I2:
24, C: 19

Three-arm
cluster RCT

Yeung et al
[30], 2017;
United King-
dom

aITT: intention to treat.
bRCT: randomized controlled trial.
cOne comparison arm was not included in this review because of an irrelevant comparator.
dI: intervention.
eC: control.
fQCPR: quality cardiopulmonary resuscitation.
gNR: not reported.
hN/A: not applicable.
iCPR: cardiopulmonary resuscitation.
jAED: automated external defibrillator.

Descriptions of Interventions and Comparators
All studies adhered to national or international resuscitation
guidelines, except for the study by Rezaei et al [33], which did
not mention them. Only the study by Iserbyt et al [31] used a
multimedia learning theory to guide the intervention. Training
was either self-directed [27-31,33,37,39] or instructor guided
[26,29,30,33-36,38,40-42]. Trained schoolteachers or medical
students served as instructors or facilitators in 29% (5/17) of
the studies [29,31,33,41,42]. The interventions comprised video
instruction [26-28,31,33,40,42], computer programs or mobile
apps [29,30,36-39,41,42], or real-time feedback [32,34,35]. Of
the 24 intervention arms, 4 (17%) omitted hands-on practice on
manikins [28-30,33]. All studies reported up to 2 training
sessions over a span of 3 weeks, with each session lasting from
1.5 minutes to 4 hours. The length of follow-up ranged from 2
months [28,29] to 1 year [34].

The standard training used included face-to-face
qualified-instructor–led demonstration, with hands-on practice
on manikins. Other comparators included static pictures [31],
classroom-based video instruction [31,34,38,41], or didactic
teaching without hands-on practice [42]. Refer to Multimedia
Appendix 2 for details.

Quality Assessment
Most (12/17, 71%) of the studies had overall moderate risk of
bias (Figure 2). There was low risk of selection bias in 47%
(8/17) of the RCTs because of adequate random sequence
allocation and in 12% (2/17) because of allocation concealment.
Because of the nature of CPR training, blinding of participants
and personnel was not possible in all of the trials. Of the 17
RCTs, 7 (41%) had low risk of detection bias because of the
blinding of outcome assessors and another 4 (24%) trials had
all outcomes objectively measured through manikins,
minimizing bias attributable to the lack of blinding. Of the 17
studies, 13 (76%) had low risk for attrition bias because of
similar reasons for attrition across the groups or no missing
data. Although only 12% (2/17) of the studies published
protocols, 59% (10/17) reported all outcomes completely and
were thus rated low risk for reporting bias. Certainty of evidence
was appraised as very low for skills and knowledge using the
Grading of Recommendations Assessment, Development, and
Evaluation approach (Multimedia Appendix 3). Domains were
downgraded because of high risks of bias, statistical and
methodological heterogeneity, small sample sizes, and wide
CIs.
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Figure 2. Risk-of-bias (A) summary and (B) graph.

Effectiveness of Technology-Based Training on Overall
Performance

Overview
Overall performance is the cumulative score from a skills
checklist, with components presented in Table 3. The sole use

of self-directed learning yielded poorer overall performance
after the intervention. At 6 months, technology-based training
potentially improved overall performance.
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Table 3. Meta-analyses: cardiopulmonary resuscitation skill components.

I2

(%)

Overall effectEffect estimate (95% CI)Statistical approachSample
size (N)

Arms
(N=23), n
(%)

Trials
(N=16), n
(%)

Outcome and time point

P valueZ statistic

First link in chain of survival: early recognition and calling for help

Checking responsiveness

88.251.141.16b (0.90 to 1.50)M-Ha, random effects8846 (26)5 (31)After training

Checking airway

60.390.850.93b (0.78 to 1.10)M-H, random effects13706 (26)5 (31)After training

25.370.890.90b (0.72 to 1.13)M-H, random effects8923 (13)2 (13)Retention

Checking breathing

68.191.311.18b (0.92 to 1.50)M-H, random effects7195 (22)4 (25)After training

Calling EMSc

81.281.071.10b (0.92 to 1.31)M-H, random effects9967 (30)6 (38)After training

0.890.141.01b (0.92 to 1.10)M-H, random effects5112 (9)2 (13)Retention

Second link in chain of survival: early CPRd

Overall compression quality (%)

0<.001g11.4023.96f (19.84 to 28.09)IVe, random effects8244 (17)3 (19)After training

Mean compression depth (mm)

95.530.621.16f (–2.49 to 4.82)IV, random effects161913 (57)10 (63)After training

94.710.380.73f (–3.07 to 4.52)IV, random effects11798 (35)6 (38)Retention

Correct compression depth

43.590.541.04b (0.90 to 1.21)M-H, random effects14478 (35)6 (38)After training

0.032.170.76b (0.59 to 0.97)M-H, random effects5283 (13)2 (13)Retention

Mean compression rate (number of compressions per minute)

88.141.47–3.25f (–7.57 to 1.07)IV, random effects210715 (65)11 (69)After training

85.330.97–2.47f (–7.48 to 2.54)IV, random effects11798 (35)6 (38)Retention

Correct compression rate

38.221.220.89b (0.75 to 1.07)M-H, random effects6017 (30)5 (31)After training

Correct hand position

44.171.380.93b (0.84 to 1.03)M-H, random effects161710 (43)7 (44)After training

56.291.060.86b (0.65 to 1.14)M-H, random effects10215 (22)3 (19)Retention

Correct ventilation

69.221.230.86b (0.67 to 1.10)M-H, random effects168011 (48)8 (50)After training

78.052.000.64b (0.41 to 0.99)M-H, random effects10565 (22)3 (19)Retention

Correct compression:ventilation ratio

34.880.150.99b (0.87 to 1.13)M-H, random effects5972 (9)2 (13)After training

Total compressions in 2 minutes

0<.0015.96–22.84f (–30.35 to –15.33)IV, random effects6143 (13)2 (13)After training

Third link in chain of survival: early defibrillation
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I2

(%)

Overall effectEffect estimate (95% CI)Statistical approachSample
size (N)

Arms
(N=23), n
(%)

Trials
(N=16), n
(%)

Outcome and time point

P valueZ statistic

Correct AED h pad placement

54.111.580.94b (0.86 to 1.02)M-H, random effects7293 (13)2 (13)After training

Correct use of AED

68.251.150.98b (0.94 to 1.01)M-H, random effects7293 (13)2 (13)After training

aM-H: Mantel-Haenszel.
bRR: risk ratio.
cEMS: emergency medical services.
dCPR: cardiopulmonary resuscitation.
eIV: inverse variance.
fMD: mean difference.
gResults of significance are presented in italics.
hAED: automated external defibrillator.

Posttraining Performance
Of the 16 RCTs included in the meta-analyses for posttraining
performance, 6 (38%; arms: 8/23, 35%) involving 1121 students
reported overall performance scores from skills checklists

[30,36,37,40-42]. Meta-analysis revealed high heterogeneity

(I2=89%; P<.001). Subgroup analyses revealed that self-directed
learning yielded significantly poorer overall performance (Cohen
d=–0.74, 95% CI –1.02 to –0.45; P<.001; Table 4).

Table 4. Subgroup analyses based on instructor guidance: overall performance scores.

Subgroup differencesI2 (%)Subgroup effectEffect estimate (95% CI)Comparisons (n)Subgroup analyses

P valueI2 (%)P valueZ statistic

<.00192.80<.001 a5.02–0.74 (–1.02 to –0.45)2Self-directed learning

N/AN/Ab88.221.220.28 (–0.17 to 0.73)6Instructor-guided learning

aResults of significance are presented in italics.
bN/A: not applicable.

Retention
Of the 16 RCTs, 3 (19%; arms: 4/23, 17%) involving 727
students reported overall performance at 6 months [30,40,41].
Only instructor-guided training involving a participative mobile
app significantly improved performance retention [30].
Interventions that used video instruction, a supplementary
web-based course, or self-directed learning with a participative
mobile app yielded performance similar to that of standard
training [30,40,41].

Effectiveness of Technology-Based Training on CPR
Skill Components
Meta-analyses performed for CPR skill components are
summarized in Table 3.

Posttraining Performance
Of the 16 RCTs, 3 (19%; arms: 4/23, 17%) involving 824
students reported overall compression quality calculated by
manikin software (Figure 3) [32,34,35]. Technology-based
training significantly improved compression quality (MD 23.96,
95% CI 19.84-28.09; P<.001; Table 3). With significant
heterogeneity reported for the other CPR components, sensitivity
or subgroup analyses were performed for instructor guidance,
training components, and training modalities (Table 5 and
Multimedia Appendix 4). Sensitivity analyses of outlier studies
did not yield statistically significant data.

Figure 3. Meta-analysis: overall compression quality.
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Table 5. Subgroup analyses: cardiopulmonary resuscitation skill components after training and at retention.

Subgroup differ-
ences

I2 (%)Subgroup effectEffect estimate (95% CI)Comparisons (n)Subgroup analyses

P valueI2 (%)P valueZ statistic

Subgroup analyses based on instructor guidance

Checking responsiveness (after training): 5 trials (6 arms)

.08a6786.610.501.07 (0.83 to 1.38)3Self-directed learning

——b0<.0014.101.39 (1.19 to 1.63)3Instructor-guided learning

Checking airway (after training): 5 trials (6 arms)

.314.60.0023.050.84 (0.75 to 0.94)4Self-directed learning

——63.900.131.02 (0.71 to 1.48)2Instructor-guided learning

Calling EMSc or help (after training): 6 trials (7 arms)

.93085.470.721.10 (0.85 to 1.43)4Self-directed learning

——0.042.011.11 (1.00 to 1.24)3Instructor-guided learning

Mean compression depth (after training): 10 trials (13 arms)

.0183.993.221.23–3.16 (–8.17 to 1.85)6Self-directed learning

——78.0023.173.94 (1.50 to 6.37)7Instructor-guided learning

Correct hand position (after training): 7 trials (10 arms)

.0964.148.042.100.84 (0.71 to 0.99)5Self-directed learning

——74.480.711.11 (0.83 to 1.47)5Instructor-guided learning

Subgroup analyses based on hands-on practice

Mean compression depth (after training): 10 trials (13 arms)

.0770.679.042.032.20 (0.08 to 4.32)11Hands-on practice

——94.161.42–6.52 (–15.53 to 2.50)2Without practical training

Mean compression rate (after training): 11 trials (15 arms)

<.00196.781.0052.83–5.47 (–9.26 to –1.68)13Hands-on practice

——0<.0015.079.38 (5.75 to 13.01)2Without practical training

Mean compression rate (retention): 6 trials (8 arms)

.1062.186.201.29–3.88 (–9.79 to 2.03)6Hands-on practice

——0.311.021.80 (–1.67 to 5.27)2Without practical training

Subgroup analyses based on training modalities

Correct hand position (after training): 7 trials (10 arms)

.339.30.051.920.78 (0.61 to 1.00)4Video instruction

——66.870.160.99 (0.82 to 1.18)5Computer program or mobile app

——N/Ad.131.530.93 (0.84 to 1.02)1Real-time feedback only

aResults of significance are presented in italics.
bNot available.
cEMS: emergency medical services.
dN/A: not applicable.

Instructor Guidance
Instructor-guided training significantly increased the likelihood
of checking the responsiveness of people experiencing cardiac
arrest (RR 1.39, 95% CI 1.19-1.63; P<.001) and calling the
emergency medical services (RR 1.11, 95% CI 1.00-1.24;

P=.04). Although heterogeneity was high, instructor-guided
training potentially increased mean compression depth. All of
the instructor-guided intervention arms reported MDs favoring
technology-based training (statistical significance in 4 out of 7
[57%] arms [30,34,38,42] and insignificance in 3 out of 7 [43%]
arms [35,41,42]). The sole use of self-directed learning
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significantly decreased the likelihood of checking the airway
(RR 0.84, 95% CI 0.75-0.94; P=.002) and correct hand position
(RR 0.84, 95% CI 0.71-0.99; P=.04). Overall, instructor-guided
training improved skills, whereas the sole use of self-directed
learning yielded poorer skills.

Hands-on Practice
Despite high heterogeneity levels, hands-on practice potentially
increased mean compression depth. Technology-based training
interventions yielded significantly deeper chest compressions
in 36% (4/11) of the intervention arms [30,34,38,42] and similar
compression depths compared with standard training in 64%
(7/11) of the intervention arms [27,31,35,40-42]. Similarly,
although heterogeneity was high, hands-on practice potentially
yielded slower compression rates than standard training; these
reported compression rates were all within the guidelines of
100 to 120 compressions per minute. Training without hands-on

practice significantly increased mean compression rate (MD

9.38, 95% CI 5.75-13.01; P<.001; I2=0%).

Training Modalities
Subgroup analyses of studies involving hands-on practice using
different training modalities (Figure 4) revealed that video
instruction with hands-on practice yielded significantly slower
compression rates (MD –6.45, 95% CI –9.82 to –3.09; P<.001;

I2=0%). Real-time feedback also potentially yielded slower
compression rates, although heterogeneity was significantly
high. Of the 4 arms involving real-time feedback that reported
slower compression rates in the intervention groups, statistical
significance was reached in 3 (75%) arms [32,34,35], whereas
insignificance was reported in 1 (25%) arm [34].

Video instruction significantly decreased the likelihood of
correct hand position (RR 0.78, 95% CI 0.61-1.00; P=.05; Table
5).

Figure 4. Subgroup analysis: mean compression rate after training.

Retention
Technology-based training decreased the likelihood of correct

compression depth (RR 0.76, 95% CI 0.59-0.97; P=.03; I2=0%;
Table 3). Further analyses revealed that training with hands-on
practice potentially significantly decreased mean compression
rate compared with training without hands-on practice

(I2=62.1%; P=.10; Table 5). Technology-based training also
potentially decreased the likelihood of correct ventilation at 2

to 6 months (RR 0.64, 95% CI 0.41-0.99; P=.05; I2=78%; Table
3). Events of correct ventilation were significantly fewer in 60%
(3/5) of the intervention arms [27,29] and similar to standard
training in 40% (2/5) of the intervention arms [29,41].

Effectiveness of Technology-Based Training on
Knowledge

Posttraining Performance
Of the 17 RCTs, 6 (35%; arms: 8/24, 33%) involving 2253
students reported knowledge scores using questionnaires

[26,29,33,34,41,42]. Owing to high heterogeneity (I2=89%;
P<.001), subgroup analyses were performed (Multimedia
Appendix 5). Instructor-guided training with hands-on practice
potentially improved knowledge scores (Cohen d=0.45, 95%

CI 0.13-0.78; P=.006; I2=84%). Only Chamdawala et al [34]
reported insignificantly poorer knowledge scores after training
with real-time feedback, and this contributed to the considerable
heterogeneity. Of the 4 studies that reported MDs favoring
technology-based training, statistical significance was achieved
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in 2 (50%) [29,41], whereas insignificance was reported in 1
(25%) [26]. P value was not reported by Onan et al [42].

Computer programs or mobile apps potentially improved
knowledge scores (Cohen d=0.62, 95% CI 0.37-0.86; P<.001;

I2=74%). The studies reported MDs favoring technology-based
training. However, statistical significance was reported only in
33% (1/3) of the studies [41]. P values were not reported by
Onan et al [42] and Reder et al [29].

Marchiori et al [39] lacked sufficient data to be included in the
meta-analysis but reported that video game–based training
significantly improved knowledge scores.

Overall, the effect of technology-based training on knowledge
after training remains inconclusive. However, instructor
guidance, hands-on practice, and computer programs or mobile
apps potentially improved knowledge.

Retention
Meta-analysis on knowledge scores at 2 to 6 months pooled
from 18% (3/17) of the trials (arms: 4/24, 17%), which involved

1862 students, revealed high heterogeneity (I2=89%; P<.001)
[29,34,41]. Of these 3 studies, 1 (33%) [34] reported an
insignificant difference in knowledge scores between training
with real-time feedback and standard training, whereas 2 (67%)
[29,41] reported significant improvements in knowledge scores.
Overall, technology-based training potentially improved
knowledge up to 6 months.

Discussion

Our review showed that technology-based CPR training
involving instructor guidance, hands-on practice, and real-time
feedback yielded favorable outcomes for secondary school and
high school students after the intervention. Technology-based
training also potentially improved overall skills performance
and knowledge at retention.

CPR Skills

Posttraining Performance
Consistent with a recent meta-analysis conducted among
laypeople and health care professionals [20], our study
demonstrated that technology-based and standard CPR training
produced comparable skills. The findings showed that
instructor-guided training increased the likelihood of checking
the responsiveness of people experiencing cardiac arrest and
calling the emergency medical services and potentially increased
compression depth. A meta-analysis [43] also reported better
learning outcomes among health professionals who received
instructor-supervised training compared with self-regulated
learning. Instructors play important roles in increasing student
motivation and providing personalized feedback on psychomotor
skills [37,44]. These attributes, which are absent in self-directed
learning, contribute to skill acquisition [45]. Consequently, the
sole use of self-directed learning yielded poorer overall
performance and reduced the likelihood of checking the airway
and correct hand position. Similarly, a narrative review found
that self-directed training potentially reduced overall CPR pass
rates compared with instructor-led training [18]. Our findings

suggest that instructor guidance remains essential for improved
CPR performance in adolescents.

The findings revealed that technology-based training with
hands-on practice potentially increased compression depth. In
all of the included studies, the mean compression depth ranged
from 30 mm to 53 mm, less than the maximum acceptable
compression depth of 60 mm [46]. Adolescents often struggle
with achieving adequate compression depths because of physical
factors; for example, body weight [47]. Thus, practice is
essential to acquire and reinforce proper compression techniques
through trial and error. The incorporation of these participative
and practical components boosted training success in adolescents
[17]. In addition, video instruction with hands-on practice
reduced mean compression rates, which were within the 2015
recommended guidelines [46] of 100 to 120 compressions per
minute [31,40,42]. The study by Van Raemdonck et al [27]
reported mean rates of <100 compressions per minute,
considering that it applied the European Resuscitation Council
2005 guidelines, which accept 80 to 120 compressions per
minute. Contrarily, training without hands-on practice increased
compression rates. Without hands-on practice, instructions to
push hard, push fast at 100 compressions per minute may result
in an overestimation of compression rates. Prior studies on
technology-based training without practice also reported
increased mean compression rates [48]. Overall, our findings
suggest the importance of hands-on practice for improved CPR
performance in adolescents.

In our review, real-time visual feedback improved overall
compression quality, which comprises compression depth and
rate, chest recoil, and hand position. Prior studies also reported
that feedback devices contribute to improved chest compressions
among health care professionals and adult laypeople [49]. Visual
feedback allows trainees to contrast their performance against
target parameters and correct themselves according to real-time
performance data, improving skill acquisition. Real-time
feedback also potentially yielded slower compression rates than
standard training, and these mean rates were within 100 to 120
compressions per minute. The control groups in 67% (2/3) of
the trials exceeded 120 compressions per minute [32,35]. Our
findings suggest that real-time feedback improves chest
compressions and possibly enhances adherence of compression
rates to resuscitation guidelines.

However, video instruction reduced the likelihood of correct
hand position. Similarly, an RCT [50] reported that video
instruction training for health care staff yielded suboptimal hand
position. As 67% (2/3) of the studies in our meta-analysis lacked
clear descriptions of their instructional videos [27,42], it is
challenging to examine explanations for this finding. One
possible reason might be the inadequate emphasis on essential
information; for example, anatomical landmarks for correct
hand position in the instructional videos [31].

Retention
Technology-based training potentially improved overall
performance at 6 months. Similarly, prior studies demonstrated
improved skill retention in adolescents for up to 8 months after
technology-based training [14]. However, technology-based
training also reduced the likelihood of correct compression
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depth and potentially reduced the likelihood of correct
ventilation at 2 to 6 months. Without refresher training,
regression of skill performance from the second month is
expected [16]. Skill regression in compression depth and
ventilation may be more evident because these skills are
considered challenging for adolescents [47]. Our findings
suggest that regular refresher training is necessary to prevent
skill decay.

Knowledge
Our findings were consistent with those of a past meta-analysis
[20] that reported improved knowledge after digital resuscitation
training among laypeople and health care professionals. In
particular, instructor guidance, hands-on practice, and computer
programs or mobile apps potentially yielded higher knowledge
scores. Instructors improve students’ theoretical understanding
by simplifying complex concepts, identifying individual areas
of weaknesses, and promptly clarifying doubts [51]. Hands-on
practice allows students to put theory into practice and enhance
knowledge acquisition and retention [17]. The participative
features in computer programs or mobile apps increase students’
interest and help them to grasp concepts quickly [52]. Students
can access training materials via electronic devices easily to
reinforce knowledge and improve knowledge retention [14].

However, knowledge questionnaires were not standardized
across the studies. Recently, a questionnaire assessing
adolescents’CPR knowledge was developed and validated [53].
Adoption of standardized assessment by future studies will be
beneficial because intervention effects on knowledge can be
easily compared across studies. In addition, learning theories
improved CPR knowledge [20]. However, only Iserbyt et al
[31] in this review used learning theory to guide their
intervention.

Strengths and Limitations
The strengths of this review include an extensive search in
multiple bibliographic databases and comprehensive synthesis
of results. However, the review was limited by the low quality
of the included studies. Most (16/17, 94%) of the studies
inadequately reported or took measures to reduce selection and
performance biases. In addition, variations in intervention
designs across the studies increased heterogeneity; for instance,
videos and computer programs or mobile apps may emphasize
theoretical knowledge, whereas interventions involving real-time
feedback focused on CPR skills. Furthermore, several (11/17,
65%) of the technology-based interventions involved active
interaction and engagement with students, whereas others (7/17,
41%) involved passive learning through videos. These variations
made it challenging to draw conclusions on training elements

required for optimal effectiveness. Finally, this review only
included trials published in English.

Implications for Research
More high-quality RCTs with clear descriptions of study
procedures—for example, allocation concealment and blinding
of participants and personnel—are needed. These efforts will
improve the credibility of evidence and contribute to stronger
conclusions on the effectiveness of technology-based training
for adolescents. Future studies should consider incorporating
learning theories to guide their interventions [20].
Technology-based training can be considered a routine refresher
training modality in schools for future research.

Implications for Practice
Overall, technology-based training demonstrated equivalence
or improvements in skills and knowledge after training and at
retention when compared with standard training among
adolescents. From an educational perspective, the noninferiority
of technology-based training offers a desirable alternative to
standard training. Schools can consider using videos, computer
programs, or mobile apps for self-directed theoretical instruction.
However, instructor guidance and hands-on practice are still
necessary components of training. Real-time feedback devices
may also be used to increase students’ compliance to
resuscitation guidelines. Such a blended learning approach,
comprising technology-based resources and face-to-face
teaching, may reduce class time and reliance on instructor
availability and increase schools’ capacity for wider training
dissemination. Furthermore, refresher training should focus on
challenging skills; for example, compression depth and
ventilation.

Conclusions
This review explored the use of technology-based training as
an alternative to standard CPR training among secondary school
and high school students. Our findings supported the use of
technology-based components such as videos, computer
programs, or mobile apps for self-directed theoretical
instruction; these components potentially improve skills and
knowledge retention. However, instructor guidance, hands-on
practice, and real-time feedback are still necessary components
of training to achieve better learning outcomes for adolescents.
Such a blended learning approach may reduce class time and
reliance on instructor availability. Regular refresher training is
necessary for challenging skills such as compression depth and
ventilation. Caution must be exercised when interpreting the
results of this review because of the high heterogeneity of
intervention characteristics. The overall low quality of evidence
indicated the need for high-quality RCTs with large sample
sizes and follow-up data.
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CPR: cardiopulmonary resuscitation
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Abstract

Background: Most patients with cancer experience psychological or physical distress, which can adversely affect their quality
of life (QOL). Smartphone app interventions are increasingly being used to improve QOL and psychological outcomes in patients
with cancer. However, there is insufficient evidence regarding the effect of this type of intervention, with conflicting results in
the literature.

Objective: In this systematic review and meta-analysis, we investigated the effectiveness of mobile phone app interventions
on QOL and psychological outcomes in adult patients with cancer, with a special focus on intervention duration, type of cancer,
intervention theory, treatment strategy, and intervention delivery format.

Methods: We conducted a literature search of PubMed, Web of Science, the Cochrane Library, Embase, Scopus, China National
Knowledge Infrastructure, and WanFang to identify studies involving apps that focused on cancer survivors and QOL or
psychological symptoms published from inception to October 30, 2022. We selected only randomized controlled trials that met
the inclusion criteria and performed systematic review and meta-analysis. The standardized mean difference (SMD) with a 95%
CI was pooled when needed. Sensitivity and subgroup analyses were also conducted.

Results: In total, 30 randomized controlled trials with a total of 5353 participants were included in this meta-analysis. Compared
with routine care, app interventions might improve QOL (SMD=0.39, 95% CI 0.27-0.51; P<.001); enhance self-efficacy (SMD=0.15,
95% CI 0.02-0.29; P=.03); and alleviate anxiety (SMD=−0.64, 95% CI −0.73 to −0.56; P<.001), depression (SMD=−0.33, 95%
CI −0.58 to −0.08; P=.009), and distress (SMD=−0.34, 95% CI −0.61 to −0.08; P=.01). Short-term (duration of ≤3 months),
physician-patient interaction (2-way communication using a smartphone app), and cognitive behavioral therapy interventions
might be the most effective for improving QOL and alleviating adverse psychological effects.

Conclusions: Our study showed that interventions using mobile health apps might improve QOL and self-efficacy as well as
alleviate anxiety, depression, and distress in adult cancer survivors. However, these results should be interpreted with caution
because of the heterogeneity of the interventions and the study design. More rigorous trials are warranted to confirm the suitable
duration and validate the different intervention theories as well as address methodological flaws in previous studies.
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Introduction

Background
Worldwide, the number of new cancer cases diagnosed each
year is rapidly increasing, from 14.1 million in 2012 to an
estimated 21.6 million in 2030 [1]. With advancements in early
detection and clinical treatment techniques, these patients now
have a better prognosis and longer life expectancy [2]. However,
approximately 30% to 40% of patients with cancer have at least
one psychological or physical symptom, such as anxiety,
depression, or distress [3-5], and up to 50% of women diagnosed
with breast cancer experience psychological issues at some point
in their illness [6], which may negatively affect their quality of
life (QOL) and make them more stressed [7,8].

Although psychological problems are common in patients with
cancer, they are not inevitable, and appropriate interventions
can reduce the impact of these problems. Following the
emergence and worldwide spread of COVID-19, the growing
popularity of smartphone health apps may represent an
opportunity to improve cancer care and management. These
apps can be used to collect objective data about patients’
behavior and behavior monitoring, which could help patients
change their behavior, promote self-monitoring of symptoms,
and enhance patients’ sense of empowerment and willingness
to care for themselves [9] while allowing them to communicate
with their health care team from a distance [10,11].

Various randomized controlled trials (RCTs) have found that
mobile health (mHealth) interventions may be effective for adult
cancer survivors. For example, mHealth interventions have
increased the number of women screened for breast cancer [12].
Similarly, among patients with pancreatic ductal
adenocarcinoma receiving chemotherapy, a mobile app
intervention provided adequate nutritional and psychological
support [13]. In addition, a web-based exercise intervention
successfully increased the number of patients with cancer who
engaged in physical activity [14]. Okunade et al [15] also
predicted that telemedicine would be integrated into the care of
patients in oncology following the COVID-19 pandemic;
however, sufficient evidence to guide such integration has not
been established. Owing to the issue of patients’ access, or lack
thereof, to app interventions, it is difficult to design and
implement unbiased, blinded RCTs to determine their true
effects. The evidence for the efficacy of mHealth app
interventions in cancer treatment might be unreliable. Some
studies have demonstrated that smartphone app interventions
benefit mental health [16,17]. By contrast, other studies have
found no association between smartphone app interventions
and psychological outcomes [18,19]. Further studies have
suggested that apps increase patient anxiety and depression by

enriching cancer information, which reminds them of what they
are experiencing [20]. Thus, given this contradictory evidence,
clarifying the psychological effects of app interventions remains
difficult.

Although several systematic reviews have addressed the
psychological impact of teleinterventions on cancer survivors
[21-24], contradictory results remain. A meta-analysis that
included 20 telehealth interventions found that the interventions
improved patients’ QOL and self-efficacy and reduced
depression, distress, and perceived stress. However, the
interventions did not have any significant effect on anxiety [21].
Similarly, another meta-analysis of 14 phone-based interventions
found that these interventions reduced anxiety and improved
QOL but did not have any significant effect on depression [24].
No meta-analysis has comprehensively and specifically assessed
the impact of smartphone apps on QOL and psychological
symptoms in cancer survivors. Smartphone apps have natural
advantages over websites and SMS text messaging, such as
personalized design, rich mobile device features based on
smartphones (cameras, phones, GPS, and contact lists), and
timely push features. Therefore, smartphone app interventions
may have higher adherence.

Objectives
We conducted a systematic review and meta-analysis of RCTs
to determine the effects of app interventions on QOL and
psychological outcomes in adult cancer survivors. We also
performed various subgroup analyses according to intervention
duration, type of cancer, intervention theory, treatment strategy,
and intervention delivery format to investigate the effects of
app interventions.

Methods

The meta-analysis adhered to the Cochrane Handbook guidelines
for conducting systematic reviews and meta-analyses and the
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) guidelines and was registered in
PROSPERO (International Prospective Register of Systematic
Reviews; CRD42022370599).

Ethical Considerations
This review did not require informed consent or ethics approval
as the data were obtained from previously published studies.

Article Selection and Search Strategy
We searched the following databases from inception to October
30, 2022: PubMed, Web of Science, Embase, the Cochrane
Library, Scopus, China National Knowledge Infrastructure, and
WanFang. For the literature search, we combined Medical
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Subject Headings and non–Medical Subject Heading terms,
including (“cancer” OR “tumor” OR “neoplasms” OR
“neoplasia”) AND (“mHealth applications” OR “mHealth” OR
“portable software application” OR “app” OR “apps” OR
“app-based” OR “electronic”) AND (“randomized controlled
trial” OR “controlled clinical trial” OR “randomized” OR
“placebo” OR “clinical trials as topic” OR “randomly” OR
“trial”) NOT (“animals”) NOT (“humans” AND “animals”).
There were no language restrictions. Additional relevant studies
were identified by manually searching the references of the
screened articles and reviews (Multimedia Appendix 1).

Inclusion and Exclusion Criteria
The following criteria were used to determine whether to include
each study: (1) adults with cancer (of any type or stage); (2)
telehealth or telemedicine interventions delivered via an mHealth
app; (3) a control group involving routine care, including usual
care, waitlist control, conventional care, or health education
delivered without the use of an mHealth app; (4) the outcome
being QOL and psychological outcomes (including depression,
anxiety, distress, and self-efficacy) with no restrictions on the
measurement tools used; and (5) RCT study design. We
excluded studies that used websites, SMS text messaging, email,
or other technological interventions that did not include mHealth
apps and studies that used mHealth apps without involving
patients with cancer (eg, health care professionals who used
mHealth apps). In addition, we excluded study protocols,
reviews, and studies lacking complete data. The publication
date was not restricted in any way.

Data Extraction and Risk-of-Bias Assessment
The data management software EndNote X9 (Clarivate
Analytics) was used. In total, 2 researchers (QMH and CB)
independently extracted the data based on the qualifying criteria.
Disagreements were resolved through discussion between the
evaluators. If the data were duplicated or shared between studies,
the most recently published or more comprehensive study was
used in the analysis. We extracted the following data from each
included study: first author, publication date, country,
intervention theory, sample size, participant characteristics
(mean age, type of cancer, and stage of cancer), intervention
duration, treatment strategy, format of intervention delivery,
and outcome measurements. The Cochrane risk-of-bias
assessment tool was used to determine the risk of bias
(Multimedia Appendix 2).

Statistical Analysis
Following data extraction from the publications, heterogeneity
tests and statistical analyses were conducted using RevMan
(version 5.3; The Cochrane Collaboration) and Stata (version
16.0; StataCorp) software. As these included studies used
various measuring tools, the standardized mean difference
(SMD) with a 95% CI was used to estimate intervention effects

on QOL, depression, anxiety, distress, and self-efficacy. If SDs
were not provided, they were calculated using the available
data. A 2-sided P<.05 was used to indicate a statistically
significant difference in the overall effect. To determine the

statistical heterogeneity of the included studies, the I2 statistic
and P value were used. A fixed-effects model was used to pool

the results if I2≤50% and P>.10; if heterogeneity was significant

(P<.10 and I2>50%), a random-effects model was used to pool
the results. If necessary and feasible, subgroup and sensitivity
analyses were conducted to identify possible sources of
between-study heterogeneity. Subgroup analyses were conducted
based on intervention duration, type of cancer, intervention
theory, treatment strategy, and intervention delivery format.
Sensitivity analyses were carried out by omitting 3% (1/30) of
the studies and modifying the pooling model (random-effects
or fixed-effects models). To assess publication bias, the Begg
and Egger regression tests were used.

Results

Characteristics of the Included Studies and Risk of
Bias
The PRISMA flowchart depicts the extensive search process
(Figure 1). Initially, 1491 articles were identified, with 38
(2.55%) records being further evaluated as potentially eligible.
Finally, the meta-analysis included 2.01% (30/1491) of RCTs
(with 5353 participants). Table 1 summarizes the characteristics
of these studies. Each included study had a sample size ranging
from 38 to 829. Participants’ age ranged from 41.9 (SD 11.30)
to 67.1 (SD 10.4) years on average. The interventions lasted
from 1 week to 12 months, with a median follow-up time of 2.8
months. Of the 30 studies, 13 (43%) included only patients with
breast cancer; 7 (23%) used cognitive behavioral therapy
interventions; and 9 (30%) and 7 (23%) included only patients
treated with surgery and chemotherapy, respectively. In addition,
different scales were used to assess the outcomes.

The assessment of the risk of bias is shown in in Figure 2
[16-20,25-49] and Multimedia Appendix 2 [16-20,25-49]. The
process of random sequence generation was explicitly described
in 90% (27/30) of the studies. In 43% (13/30) of the studies,
allocation concealment was adequately reported. A total of 63%
(19/30) of the studies had a high risk of bias because of patients’
access or lack thereof to the mHealth app interventions, which
made it difficult to blind participants and researchers. Regarding
attrition bias, 33% (10/30) of the studies were rated as having
an unclear risk of bias because of insufficient information on
attrition. In comparison, 7% (2/30) of the studies were rated as
having a high risk of bias because of high attrition rates. In total,
47% (14/30) of the studies published study protocols and
reported all prespecified outcomes and were rated as having a
low risk of reporting bias.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of study selection. CNKI: China National
Knowledge Infrastructure.
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Table 1. Characteristics of the randomized controlled trial studies (N=30).

Outcomes
and out-
come mea-
sures

Inter-
ven-
tion
dura-
tion

Format of in-
tervention
delivery

InterventionPatient characteristicsSample size,
N

Interven-
tion the-
ory

Author,
year, and
country

Treat-
ment cate-
gory

Stage of
cancer

Type of can-
cer

Age
(years),
control

Age
(years),
interven-
tion

Con-
trol

Inter-
ven-
tion

Anxiety
(HADS-

12
months

Interactive
format
(smart-

Intervention
group:
StressProffen

Surgery,
chemother-
apy, radia-

Not re-
stricted

Breast can-
cer, brain
cancer,

Mean
52.3
(SD
12.0)

Mean
51.7
(SD
10.5)

8884Cogni-
tive be-
havioral
theory

Børøsund
et al [25],
2021,
Northern
Europe

Aa), depres-
sion
(HADS-

phone–based
2-way com-
munication)

app; control
group: usual
care

tion, and
immune
therapy

prostate can-
cer, and oth-
ers

Db), and

HRQOLc

(SF-36d)

QOLf

(FACT-ES

12
months

Interactive
format
(smart-

Intervention
group:

mHealthe

SurgeryStage I
to III

Breast can-
cer

Mean
45.5
(SD
9.8)

Mean
45.9
(SD
8.3)

3331Evi-
dence-
based
symp-
tom

Çınar et
al [26],
2021,
Turkey QLSg) and

distress
(NCCN-

DTh)

phone–based
2-way com-
munication)

app–based pa-
tient educa-
tion; control
group: routine
care

care the-
ory

Distress
(MSAS-

18
weeks

Interactive
format
(smart-

Intervention
group: Interak-
tor app; con-

Chemother-
apy

Not re-
stricted

Breast can-
cer

Mean
50.0
(SD
11.6)

Mean
48.0
(SD
10.6)

7574UnclearFjell et al
[27],
2020,
Sweden

GDIi) and
QOLphone–based

2-way com-
munication)

trol group:
standard care (EORTC

QLQ-C30j)

Anxiety
(HADS-A)

1
week

Didactic for-
mat (smart-
phone–based

Intervention
group: Apple
iPad; control

SurgeryNot re-
stricted

Breast can-
cer

Median
52 (IQR
44-64)

Median
54 (IQR
49.5-
61.5)

2613UnclearFoley et
al [20],
2016, Ire-
land

and depres-
sion
(HADS-D)

1-way com-
munication)

group: stan-
dard care infor-
mation

Anxiety

(STAIk)

5
weeks

Interactive
format
(smart-

Intervention
group: BC-
Szone app;

Not re-
stricted

Not re-
stricted

Nonmetastat-
ic breast can-
cer

Mean
46.0
(SD
8.80)

Mean
46.9
(SD
9.83)

4141Cogni-
tive be-
havioral
theory

Ghanbari
et al [17],
2021,
Iran phone–based

2-way com-
munication)

control group:
waitlist con-
trol

Anxiety
(HADS-

3
months

Interactive
format
(smart-

Intervention

group: CBTl

mHealth app;

Surgery,
chemother-
apy, radia-
tion, and

Stage
IV or
metastat-
ic dis-
ease

Gastrointesti-
nal cancer,
gynecologi-
cal cancer,
lung cancer,
breast can-

Mean
57.03
(SD
12.42)

Mean
55.86
(SD
10.08)

7372Cogni-
tive be-
havioral
theory

Greer et
al [28],
2019,
United
States

A), depres-
sion
(HADS-
D), and

phone–based
2-way com-
munication)

control group:
health educa-
tion control

immune
therapy

cer, and oth-
ers

QOL

(PHQ-9m)
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Outcomes
and out-
come mea-
sures

Inter-
ven-
tion
dura-
tion

Format of in-
tervention
delivery

InterventionPatient characteristicsSample size,
N

Interven-
tion the-
ory

Author,
year, and
country

Treat-
ment cate-
gory

Stage of
cancer

Type of can-
cer

Age
(years),
control

Age
(years),
interven-
tion

Con-
trol

Inter-
ven-
tion

QOL
(FACT-

Gn)

3
months

Didactic for-
mat (smart-
phone–based
1-way com-
munication)

Intervention
group:
mHealth app;
control group:
standard care

Chemother-
apy

Not re-
stricted

Hematologic
cancer,
non–small
cell lung
cancer,
breast can-
cer, high-
grade
glioma, sar-
coma, and
others

Mean
53.76
(SD
12.08)

Mean
52.85
(SD
13.74)

9091UnclearGreer et
al [29],
2020,
United
States

Depression

(BDI-IIo),
QOL (SF-
36), and
anxiety
(STAI)

10
weeks

Didactic for-
mat (smart-
phone–based
1-way com-
munication)

Intervention
group:
HARUToday
app; control
group: waitlist
control

Surgery,
radiother-
apy,
chemother-
apy, and
other
treat-
ments

Stage 0
to III

Breast can-
cer, gyneco-
logical can-
cer, thyroid
cancer, sarco-
ma, and oth-
ers

Mean
47.10
(SD
11.19)

Mean
41.90
(SD
11.30)

2121CBTHam et al
[30],
2019, Ko-
rea

Anxiety
(HADS-A)
and depres-
sion
(HADS-D)

12
weeks

Didactic for-
mat (smart-
phone–based
1-way com-
munication)

Intervention
group: BPSS
app; control
group: ordi-
nary instruc-
tions

Chemother-
apy

Not re-
stricted

Breast can-
cer

Mean
49.9
(SD
9.2)

Mean
49.9
(SD
0.2)

4847UnclearHanda et
al [18],
2020,
Japan

Distress
(MSAS-
GDI)

6
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group: OKT-
ED app; con-
trol group:
standard care

Oral anti-
cancer
agents

Stage
III to IV

Colorectal
cancer, gas-
trointestinal
stromal tu-
mor, lung
cancer, renal
cell carcino-
ma, hepato-
cellular carci-
noma,
cholangiocar-
cinoma, and
breast cancer

Mean
62.14
(SD
9.97)

Mean
60.33
(SD
9.31)

4242UnclearKaraaslan-
Eser and
Ayaz-
Alkaya
[31],
2021,
Turkey

QOL
(WHO-
QOL-

BREFp

question-
naire), anxi-
ety (STAI),
and depres-
sion

(BDIq)

3
weeks

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group:
mHealth game
app; control
group: conven-
tional educa-
tion

Chemother-
apy

Stage
IV

Breast can-
cer

Median
52.1

Median
49.8

4036UnclearKim et al
[19],
2018, Ko-
rea
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Inter-
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tion
dura-
tion

Format of in-
tervention
delivery

InterventionPatient characteristicsSample size,
N

Interven-
tion the-
ory

Author,
year, and
country

Treat-
ment cate-
gory

Stage of
cancer

Type of can-
cer

Age
(years),
control

Age
(years),
interven-
tion

Con-
trol

Inter-
ven-
tion

Anxiety
(HADS-
A), depres-
sion
(HADS-
D), QOL
(FACIT-

Palr), and
distress
(NCCN-
DT)

3
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group:
Headspace
app; control
group: waitlist
control

Not re-
stricted

Not re-
stricted

Breast,
hematologi-
cal, gastroin-
testinal,
lung, urologi-
cal, and gyne-
cological
cancer

Mean
67.1
(SD
10.4)

Mean
65.8
(SD
8.8)

4631Mindful-
ness-
based
therapy

Kubo et
al [16],
2020,
United
States

Depression
(Center for
Epidemio-
logic Stud-
ies Depres-
sion Scale)
and self-ef-
ficacy
(General
Self-Effica-
cy Scale)

4
weeks

Didactic for-
mat (smart-
phone–based
1-way com-
munication)

Intervention
group: Pillsy
mHealth app;
control group:
usual care

SurgeryStage 0
to III

Breast can-
cer

Mean
54.74
(SD
7.87)

Mean
52.07
(SD
9.34)

3031UnclearPark et al
[32],
2021,
South Ko-
rea

QOL (can-
cer-related
quality of
life), anxi-
ety (GAD-

7s), and de-
pression
(PHQ-9)

3 daysInteractive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group:
WeChat app;
control group:
usual care

Not re-
stricted

Not re-
stricted

Not restrict-
ed

Mean
56.3
(SD
7.0)

Mean
55.6
(SD
6.8)

150152UnclearPeng et al
[33],
2020,
China

QOL
(EORTC
QLQ-C30)

3
months

Didactic for-
mat (smart-
phone–based
1-way com-
munication)

Intervention
group: Untire
mHealth app;
control group:
waiting list

Surgery,
radiation
therapy,
chemother-
apy, im-
munother-
apy, stem
cell trans-
plant, hor-
mone
therapy,
and other
treat-
ments

Not re-
stricted

Breast can-
cer, hemato-
logical can-
cer, diges-
tive organ
cancer, and
others

Mean
56.2
(SD
9.42)

Mean
56.7
(SD
9.99)

280519CBTSpahrkäs
et al [34];
2020,
Australia,
Canada,
United
Kingdom,
and Unit-
ed States

QOL
(QLQ-
C30), anxi-
ety
(HADS-
A), and de-
pression
(HADS-D)

12
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group:
WeChat app;
control group:
simple educa-
tion and reha-
bilitation guid-
ance

SurgeryStage I
to III

Non–small
cell lung
cancer

Mean
62.35
(SD
9.98)

Mean
61.37
(SD
11.21)

100100UnclearSui et al
[35],
2020,
China

J Med Internet Res 2022 | vol. 24 | iss. 12 |e39799 | p.144https://www.jmir.org/2022/12/e39799
(page number not for citation purposes)

Qin et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Outcomes
and out-
come mea-
sures

Inter-
ven-
tion
dura-
tion

Format of in-
tervention
delivery

InterventionPatient characteristicsSample size,
N

Interven-
tion the-
ory

Author,
year, and
country

Treat-
ment cate-
gory

Stage of
cancer

Type of can-
cer

Age
(years),
control

Age
(years),
interven-
tion

Con-
trol

Inter-
ven-
tion

Anxiety

(SASu) and
depression

(SDSv)

3
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group:

CATt+routine
care; control
group: routine
care

SurgeryStage I
to III

Breast can-
cer

Mean
44.37
(SD
7.32)

Mean
44.62
(SD
7.89)

6666Roy
Adapta-
tion
Model

Zhou et
al [36],
2019,
China

QOL
(FACT-

By), anxi-
ety
(HADS-
A), depres-
sion
(HADS-
D), self-ef-
ficacy

(SICPAz),
and dis-
tress

(MDASIaa)

6
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group:

BCSw+CAUx;
control group:
CAU

Chemother-
apy

Stage 0
to III

Breast can-
cer

Mean
48.2
(SD
8.1)

Mean
46.2
(SD
8.5)

5757The
Bandura
self-effi-
cacy
theory
and the
social
ex-
change
theory

Zhu et al
[37],
2018,
China

QOL
(QLQ-
C30)

6
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group: smart-
phone medical
app; control
group: conven-
tional follow-
up visit

Radiother-
apy and
chemother-
apy

Stage 0
to IV

Nasopharyn-
geal carcino-
ma

Mean
42.28
(SD
10.37)

Mean
44.32
(SD
11.03)

6765UnclearDi and Li
[38],
2018,
China

QOL (SF-
36)

3
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group: social
media apps;
control group:
traditional
treatment and
rehabilitation

SurgeryStage I
to III

Breast can-
cer

Mean
51.63
(SD
7.49)

Mean
48.00
(SD
5.54)

2426UnclearDong et
al [39],
2019,
China

QOL
(QLQ-
C30)

3
months

Didactic for-
mat (smart-
phone–based
1-way com-
munication)

Intervention
group: BC-

SMSac app +
health care;
control group:
health care

Not re-
stricted

Stage 0
to III

Breast can-
cer

N/AN/Aab5953UnclearHou et al
[40],
2020,
China

QOL
(QLQ-
C30)

3
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group: Rehab
assistant app;
control group:
usual care

SurgeryStage 0
to IV

Laryngeal
cancer

N/AN/A5858Orem
self-
care the-
ory

Lei [41],
2016,
China

QOL
(FACT-B)

3
months

Didactic for-
mat (smart-
phone–based
1-way com-
munication)

Intervention
group: app-de-
livered mind-
fulness train-
ing; control
group: waitlist
control

Not re-
stricted

Stage 0
to IV

Breast can-
cer

Mean
53.22
(SD
9.91)

Mean
51.40
(SD
10.73)

5557Mindful-
ness
training

Rosen et
al [42],
2018,
United
States
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come mea-
sures

Inter-
ven-
tion
dura-
tion

Format of in-
tervention
delivery

InterventionPatient characteristicsSample size,
N

Interven-
tion the-
ory

Author,
year, and
country

Treat-
ment cate-
gory

Stage of
cancer

Type of can-
cer

Age
(years),
control

Age
(years),
interven-
tion

Con-
trol

Inter-
ven-
tion

QOL (SF-
36) and
anxiety
(STAI)

3
months

Interactive
format
(smart-
phone–based
2-way com-
munication)

Intervention
group:
WeChat app
care; control
group: routine
care

SurgeryStage I
to II

Breast can-
cer

Mean
46.38
(SD
11.57)

Mean
45.14
(SD
11.14)

4141UnclearZha [43],
2020,
China

QOL
(FACT-G)
and self-ef-
ficacy
(Self-Effi-
cacy Scale)

18
weeks

Interactive
format (mo-
bile de-
vice–based
2-way com-
munication)

Intervention
group: eR-
APID; control
group: routine
care

Chemother-
apy

Primary
or local
disease,
metastat-
ic

Breast can-
cer, colon
cancer, and
gynecologi-
cal cancer

Mean
56.0
(SD
11.3)

Mean
55.9
(SD
12.2)

252256UnclearAbsolom
et al [44],
2021,
United
Kingdom

QOL
(QLQ-
C30), de-
pression
(HADS-
D), and
self-effica-
cy (Self-Ef-
ficacy
Scale)

6
months

Interactive
format (mo-
bile de-
vice–based
2-way com-
munication)

Intervention
group:
AWAKE;
control group:
attention con-
trol

Not re-
stricted

Stage 0
to IV

Breast can-
cer, lym-
phoma, and
others

Mean
32.39
(SD
4.60)

Mean
32.63
(SD
5.87)

1838UnclearBerg et al
[45],
2019,
United
States

QOL
(QLQ-
C30)

3
months

Interactive
format
(WeChat
group–based
2-way com-
munication)

Intervention
group:
WeChat; con-
trol group:
routine care

SurgeryStage I
to IIIa

Esophageal
cancer

Mean
59.8
(SD
7.0)

Mean
59.6
(SD
6.5)

4040UnclearChen et
al [46],
2021,
China

QOL
(QLQ-
C30)

12
months

Interactive
format (app-
based 2-way
communica-
tion)

Intervention
group: my-
Pace; control
group: routine
care

Not re-
stricted

Not re-
stricted

Nasopharyn-
geal carcino-
ma

Mean
63.2
(SD
9.9)

Mean
66.6
(SD
9.7)

3736CBTHuggins
et al [47],
2022,
Australia

QOL
(QLQ-
C30), self-
efficacy
(CASE-

cancerad),
and anxiety
(STAI)

12
weeks

Didactic for-
mat (smart-
phone–based
1-way com-
munication)

Intervention
group:
ASyMS; con-
trol group:
standard care

Chemother-
apy

Not re-
stricted

Breast can-
cer and
colon cancer

Mean
52.9
(SD
12.1)

Mean
51.9
(SD
12.4)

414415UnclearMaguire
et al [48],
2021,
United
Kingdom
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and out-
come mea-
sures

Inter-
ven-
tion
dura-
tion

Format of in-
tervention
delivery

InterventionPatient characteristicsSample size,
N

Interven-
tion the-
ory

Author,
year, and
country

Treat-
ment cate-
gory

Stage of
cancer

Type of can-
cer

Age
(years),
control

Age
(years),
interven-
tion

Con-
trol

Inter-
ven-
tion

QOL (SF-
36)

12
weeks

Interactive
format (app-
based 2-way
communica-
tion)

Intervention
group:
WWACP;
control group:
standard care

Not re-
stricted

Not re-
stricted

Breast can-
cer, gyneco-
logical can-
cer, and
blood cancer

Mean
53.7
(SD
8.1)

Mean
52.6
(SD
9.4)

176175CBTSeib et al
[49],
2022,
Australia

aHADS-A: Hospital Anxiety and Depression Scale-Anxiety subscale.
bHADS-D: Hospital Anxiety and Depression Scale-Depression subscale.
cHRQOL: health-related quality of life.
dSF-36: 36-item Short Form Health Survey.
emHealth: mobile health.
fQOL: quality of life.
gFACT-ES QLS: Functional Assessment of Cancer Therapy-Endocrine Symptoms Quality of Life Scale.
hNCCN-DT: National Comprehensive Cancer Network Distress Thermometer.
iMSAS-GDI: Memorial Symptom Assessment Scale-General Distress Index.
jEORTC QLQ-C30: European Organisation for Research and Treatment of Cancer Quality of Life Questionnaire C30.
kSTAI: State-Trait Anxiety Inventory.
lCBT: cognitive behavioral therapy.
mPHQ-9: Patient Health Questionnaire-9.
nFACT-G: Functional Assessment of Cancer Therapy-General.
oBDI-II: Beck Depression Inventory-Second Edition.
pWHOQOL-BREF: World Health Organization Quality of Life-BREF questionnaire.
qBDI: Beck Depression Inventory.
rFACIT‐Pal: Functional Assessment of Chronic Illness Therapy-Palliative Care.
sGAD-7: Generalized Anxiety Disorder-7.
tCAT: cyclic adjustment training.
uSAS: Self-Rating Anxiety Scale.
vSDS: Self-Rating Depression Scale.
wBCS: breast cancer e-support.
xCAU: care as usual.
yFACT-B: Functional Assessment of Cancer Therapy-B.
zSICPA: Stanford Inventory of Cancer Patient Adjustment.
aaMDASI: MD Anderson Symptom Inventory.
abN/A: not applicable.
acBCSMS: Breast Cancer Self-Management Support.
adCASE-cancer: Communication and Attitudinal Self-Efficacy scale for cancer.
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Figure 2. Risk-of-bias summary and graph [16-20,25-49].

Functions of Smartphone Apps
The functions of these apps can be classified as follows:
provision of health education and advice, physician-patient
communication via the mHealth app, and data management
regarding self-management behaviors of patients with cancer
(including data upload, visualization, and reminder services).
Physicians and patients interact in 2 ways: the app generates
automated feedback based on predesigned personalized
feedback, and medical professionals issue interactive guidance
based on patient-provided personalized data. Most (22/30, 73%)
of these studies incorporated personalized guidance services
provided by health care professionals who analyzed patient data
and communicated with the patients via SMS text message,
phone, or video.

Effects on QOL
A total of 80% (24/30) of the studies [16,19,25-30,33-35,37-49]
involving 4822 participants used various scales to report the
outcome of QOL. Of these 24 studies, 8 (33%)
[19,26,27,37,39,40,42,43] focused on patients with breast
cancer, and the other 16 (67%) included patients with multiple
types of cancer (such as breast cancer, brain cancer, and prostate
cancer). A total of 62% (15/24) of the studies had an intervention
duration of <3 months, and the remainder had an intervention
duration of 3 to 12 months. The apps used different intervention
theories (including cognitive behavioral therapy,
psychoeducation, and mindfulness-based stress reduction); 25%
(6/24) of the studies used cognitive behavioral therapy
interventions, and 8% (2/24) of the studies were based on
mindfulness-based therapy. In these studies, patients with cancer
received different treatment strategies; 29% (7/24) of the studies
were conducted only among patients under chemotherapy, and
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25% (6/24) were conducted only in patients undergoing surgery.
Owing to the significant heterogeneity among the studies

(P<.001; I2=77%), the results were pooled using a

random-effects model. Overall, the mHealth app interventions
significantly improved cancer-related QOL scores (SMD=0.39,
95% CI 0.27-0.51; P<.001; Figure 3 [16,19,25-30,33-35,37-49]).

Figure 3. Meta-analysis on quality of life [16,19,25-46]. IV: inverse variance; Std: standardized.

We conducted subgroup analyses according to intervention
duration, type of cancer, intervention theory, treatment strategy,
and intervention delivery format to investigate potential sources
of heterogeneity. Pooled results for the short-term (≤3 months)
follow-up period suggested that mHealth app medical
interventions were effective in improving QOL (SMD<3

months=0.41, 95% CI 0.26-0.57; P=.001; SMD3 to 12 months=0.36,
95% CI 0.14-0.57; P=.001; Table 2 and Multimedia Appendix
3 [16,19,25-30,33-35,37-49]). When studies were grouped by
type of cancer, the results showed that mHealth app
interventions may improve cancer-related QOL scores across
cancer types (SMDBreast cancer=0.42, 95% CI 0.21-0.63; P<.001;
SMDVarious cancers=0.38, 95% CI 0.23-0.53; P=.001; Table 2 and
Multimedia Appendix 4 [16,19,25-30,33-35,37-49]). Subgroup
analyses of different intervention theories revealed low
heterogeneity for cognitive behavioral theory (35%) and
mindfulness-based theory (0%), implying that different
intervention theories may be an important source of
heterogeneity (Table 2 and Multimedia Appendix 5
[16,19,25-30,33-35,37-49]). Studies grouped by intervention

delivery format revealed that these interventions significantly
improved cancer-related QOL scores across different
intervention delivery formats (SMDInteractive format=0.36, 95% CI
0.22-0.50; P<.001; SMDDidactic format=0.48, 95% CI 0.22-0.73;
P<.001; Table 2 and Multimedia Appendix 6
[16,19,25-30,33-35,37-49]). There were no significant
differences in QOL scores, but there was a high heterogeneity
among patients with cancer receiving different treatment
modalities (Table 2 and Multimedia Appendix 7
[16,19,25-30,33-35,37-49]).

In the sensitivity analysis, switching from a random-effects
model to a fixed-effects model confirmed the effect of the app
interventions (SMD=0.43, 95% CI 0.35-0.50; P<.001).
Furthermore, when each study was excluded sequentially, the
pooled estimates remained robust, ranging from 0.38 (95% CI
0.30-0.45) to 0.46 (95% CI 0.37-0.54). There was no evidence
of publication bias (Begg test: P=.65; Egger test: P=.67;
Multimedia Appendix 8). Therefore, the pooled estimate for
QOL was robust.
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Table 2. Subgroup analyses of quality of life (N=24).

P value for
pooled results

Pooled standardized mean
difference (95% CI)

I2 (%)P value for heterogeneityStudies, n (%)Stratification

Intervention duration (months)

.001a0.41 (0.26-0.57)75<.00115 (62)<3

.001a0.36 (0.14-0.57)72<.0019 (38)3 to 12

Types of cancer

.001a0.42 (0.21-0.63)51.058 (33)Breast cancer

.001a0.38 (0.23-0.53)79<.00116 (67)Various cancers

Intervention theory

.03a0.16 (0.01-0.30)35.176 (25)Cognitive behavioral theory

.01a0.48 (0.19-0.77)0.652 (8)Mindfulness-based theory

.001a0.49 (0.33-0.66)76<.00116 (67)Other theories

Format of intervention delivery

<.001a0.36 (0.22-0.50)68%<.00118 (75)Interactive format (smartphone–based
2-way communication)

<.001a0.48 (0.22-0.73)83%<.0016 (25)Didactic format (smartphone–based 1-
way communication)

Treatment category

<.001a0.55 (0.27-0.82)87%<.0017 (29)Patients for chemotherapy

.004a0.41 (0.13-0.69)62%.026 (25)Patients for surgery

.007a0.28 (0.14-0.42)53%.0211 (46)Patients for various treatments

aP<.05.

Effects on Anxiety
A to ta l  o f  47% (14/30)  of  the  s tud ies
[16-20,25,28,30,33,35-37,43,48] measured anxiety scores using
different scales. Overall, the mHealth app interventions
significantly alleviated anxiety among cancer survivors, but
there was high heterogeneity (SMD=−0.64, 95% CI −0.73 to

−0.56; P<.001; I2=97%; Figure 4 [16-20, 25-28, 30-33, 35-37,
43-45, 48]).

On the basis of groups of intervention duration, 79% (11/14)
of the studies had an intervention duration of <3 months, and
21% (3/14) had an intervention duration of 3 to 12 months.
Subgroup analyses showed that these app-based interventions
were still effective with different intervention durations. A total
of 50% (7/14) of the studies [17-20,37,43,48] compared anxiety
scores among breast cancer survivors and showed poor app
intervention outcomes (SMD=−0.87, 95% CI −1.79 to 0.05;

P=.06; I2=96%). Subgroup analyses by different intervention
theories revealed high heterogeneity among interventions based
on cognitive behavioral theory, but these were still effective in
alleviating anxiety. Furthermore, subgroup analyses revealed
that mHealth app interventions with an interactive format
significantly reduced cancer-related anxiety scores (SMD=−1.27,

95% CI −1.99 to −0.56; P=.001; I2=97%). When studies were
grouped by treatment strategy, app interventions did not alleviate
anxiety in patients in chemotherapy (SMD=−0.06, 95% CI −0.32

to 0.19; P=.62; I2=60%) but could alleviate anxiety in patients
undergoing surgery or comprehensive treatment (Table 3).

We found no significant change in the pooled estimates when
single studies were excluded sequentially and the pooled model
was changed. No evidence of publication bias was found (Begg
test: P=.69; Egger test: P=.30; Multimedia Appendix 8).
Therefore, the pooled estimate for anxiety was robust.
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Figure 4. Meta-analysis on (A) anxiety, (B) depression, (C) distress, and (D) self-efficacy [16-20,25-28,30,31,33,34,40-42,45,47-49]. IV: inverse
variance; Std: standardized.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e39799 | p.151https://www.jmir.org/2022/12/e39799
(page number not for citation purposes)

Qin et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. Subgroup analyses of anxiety (N=14).

P value for
pooled results

Pooled standardized mean
difference (95% CI)

I2 (%)P value for heterogeneityStudies, n (%)Stratification

Intervention duration (months)

.002a−1.16 (−1.91 to −0.41)98<.00111 (79)<3

.01a−0.32 (−0.57 to −0.06)49.143 (21)3 to 12

Types of cancer

.06−0.87 (−1.79 to 0.05)96<.0017 (50)Breast cancer

.006a−1.07 (−1.86 to −0.29)97<.0017 (50)Various cancers

Intervention theory

.01a−1.02 (−1.81 to −0.23)93<.0014 (29)Cognitive behavioral theory

.01a−0.95 (−1.68 to −0.23)98<.00110 (71)Other theories

Format of intervention delivery

.001a−1.27 (−1.99 to −0.56)97<.00110 (71)Interactive format (smartphone–based
2-way communication)

.49−0.17 (−0.67 to 0.32)82<.0013 (21)Didactic format (smartphone–based 1-
way communication)

Treatment category

.62−0.06 (−0.32 to 0.19)60.064 (29)Patients for chemotherapy

.04a−1.41 (−2.81 to −0.01)97<.0014 (29)Patients for surgery

.007a−1.31 (−2.26 to −0.36)97<.0016 (43)Patients for various treatments

aP<.05.

Effects on Depression
The meta-analysis for depression included 1511 patients from
43% (13/30) of the studies [16,18-20,25,28,30,32,33,35-37,45].
A random-effects model was chosen for analysis owing to the
significant heterogeneity among the 43% (13/30) of the studies

(P<.001; I2=81%). The pooled results indicated that the mHealth
app intervention group had a lower depression score than the
routine care group (SMD=−0.33, 95% CI −0.58 to −0.08;
P=.009; Figure 4).

Grouping by intervention duration, 69% (9/13) of the studies
had an intervention duration of <3 months, and 31% (4/13) had
an intervention duration of 3 to 12 months. Subgroup analyses
showed that these app-based interventions were effective with
durations of <3 months but not with a duration of 3 to 12 months

(SMD=−0.25, 95% CI −0.51 to 0.02; P=.07; I2=53%). When
studies were grouped by type of cancer, 46% (6/13) of the
studies involved breast cancer survivors [21-23,43,47,48], and
mHealth app interventions did not alleviate depression in these
survivors (SMD=−0.11, 95% CI −0.27 to 0.06; P=.21).
Subgroup analyses according to intervention theory revealed

that cognitive behavioral theory–based interventions could
effectively relieve depression in cancer survivors (SMD=−0.75,
95% CI −1.42 to 0.09; P=.03), but there was high heterogeneity.
A subgroup analysis revealed that mHealth app interventions
with an interactive format significantly reduced cancer-related
depression (SMD=−0.41, 95% CI −0.70 to −0.12; P=.006), but
didactic format interventions were not effective in improving
depression scores (SMD=−0.12, 95% CI −0.54 to 0.30; P=.58).
When studies were grouped by treatment strategy, researchers
found that app interventions did not alleviate depression in
survivors who were treated with chemotherapy and surgery but
could alleviate depression in survivors with comprehensive
treatment (SMD=−0.56, 95% CI −0.90 to −0.21; P=.001;

I2=79%; Table 4).

The fixed-effects model produced the same outcome as the
random-effects model in the sensitivity analysis. In addition,
when using a single-study approach, we found no studies that
significantly altered the pooled results. No significant
publication bias was found (Begg test: P=.58; Egger test: P=.49;
Multimedia Appendix 8).
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Table 4. Subgroup analyses of depression (N=13).

P value for
pooled results

Pooled standardized mean
difference (95% CI)

I2 (%)P value for heterogeneityStudies, n (%)Stratification

Intervention duration (months)

.006a−0.45 (−0.77 to −0.13)82<.0019 (69)<3

.07−0.25 (−0.51 to 0.02)53.094 (31)3 to 12

Types of cancer

.21−0.11 (−0.27 to 0.06)77<.0017 (54)Breast cancer

.006a−0.55 (−0.68 to −0.42)75.0016 (46)Various cancers

Intervention theory

.03a−0.75 (−1.42 to −0.09)88<.0013 (23)Cognitive behavioral theory

.10−0.21 (−0.46 to 0.04)75<.00110 (77)Other theories

Format of intervention delivery

.006a−0.41 (−0.70 to −0.12)84<.0019 (69)Interactive format (smartphone–based
2-way communication)

.58−0.12 (−0.54 to 0.30)58.074 (31)Didactic format (smartphone–based 1-
way communication)

Treatment category

.170.16 (−0.07 to 0.40)0.693 (23)Patients for chemotherapy

.07−0.37 (−0.77 to 0.03)72.014 (31)Patients for surgery

.001a−0.56 (−0.90 to −0.21)79.0026 (46)Patients for various treatments

aP<.05.

Effects on Distress
The meta-analysis of distress included 17% (5/30) of the studies
[16,26,27,31,43] with a total of 488 cancer survivors. As there

was heterogeneity among the studies (P=.08; I2=53%), a
random-effects model was used to pool the results. Overall, the
mHealth app interventions significantly alleviated distress
among cancer survivors (SMD=−0.34, 95% CI −0.61 to −0.08;
P=.01; Figure 4). To assess the robustness of the pooled results,
we performed sensitivity analyses using various pooled models.
The pooled results of the fixed-effects model also showed that
the app intervention group had lower distress scores than the
usual care group (SMD=−0.34, 95% CI −0.52 to −0.16; P=.006),
indicating that the pooled effect size was robust. Publication
bias was not examined as <10 studies were included.

Effects on Self-efficacy
A total of 13% (4/30) of the studies [32,37,44,45] reported
self-efficacy as an outcome. Pooling of studies showed a
statistically significant effect size favoring the intervention

group (SMD=0.15, 95% CI 0.02-0.29; P=.03; I2=28%). The
fixed-effect model also showed that app interventions had higher
self-efficacy scores than usual care (SMD=0.16, 95% CI
0.06-0.26; P=.008; Figure 4).

Discussion

Principal Findings
Currently, the medical pattern is changing from a biomedical
pattern (the treatment of disease only focusing on the patient’s
physical function) to a biopsychosocial medical pattern (the
treatment of disease with comprehensive consideration of the
patient’s physical function, mental health, and social
environment). Thus, greater attention is being paid to patients’
mental health and social functioning. Among cancer survivors,
symptoms such as depression, anxiety, distress, and pain are
prevalent and undertreated, which may negatively affect their
QOL and self-efficacy. However, smartphone users are
increasing worldwide and are expected to reach 6.8 billion by
2023, with a smartphone penetration rate of 53.8% [50].
Furthermore, smartphone apps have natural advantages over
websites, SMS text messages, and other similar communication
methods owing to their personalized design, rich mobile device
features (such as cameras, phones, GPS, and contact lists), and
timely push features. Therefore, the use of smartphone health
apps could be a potentially effective way to improve mental
health and social functioning among patients with cancer.

We included 30 RCTs in this meta-analysis, and all studies
(30/30, 100%) provided smartphone app interventions for cancer
survivors. The pooled results showed that smartphone app–based
interventions improved QOL (SMD=0.39; P<.001) and
self-efficacy (SMD=0.15; P=.03) in cancer survivors compared
with conventional care education and significantly reduced
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adverse psychological outcomes (anxiety, depression, and
distress). In particular, short-term interventions (duration of ≤3
months), physician-patient interaction interventions (2-way
communication using a smartphone app), and cognitive
behavioral therapy–based interventions might be most effective
for improving QOL and alleviating adverse psychological
effects.

Interpretation of Findings
The effect of mHealth app interventions on QOL, anxiety,
depression, distress, and self-efficacy in adult cancer survivors
over a median follow-up time of 2.8 months was consistent with
recent results regarding cell phone, SMS text message, and
web-based interventions [21,22,26]. This effect can be attributed
to the prevalence and inherent advantages of smartphones.
Compared with routine care, app-based interventions can
provide more visually based and vivid educational counseling,
enabling patients to establish close and ongoing contact with
their treatment team [51,52]. Furthermore, with such an
intervention, cancer survivors may become more aware of their
condition and learn to cope with some of the problems
associated with cancer [51]; as a result, patients may have a
greater sense of empowerment and willingness to care for
themselves, thereby improving their QOL and alleviating
adverse psychological effects [53]. In addition, as a high
financial burden is associated with a low QOL and high anxiety
in cancer survivors [54], app interventions can help reduce
health care costs, further improving patients’ QOL and
alleviating adverse psychological effects [55].

In this review, we conducted subgroup analyses according to
intervention duration, type of cancer, intervention theory,
treatment category, and intervention delivery format. We found
that the short-term effects of app interventions on QOL and
psychological outcomes (median follow-up period of 2.8
months) were superior to the long-term effects, which were
inconsistent for QOL, anxiety, and depression. This may be
influenced by the progression, vulnerability, and persistence of
cancer itself. However, this highlights the need for further
research to test the effectiveness of mHealth interventions over
the long term. Pooled results from studies on patients with breast
cancer found that, although tending to alleviate anxiety and
depression (SMD <0), app interventions did not significantly
improve patients’ anxiety and depression status. In female
patients, the rich cancer information within an app may remind
them of what they are experiencing, leading to increased anxiety
and depression [18]. Therefore, clinical practitioners should
further explore appropriate care for patients with breast cancer
based on evidence-based research and cognitive behavioral
therapy. Among the different formats of intervention delivery,
most (22/30, 73%) studies used app monitoring combined with
feedback interventions, which significantly improved patients’
anxiety and depression. On the one hand, cancer survivors may
become more aware of their condition through disease
self-monitoring and learning to cope with some cancer-related
problems [51]. By contrast, by conducting physician-patient
communication via an app, patients with cancer may develop
a close and ongoing partnership with their treatment team and
communicate more effectively regarding disease progression
or treatment complications. However, the effectiveness of

educational message delivery may depend on how easily the
patient understands the content and the importance of the
message. Therefore, interventions in a didactic format to deliver
educational messages have not been effective in alleviating
anxiety and depression. Our review showed that cognitive
behavioral therapy was effective in improving QOL and
alleviating adverse psychological effects among cancer
survivors. This result is consistent with those of other studies
[56,57]. A possible explanation is that cognitive behavioral
therapy interventions for patients address a broad range of
aspects, such as physical, psychological, and social aspects,
which can improve QOL and alleviate adverse psychological
effects. However, relevant studies have been conducted among
patients with cancer using an app, which cannot be compared
directly with breast cancer treatment. Therefore, these results
should be interpreted with caution.

The results of this meta-analysis indicated a significant
improvement in QOL among adult cancer survivors who
received chemotherapy. This was similar to the findings of 2
previous meta-analyses, which also found a significant
improvement in QOL [21,24]. However, the intervention effects
on anxiety and depression remain unclear as there was no
significant difference between the intervention and control
groups for both outcomes. A total of 2 previous meta-analyses
regarding the effects of mobile phone–based interventions on
anxiety and depression in this patient population also yielded
contrasting results [21,24]. One study found that anxiety but
not depression was significantly reduced [24], whereas the other
study reported inverse findings [21]. These inconsistencies point
to the need for further research to test the effectiveness of
mHealth interventions on anxiety and depression in patients
with cancer.

Study Limitations
This study had some limitations. First, the included studies had
qualitative and methodological weaknesses. Most studies failed
to elucidate the processes of allocation concealment (17/30,
57%), researcher or participant blinding (19/30, 63%), and
strategies for handling incomplete outcome data. Therefore, the
design of allocation concealment, participant blinding, and
outcome assessment should be emphasized in future studies to
draw more credible conclusions. Second, there is a huge
variation in the conceptualization and operationalization of
patient participation, which makes data synthesis extremely
difficult. The effects of app interventions should be interpreted
with caution owing to the high heterogeneity in the operational
definitions of measurement instruments and instrument scoring
systems. However, this meta-analysis included only RCTs and
used random-effects models to pool results when appropriate
to yield the most conservative estimates. Subgroup and
sensitivity analyses were also performed, and the results showed
that the pooled estimates were relatively robust. In addition,
because of the limitations of the included studies, we did not
conduct subgroup analyses on the frequency of physician-patient
interactions via apps; previous studies suggested that app
interaction frequency leads to different effects [58]. Therefore,
further studies should be conducted on interaction frequency.
Finally, the extraction and classification of interventions is
challenging because of considerable heterogeneity in the design
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of the interventions. The risk of misclassification of intervention
characteristics and the exploratory nature of our subgroup
analyses prevented us from drawing reliable conclusions about
the characteristics of effective interventions.

Implications
Our findings have several important implications. First, at a
median follow-up time of 2.8 months, mobile app interventions
may have a significant effect on enhancing QOL in cancer
survivors and alleviating anxiety, depression, and distress in
these patients. However, there is an urgent need to assess the
long-term effects of these interventions on QOL and
psychological outcomes. Second, using a physician-patient
interaction intervention is more likely to significantly improve
QOL and psychological effects. Future clinical research should
further explore care modalities of patients with cancer based on
the physician-patient interaction format. Third, cognitive
behavioral therapy interventions address many aspects, such as
physical, psychological, and social aspects, which improves
QOL and alleviates adverse psychological effects. In the future,
the development of mHealth apps that are based on cognitive
behavioral theory should be encouraged. Fourth, clinical
practitioners should further explore appropriate care strategies

for breast cancer survivors. Fifth, it is difficult to identify
patterns of patient engagement with smartphone app–based
interventions because of the wide variability in intervention
design and measurement tool scoring systems among the studies.
By exploring factors such as participant characteristics and
active engagement, further insights can be gained into strategies
that can help increase patients’ motivation to participate and
maintain intervention integrity.

Conclusions
This review showed that smartphone app–based interventions
might help address certain psychological issues experienced by
cancer survivors. In particular, short-term interventions (duration
of ≤3 months), physician-patient interaction interventions (2-way
communication using a smartphone app), and cognitive
behavioral therapy–based interventions might be more effective
in improving QOL and alleviating adverse psychological effects.
However, the evidence supporting these interventions is still
being gathered and is not yet fully conclusive. Further rigorous
and well-designed studies are warranted to address the
methodological flaws identified in this review. In conclusion,
mHealth interventions may be effective in providing
psychological support for adult cancer survivors.
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Multimedia Appendix 7
Pooled results for quality of life grouped by treatment strategy. IV: inverse variance; Std: standardized.
[PNG File , 523 KB - jmir_v24i12e39799_app7.png ]

Multimedia Appendix 8
Funnel plots of quality of life, anxiety, and depression. SMD: standardized mean difference.
[PNG File , 71 KB - jmir_v24i12e39799_app8.png ]
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Abstract

Background: The introduction of new medical technologies such as sensors has accelerated the process of collecting patient
data for relevant clinical decisions, which has led to the introduction of a new technology known as digital biomarkers.

Objective: This study aims to assess the methodological quality and quality of evidence from meta-analyses of digital
biomarker–based interventions.

Methods: This study follows the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guideline
for reporting systematic reviews, including original English publications of systematic reviews reporting meta-analyses of clinical
outcomes (efficacy and safety endpoints) of digital biomarker–based interventions compared with alternative interventions without
digital biomarkers. Imaging or other technologies that do not measure objective physiological or behavioral data were excluded
from this study. A literature search of PubMed and the Cochrane Library was conducted, limited to 2019-2020. The quality of
the methodology and evidence synthesis of the meta-analyses were assessed using AMSTAR-2 (A Measurement Tool to Assess
Systematic Reviews 2) and GRADE (Grading of Recommendations, Assessment, Development, and Evaluations), respectively.
This study was funded by the National Research, Development and Innovation Fund of Hungary.

Results: A total of 25 studies with 91 reported outcomes were included in the final analysis; 1 (4%), 1 (4%), and 23 (92%)
studies had high, low, and critically low methodologic quality, respectively. As many as 6 clinical outcomes (7%) had high-quality
evidence and 80 outcomes (88%) had moderate-quality evidence; 5 outcomes (5%) were rated with a low level of certainty,
mainly due to risk of bias (85/91, 93%), inconsistency (27/91, 30%), and imprecision (27/91, 30%). There is high-quality evidence
of improvements in mortality, transplant risk, cardiac arrhythmia detection, and stroke incidence with cardiac devices, albeit with
low reporting quality. High-quality reviews of pedometers reported moderate-quality evidence, including effects on physical
activity and BMI. No reports with high-quality evidence and high methodological quality were found.

Conclusions: Researchers in this field should consider the AMSTAR-2 criteria and GRADE to produce high-quality studies in
the future. In addition, patients, clinicians, and policymakers are advised to consider the results of this study before making clinical
decisions regarding digital biomarkers to be informed of the degree of certainty of the various interventions investigated in this
study. The results of this study should be considered with its limitations, such as the narrow time frame.
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Introduction

The introduction of new medical technologies such as sensors
has accelerated the process of collecting patient data for relevant
clinical decisions [1], which has led to the introduction of a new
technology known as digital biomarkers (DBMs). “Digital
biomarkers are objective, measurable, physiological, and
behavioral parameters collected using wearable, portable,
implantable, or digestible digital devices” [2]. DBMs can play
an important role in daily clinical practice and clinical trials [3].
By providing timely and reliable disease-related information,
DBMs can increase diagnostic accuracy, improve treatment
decisions and help minimize clinical errors, and contribute to
better patient outcomes [4-6]. Digital biomarkers can provide
more reliable results than cross-sectional surveillance or
prospective follow-up, allowing fewer patient visits [7]. Because
of their growing importance in the health care value chain, the
market of DBMs is expected to grow at a compound annual
growth rate of 40.4% between 2019 and 2025, reaching a global
revenue of US $5.64 billion by 2025 [8,9].

The rapid development of digital health technologies such as
software [10], sensors [11], or robots [12,13] requires thorough
examination and demonstration of their clinical effectiveness
and economic benefits before they are widely deployed in
publicly funded health systems. Assessing the value of digital
health technologies is complex, with considerations beyond
normal health economic analyses [14-18]. The evidence required
for the value assessment of digital health technologies usually
reflects their risk category ranging from basic consumer health
monitoring to interventions impacting therapy or diagnosis. For
high-risk technologies, it is essential to demonstrate the clinical
benefit of randomized clinical trials conducted in a relevant
health system or meta-analyses of randomized controlled trials
[17,18].

In recent years, the clinical outcomes of DBMs have been
extensively synthesized in systematic reviews and meta-analyses
with inconsistent results, calling for a more systematic approach
to evaluating the evidence concerning DBM interventions [19].
When interpreting systematic reviews, it is essential to appraise
the quality of evidence and estimates of the effect size. Among
the several methods for assessing the quality of evidence [20],
the GRADE (Grading of Recommendations, Assessment,
Development, and Evaluations) approach is used most
commonly in systematic reviews, health technology assessments,
and treatment guidelines [19]. GRADE classifies the quality of
evidence into 4 categories from high to very poor [19]. However,
poor reporting may limit the assessment of the quality of the
evidence presented in systematic reviews. The AMSTAR-2 (A
Measurement Tool to Assess Systematic Reviews 2) tool was
developed to assess the methodological quality of systematic
reviews [21].

Our goal, therefore, is to provide innovators and policymakers
with actionable guidance on the level of evidence generation

for DBMs, a rapidly growing area of medicine [2]. This
systematic review of systematic reviews assesses the overall
strength of evidence and methodological quality of systematic
reviews that present a quantitative synthesis of the effects of
digital biomarkers on health outcomes compared with
interventions that do not include digital biomarkers. The
AMSTAR-2 technique examines the methodological quality of
studies, while GRADE assesses the overall quality of evidence
based on digital biomarker technologies and reported outcomes.

Methods

Design and Protocol
This study follows the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) guidelines for reporting
systematic reviews (Multimedia Appendix 1) [22]. The protocol
of the current systematic review was published in JMIR
Research Protocols [23].

Eligibility for Inclusion
DBMs are “objective, measurable, physiological, and behavioral
parameters collected using wearable, portable, implantable, or
digestible digital devices” [2]. In this research, we defined
DBMs as either behavioral/physiological data or the digital
devices used to collect these data. Wearable, implantable, or
digestible medical devices or sensors that generate physiologic
or behavioral data were considered digital biomarkers (eg,
fitness trackers and defibrillators). Imaging or other technologies
that do not measure physiological or behavioral data were
excluded from this study. We interpret portable as “portable by
patients or consumers”; therefore, portable devices operated by
health care professionals (eg, digital stethoscopes) were
excluded. We note that the definition of DBMs may overlap
with sensor applications in the general population, such as
citizen sensing [24]. In this search, we only considered
systematic reviews that use digital devices deployed by
clinicians or patients to collect clinical data in the context of
treatment.

We included systematic reviews reporting meta-analyses of
clinical outcomes of DBM-based interventions compared with
alternative interventions without DBMs. In particular, we
considered systematic reviews summarizing DBM-related
evidence in a human population for any condition, age group,
or sex. All interventions that use DBMs for any purpose related
to diagnosing patients, monitoring outcomes, or influencing a
therapeutic intervention were considered. There were no
restrictions on comparators as long as the comparator arm did
not involve using DBMs for the aforementioned purposes. Only
meta-analyses of clinical outcomes were considered (ie, intended
or unintended change in participants’ health status due to an
intervention). Systematic reviews focused on the measurement
properties, or other technical or utilization characteristics of
DBMs that do not result in a change in participants’health status
were not eligible for this review. We considered full-text articles
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published in English in peer-reviewed journals between January
1, 2019, and December 31, 2020.

Search Strategies
A literature search was conducted in PubMed and the Cochrane
Library, with a time frame limited to 2019 and 2020. In addition,
we checked the reference lists of systematic reviews potentially
relevant to our research. The literature search used keywords
related to “digital biomarkers” [2] in conjunction with The
National Library of Medicine’s filter for “systematic reviews”
[25] and the publication date. Multimedia Appendix 2 contains
the complete search syntax.

Screening and Selection
After removing duplicates, 2 reviewers (HM-N and MMA)
independently screened titles and abstracts using 2 main criteria:
(1) systematic reviews and (2) interventions that included
DBMs. Reviewer calibration was performed after screening the
titles/abstracts of the first 100 records using the following
method. Both screening criteria were scored as either 1 (criterion
not met) or 0 (criterion met or uncertain). Therefore, reviewers
can evaluate each record with a score of 1, 2, 3, and 4,
corresponding to the response patterns (0,0), (1,0), (0,1), and
(1,1), respectively. Interrater agreement and κ statistics were
calculated for scoring, and reviewers were retrained if worse
than substantial agreement (κ=0.6) was observed [26]. A third
reviewer (ZZ) made the decision in the case of nonmatching
scores.

Full-text articles were assessed by 2 independent reviewers
against all eligibility criteria: (1) English language; (2) human
research; (3) publication date; (4) meta-analysis of clinical
outcomes; (5) the intervention involved a DBM used for
diagnosis, patient monitoring, or influencing therapy; (6) the
comparator arm lacked a DBM for the same purposes. All 6
criteria had to be answered “yes” for inclusion. Discrepancies
were resolved by the 2 reviewers. In case of disagreement, a
third reviewer took a decision.

Data Extraction and Quality Assessment
Data extraction and the assessments of methodological quality
and the quality of evidence were performed by 2 independent
researchers (HM-N, HA-A, or MF). Interrater agreement was
assessed after completing data extraction from 20% of the
included studies. Disagreements between reviewers were
resolved by consensus, and a third reviewer (ZZ) resolved the
remaining differences.

Study-Level Variables
The following study-level variables were recorded: Year of
publication; country of the first author; number of included
studies in the qualitative/quantitative synthesis overall and
separately for each outcome; study designs of the included
studies (randomized controlled trial/nonrandomized controlled
trial/cohort study/case-control study/cross-sectional study) [27];
population and its age range; the disease condition evaluated
using the International Classification of Diseases 11th Revision
(ICD-11) coding [28]; the number of included studies;
intervention; type of intervention using the International
Classification of Health Interventions (ICHI) coding [29];

comparator; type of comparator; the DBM; role of the DBM
(diagnosis/patient monitoring/influencing intervention); body
function quantified by the digital biomarker using the
International Classification of Functioning, Disability and Health
(ICF) coding [30]; and the list of synthesized outcomes.

Outcome-Level Variables
We extracted the outcome measured, the total number of studies
that examined that outcome, the total number of patients and
the number receiving the intervention, the effect size and its
95% CI (upper and lower limits), and the type of effect size (eg,
standardized mean difference/odds ratio/risk ratio).

Assessment of the Methodological Quality of the
Systematic Reviews
The methodological quality of the included systematic reviews
was assessed using the AMSTAR-2 tool [21]. AMSTAR-2 is
a recognized and reliable 16-item tool for evaluating the
methodological quality of systematic reviews of health care
treatments [21,31]. We performed a consistent assessment [32]
using the AMSTAR-2 website and categorized the reporting
quality of reviews accordingly as critically low, low, medium,
and high [21].

Assessing the Quality of the Evidence
We assessed the quality of evidence for each outcome using the
GRADE system [19,33]. By default, GRADE classifies evidence
from randomized controlled trials as high quality. However,
this rating can be downgraded based on the assessment of the
following 5 quality domains: (1) risk of bias [34], (2)
inconsistency [35], (3) imprecision [36], (4) publication bias
[37], and (5) indirectness [38]. Depending on the severity of
the quality concerns, a downgrade of 0, 1, or 2 can be proposed
for each domain.

We assessed the risk of bias according to the following criteria:
if 75% or more than 75% of the included studies had a low risk
of bias for a given outcome, no downgrade was applied. If less
than 75% of the included studies had a low risk of bias or risk
of bias was not reported, 1 downgrade was used [39].

Inconsistency was assessed by the reported heterogeneity for

each outcome. If the I2 statistic was less than or equal to 75%,

no downgrading was performed. If the I2 statistic was greater
than 75%, 1 downgrade was assigned. If only a single study
was included for the outcome, no downgrade was applied. If
heterogeneity was not reported, a downgrade was applied [39].

Imprecision was assessed by evaluating the sample size [40].
The evidence was not downgraded if the pooled sample size
exceeded 2000 [33]. We applied 1 downgrade if the pooled
sample size was less than 200. Between a pooled sample size
of 200 and 2000, we evaluated the optimal information size by
power analysis using Stata version 16 (StataCorp LLC) as
follows [33]: assuming a weak effect size [41], we calculated
the sample size for a randomized controlled trial assuming a
balanced sample, a power of 0.8, and a significance level of .05.
One downgrade was applied when the calculated sample size
was larger than the pooled sample size [33,40]. The following
procedure was used for the small effect size: a Cohen d of 0.2
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for continuous measures and 1.68 for the odds ratio. A weak
effect size of 1.68 was also estimated for the risk ratio and
hazard ratio, assuming a nonexposed prevalence of 0% [41,42].

The potential effect of publication bias on the effect size
estimates was assessed for each outcome using the trim-and-fill
method proposed by Duval and Tweedie [43]. Potentially
missing studies were imputed, and the pooled effect size of the
full data set was recalculated. If the imputation changed the
conclusions of the analysis (eg, a significant effect size became
no longer significant or the magnitude of effect size changed),
we applied a downgrade due to publication bias [43]. According
to the recommendations of the Cochrane Handbook [42], we
assessed publication bias only in meta-analyses involving at
least ten studies due to the limited power of risk of bias tests
when applied on fewer studies.

When assessing indirectness for each outcome, we considered
discrepancies between the included studies and the research
question of the meta-analysis [44]. If the population,
interventions, or comparators of the studies did not match the
main objectives of the meta-analysis, a downgrade of 1 or 2
was considered, depending on the severity of this nonmatch,
based on the consensus of the 2 independent investigators
involved in data extraction.

The overall grading of the quality of evidence for each outcome
was based on consensus, following the recommendation of
Pollock et al [39]. The evidence was considered as high quality
if further research was very unlikely to change our confidence
in the estimate of effect (0 downgrades); moderate quality if
further research was likely to have an important effect on our
confidence in the estimate of effect and might change the
estimate (1-2 downgrades); low quality if further research was
very likely to have an important effect on our confidence in the
estimate of effect and might change the estimate (3-4
downgrades); and very low quality if any estimate of the effect
was very uncertain (5-6 downgrades) [19,39].

Evidence Synthesis
Descriptive statistics including frequency and percentage were
used to describe the characteristics of the studies using Stata

version 16 and MS Excel 2016. The graphs were designed using
R programming language 4.1.3 (R Core Team/R Foundation
for Statistical Computing). In the designed graphs (Figures 2
and 3), the letters on the horizontal axis correspond to the
interventions because the types of interventions were
heterogeneous; for example, in 1 study, the intervention was a
single digital device (such as an implantable cardiac defibrillator
[ICD]), whereas in another, it was a combination of devices
(such as Fitbit, Jawbone UP24, combined heart rate monitor,
and accelerometer [Actiheart], wrist-worn accelerometer, FIT
Core, Body Media, Fitbug Orb, Polar FA20 accelerometer).
Given the diversity of populations and treatments studied, we
tabulated the GRADE evidence summary for each DBM by
type of intervention and outcome.

Results

Screening and Selection of Studies
Searches of the PubMed and Cochrane Library electronic
databases yielded 307 and 82 documents, respectively, bringing
the total number of studies found to 389. After removing
duplicates (n=14), 375 studies were considered eligible for
title/abstract screening. In the screening phase, we removed 176
studies, of which 11 were not systematic reviews and 165 did
not involve DBMs (87 disagreements between reviewers during
title/abstract screening; Cohen κ=0.54). During the screening
phases of the titles/abstracts, “digital biomarker” was associated
with 82 disagreements and “systematic review” with 5.
Therefore, 199 studies were included in the full-text screening.
In accordance with the eligibility criteria, 176 full-text papers
were excluded (between-reviewers κ=0.76) for the following
reasons: publication date outside the acceptable range (n=1),
no meta-analysis of results (n=157), studies without DBMs
(n=15), retraction (n=1) [45], and DBMs in the control group
(n=2). The list of excluded studies with reasons are presented
in Multimedia Appendix 3. In addition, when reviewing the
reference lists of the final eligible studies, 2 more reviews met
the inclusion criteria. Therefore, 25 systematic reviews were
included in the final analysis (Figure 1).
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram selecting/screening process.

Characteristics of the Included Systematic Reviews
Most studies were published by authors from Australia (5/25,
20%) [46-50] followed by those from the United States (3/25,
12%) [51-53], Taiwan (3/25, 12%) [54-56], Canada (2/25, 8%)
[57,58], Hong Kong (2/25, 8%) [59,60], and the United
Kingdom of Great Britain and Northern Ireland (1/25, 4%) [61].
The other 9 reviews (36%) were published by researchers from
Belgium [62], China [63], France [64], Greece [65], Japan [66],
the Netherlands [67], Portugal [68], Saudi Arabia [69], and
Thailand [70].

Populations
Using ICD-11, most participants in the included systemic
reviews were assigned to circulatory system diseases
[47,48,51,56,57,60,62,65,67-70], followed by patients with
endocrine, nutritional, or metabolic disorders [58,60,62,67] and
respiratory system diseases [57,60-62,67]. Patients with
nutritional disorders [47,60,62], diseases of the nervous system
[47,60,67], and problems associated with health behaviors
[47,59,67] were included in 3 reviews each. The other
populations were classified in the presence of device, implants,
or grafts [55,67]; diseases of the musculoskeletal system or
connective tissue [47,64]; causes of health care–related harm
or injury [52,53]; diseases of the urinary system [63]; injury or
harm arising from surgical or medical care [55]; neoplasms
[47]; and injury, poisoning, or certain other consequences of

external causes [66]. In addition, 4 reviews examined nonclinical
populations [46,49,50,54]. In some reviews, nonclinical cases
such as healthy individuals [57,60], employees [57], and students
[57] were included in addition to patients with clinical diseases
that could not be categorized using the ICD-11 tool.

Interventions
In accordance with the ICHI instrument, 14 diverse intervention
categories were discovered, and the majority of digital
biomarkers were used as interventions on physical activity
behaviors (eg, Fitbit) [46-50,57-62,64,67], conversion of cardiac
rhythm (eg, cardiac defibrillators) [51-53,63,68,69], cardiac
electrophysiological monitoring (eg, iPhone-based rhythm
monitoring device) [55,65,70], weight maintenance functions
(eg, Garmin or Jawbone UP24) [49,54,57], and whole-body
measurement (eg, wristbands and smartwatches) [50,54]. Other
interventions identified were associated with cardiopulmonary
resuscitation (eg, metronome with a siren) [56], assisting and
leading exercise for exercise tolerance function (eg, GEx sensor
of vital signs and smartphone) [48], body measurement of trunk
(eg, wristbands, smartwatches) [54], pain (eg, accelerometer,
pedometers) [64], test of functions (eg, YAMAX, Fitbit) [64],
quality of life (eg, pedometers) [64], test of muscle endurance
(eg, fitness trackers) [64], body measurement of lower limb (eg,
accelerometer-based navigation system) [66], and test of
maintaining body position (eg, accelerometer-based navigation
system) [66].
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Outcomes
According to the ICF system, the vast majority of reported
outcomes concerned physical activity (looking after one’s health;
eg, moderate-to-vigorous physical activity, step counts)
[46-50,58-62,64,67], followed by mortality (demographic
change; eg, all-cause mortality, sudden cardiac death)
[51-53,63,68-70], and heart functions (eg, return of spontaneous
circulation, incidence of ventricular arrhythmia) [52,55,65,70].
A total of 11 studies also reported weight maintenance functions
(eg, weight, BMI, and waist circumference) [49,54,57], health
services, systems and policies (eg, quality of life and prevention)
[55,63,64], maintaining one’s health (such as hospitalization
and readmission rate) [51,52,69], and managing one’s own
activity level (actions and behaviors to arrange the requirements
in energy and time day-to-day procedures or duties; eg,
sedentary behaviors) [46,57]. Because of the difference between
sedentary behavior and physical activity, these 2 outcomes were
considered different endpoints, as physical activity and sedentary
behavior are measured differently and do not affect risks in the
same way [71]. The other remaining reported outcomes were
aerobic capacity [48], pain [64], fatigability [64], social security
services, systems and policies (eg, disability) [64], body
functions (eg, functional tests) [64], and mobility of joint
functions (such as coronal femoral component alignment or
coronal tibial component alignment) [66].

Bodily Functions Quantified by Digital Biomarkers
The most commonly used physiological/behavioral data captured
by digital biomarkers to modify participants’ health status were
heart functions/rhythm [51-53,55,56,63,65,68,70] and physical
activity (looking after one’s health) [46,47,50,57-60,64,67],
followed by walking [46-49,59-62,64,67], weight maintenance
functions [49,54,57], gait pattern functions [57], running [59],
aerobic capacity [48], and involuntary movement reaction
functions [66]. For further information regarding population,
intervention, outcome, and digital biomarkers, see Multimedia
Appendix 4.

The Methodological Quality of Systematic Reviews
Most studies (23/25, 92%) [46-49,51-55,57-70] had critically
low methodological quality according to the assessment using
AMSTAR-2. The remaining studies also received high (1/25,
4%) [50] and low methodological quality (1/25, 4%) ratings
[56]. The only study of high methodological quality was
assigned to a review that investigated the effect of workplace
pedometer interventions to increase physical activity [50].
Although all studies were able to meet criteria 3 (inclusion
criteria), 9 (risk of bias assessment), and 11 (appropriate
statistical methods) of AMSTAR-2, criteria 4 (comprehensive
literature search), 7 (list of excluded studies), 10 (funding
report), and 13 (account for risk of bias when reporting results)
were met by only 2 [50,64], 2 [50,65], 2 [50,69], and 7 studies
[46,50,54,56,58,60,66], respectively. Detailed information on
the methodological quality of the studies for each criterion can
be found in Multimedia Appendix 5.

Quality of Evidence Synthesis Results
The 25 reviews included in the study comprised a total of 91
outcomes. Of the 91 outcomes, only 6 (7%) were rated as

high-quality evidence, whereas 80 (88%) were rated as
moderate-quality and 5 (5%) as low-quality evidence. The
results showed that the effect of an ICD on all-cause mortality
received high-quality evidence for ICDs implanted after and
with continuous flow left ventricular assist devices. Furthermore,
based on the analyses, we are highly confident about the impact
of the ICD on the probability of transplantation, the detection
rate of atrial arrhythmias, and the incidence of stroke. By
contrast, some outcomes were found to have low-quality
evidence, including the effect of wearable activity trackers on
steps in chronic respiratory disease as well as on steps in
overweight and sedentary older adults. A total of 2
meta-analyses that examined the effect of wearable activity
trackers on moderate-to-vigorous physical activity were also
rated as low-quality evidence. Concerning the criteria of
GRADE, risk of bias was found in most outcomes (85/91, 93%),
followed by inconsistency (27/91, 30%) and imprecision (27/91,
30%). Publication bias was detected in a small number of
outcomes (2/91, 2%). By contrast, no indirectness was revealed
in the outcomes. In addition, 67 outcomes (74%) were not
examined for publication bias because the minimum number
of included studies was insufficient; 3 outcomes (3%) were also
not assessed for inconsistency because only 1 study was
included. See Multimedia Appendix 6 for more details.

Discussion

Principal Findings
To our knowledge, this study is the first to analyze the
methodological and evidence-based quality of systematic
reviews providing meta-analyses of digital biomarker–based
interventions’ effect on human populations’ health-related
outcomes. A total of 25 systematic reviews evaluating the
clinical impact of digital biomarkers on human health were
included in our study, comprising a total of 91 outcomes. There
were no reviews of high methodological quality on digital
biomarker–based interventions with high quality of evidence.
Most outcomes had moderate-quality evidence synthesis. All
implantable cardiac devices and monitors had significant results
with moderate-quality evidence and critically low
methodological quality. Most activity trackers also had
significant effects on steps and weight with moderate certainty
of evidence and critically low methodological quality. By
contrast, the evidence synthesis and methodological quality of
activity trackers were rated moderate and critically low,
respectively, for quality of life, pain, fatigue, and disability.
Still, the results of the meta-analyses showed a nonsignificant
effect of activity trackers on the aforementioned endpoints.

The Methodological Quality of Systematic Reviews
The results of the methodological quality of the studies using
the AMSTAR-2 tool showed that most studies had critically
low methodological quality, mainly due to factor numbers 7
(excluded studies) and 10 (source of funding) of the AMSTAR-2
tool, leaving concerns about the unbiasedness of results and
indicating the need for quality improvement. Researchers in
this field need to follow the AMSTAR-2 guidelines and criteria
to produce high-quality systematic reviews. The list of excluded
studies and the rationale for deleting each study are critical parts
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of the AMSTAR-2 tool for assessment [21]. This limitation is
included in the majority of some previously published systematic
reviews in digital interventions for reducing behavioral risks
[72], synchronous digital mental health systematic reviews [73],
and interventions involving antibacterial envelopes to reduce
cardiac implantable electronic device–related infections [74].

As listing excluded studies and the rationale for their deletion
are critical components of the methodology of systematic
reviews according to the AMSTAR-2 criteria [21], researchers
are advised to provide excluded studies with rationale for their
exclusion when conducting systematic reviews. In addition, the
source of funding for the research included in the systematic
reviews should be indicated. Most systematic reviews included
in this study could not meet this criterion. The results of this
study are consistent with those of many previous studies
[72,73,75]. Prior studies on digital interventions for reducing
behavioral risks [72] and systematic review of synchronous
digital mental health reviews [73] also rated the methodological
quality of most systematic reviews as critically low. By contrast,
the methodological quality of most systematic reviews on digital
health interventions on palliative care [75] and the use of
eHealth with immunizations [76] was rated low and moderate,
respectively.

Quality of Evidence
Of the 91 outcomes assessed, only 6 had high-quality evidence,
meaning that we can be highly confident that the actual effect
is close to the estimated effect and that further studies are
unlikely to change our confidence in the estimate of the effect
[77]. Considering that a substantial proportion of digital
biomarker–based outcomes had evidence of moderate quality,
we have moderate confidence in the effect estimate. Although
the actual effect is likely to be similar to the estimated effect,
there is a possibility that it will be significantly different, and
additional research is expected to have a significant impact on
our confidence in the effect estimate and alter the estimate [77].
In addition, some outcomes were of low quality, suggesting that
our confidence in the impact estimate is limited and that the
actual effect may differ substantially from the impact estimate
[77].

Most outcomes were downgraded mainly because of the risk
of bias in the included studies. In addition, the analysis revealed
that most of the included systematic reviews did not assess and
discuss the impact of risk of bias on the measured outcomes.
Therefore, clinical researchers in this field are advised first to
determine the impact of risk of bias on their effect estimates
and then discuss the likely impact of risk of bias on outcomes
to produce high-quality results. High heterogeneity was another
detrimental factor observed in nearly one-third of the outcomes.
However, most of the included systematic reviews were able
to meet AMSTAR criterion 14, investigated the sources of any
heterogeneity in the results, and discussed this criterion’s impact
on the review results. Researchers can study heterogeneity in
several ways, such as by performing subgroup analyses or
meta-regressions, using a fixed-effects or random-effects model
[42], changing the statistical measure from risk difference to
relative risk, and deleting studies [78]. Another critical factor
in the deterioration of the quality of some outcomes was

imprecision. Clinical researchers should consider the optimal
information size for their measured outcomes using power
calculations to obtain a high-quality effect estimate without
imprecision.

Some previous studies also assessed the quality of evidence in
some research areas. A study evaluating the quality of evidence
of systematic reviews of acupuncture for stroke rehabilitation
concluded that the quality of evidence for almost all outcomes
was low, mainly because of inconsistency, imprecision, and
risk of bias, respectively [79]. Another study that assessed the
quality of meta-analyses of Chinese herbal preparations for the
treatment of rheumatoid arthritis concluded that most outcomes
(55%) were of low quality. In comparison, 25% and 20% were
of moderate and very low quality, respectively, primarily
because of the risk of bias and inconsistency [80]. Quality
assessment of the evidence on the role of the dietary supplement
curcumin in the treatment of ulcerative colitis yielded 10
moderate, 6 low, and 3 very low certainties of the evidence.
The most deteriorating reasons were imprecision and publication
bias [81]. The quality of evidence synthesis from meta-analyses
on the effect of antibacterial envelopes in reducing infections
associated with cardiac implantable electronic devices was found
to be moderate in 60% of the outcomes in a recent paper, mostly
due to the risk of bias and inconsistency [74].

As shown in Figure 2, all digital device interventions had
significant effects on cardiac-related outcomes. According to
the analyses results, we are highly confident that ICD has an
impact on all-cause mortality (in 2 cases) and on the likelihood
of transplantation. Moreover, we are highly confident about the
impact of implantable and monitoring devices (ICD,
iPhone-based rhythm monitoring device, and pacemakers) on
the detection rate of atrial arrhythmias and stroke. Furthermore,
the effect of some cardiac electronic devices (Metronome with
a siren, HeartStart-MRx, Zoll AED, Cardio First Angel) on the
return of spontaneous circulation created high-quality evidence
but they come from studies with low and critically low
methodological quality, which may raise some concerns about
their results. The other interventions all have moderate-quality
evidence synthesis, and we are moderately confident in the
effect estimate. Furthermore, the actual effect is probably close
to the effect estimate, but there is a possibility that it is
substantially different. By contrast, these studies’ low and
critically low methodological quality raise concerns about the
validity of the effect estimates. More than 263,000 electronic
cardiac devices have been implanted annually in Germany,
France, and the United Kingdom [82]. Device therapy has
become increasingly important in treating life-threatening heart
disease [83]. As a result, patients, clinicians, and policymakers
are advised to consider the results of this study when making
medical decisions.

Regarding the interventions with activity trackers (Figure 3),
the vast majority had significant effects on human outcomes,
whereas 16 outcomes were found to be ineffective in changing
human health, including the effects of accelerometer,
pedometers, YAMAX, Fitbit on disability, fatigue, functional
tests, pain, and quality of life; the effects of activity monitor,
portable tablet computers with touch screens, Fitbit, Jawbone
UP24 wearable device, pedometer, and accelerometer on
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moderate-to-vigorous physical activity; the effect of Fitbit on
sedentary behavior; the effect of Fitbit, Jawbone UP, Polar
Active, Misfit Flash, Gruve Solution, LUMOback, BodyMedia
FIT, SenseWear, ActiveLink, InBodyBand on
moderate-to-vigorous physical activity (in 1 case) and on steps
(in 1 case); the effect of Fitbit, Jawbone UP24, combined heart
rate monitor and accelerometer (Actiheart), wrist-worn
accelerometer, FIT Core, Body Media, Fitbug Orb, and Polar
FA20 accelerometer on physical activity (in one case) and on
weight; the effect of Fitbit, Jawbone UP24, Gruve, LUMOback,
Polar Active, Fitbug, Pebble+, Fitmeter, personal activity
monitor, Withings Pulse on sedentary behavior; the effect of
Garmin, Pedometer, Fitbit, Accelerometer, YAMAX
Digi-walker, GEx sensor of vital signs, and smartphone on steps;
the effect of wristbands and smartwatches on waist
circumference; and the effect of pedometer on BMI. Most of
these had moderate-quality evidence synthesis from studies
with critically low methodological quality. By contrast, our

confidence in some effect estimates is limited, and the actual
effects may differ substantially from the estimated effects,
including the effect of pedometer on steps in chronic respiratory
diseases, obesity, and in sedentary older adults; the effect of
Fitbit, YorBody, AiperMotion on moderate-to-vigorous physical
activity; and the effect of activity monitor, portable tablet
computers with touch screens, Fitbit, Jawbone UP24 wearable
device, pedometer, accelerometer on moderate-to-vigorous
physical activity, which did not have even significant effect.
Our distrust increases when we find that these results come
from critically low methodological quality studies. Evidence
of moderate quality, as shown in Figure 3, suggests that the use
of pedometers may increase physical activity; these results are
from a study with high methodological quality [50]. Other
reported outcomes had moderate-quality evidence with critically
low methodological quality. According to our analysis, and as
shown in Figure 3, there is no high-quality evidence of the
impact of activity trackers on human health behavior change.

Figure 2. Cardiovascular-related interventions, outcomes, and methodological and evidence synthesis quality. HF: heart failure; ICD: implantable
cardiac defibrillator. A: Cardiac resynchronization therapy, Implantable cardiac defibrillator [52], B: Fragmented QRS (fQRS) [70], C: Implantable
cardiac defibrillator [53,63,68,69], D: Implantable cardiac defibrillator, iPhone-based rhythm monitoring device, pacemakers [55], E: Impedance devices
[51], F: Implantable cardiac monitor, Holter-Electrocardiogram [65], G: Metronome with a siren, HeartStart-MRx, Zoll AED, Cardio First AngelTM
[56], H: Pressure sensors [51], I: Pressure sensors and Impedance devices (Cardio MEMS, RVP sensor, Chronicle, ICD- OptiVol, InSync Sentry, lung
impedance) [51].
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Figure 3. Activity trackers related to interventions, outcomes, and methodological and evidence synthesis quality. A: wristbands, smartwatches [54],
B: Accelerometer, Dynaport MoveMonitor, Pedometer, Yamax Digi-walker CW700, ActivPal, ActiGraph, Personal Activity Monitor [67], C:
Accelerometer, pedometer [60], D: Accelerometer, pedometers, Yamax, Fitbit [64], E: Accelerometer-based navigation system [66], F: wearable activity
trackers (pedometer) [62], G: Activity monitor, portable tablet computers with touch screens, Fitbit, Jawbone UP24 wearable device, pedometer,
accelerometer [59], H: Fitbit [57], I: Fitbit, Jawbone UP, Polar Active, Misfit Flash, Gruve Solution, LUMOback, BodyMedia Fit, SenseWear, ActiveLink,
InBodyBand [47], J: Fitbit, Jawbone Up24, Combined heart rate monitor and accelerometer (Actiheart), Wrist-worn accelerometer, FIT Core, Body
Media, Fitbug Orb, Polar FA20 accelerometer [49], K: Fitbit, Jawbone UP24, Gruve, LumoBack, Polar Active, Fitbug, Pebble+, Fitmeter, Personal
Activity Monitor, Withings Pulse [46], L: Fitbit, Yorbody, AiperMotion [58], M: Garmin, Pedometer, Fitbit, Accelerometer, Yamax Digiwalker, Gex
sensor of vital signs and smartphone [48], N: Pedometer [50], O: pedometer-based physical activity promotion [61], P: Pedometer physical activity
promotion + pulmonary rehabilitation promotion [61].

Strengths
Most systematic review studies performed in the field of digital
biomarkers in recent years have mainly been conducted with a
specific focus on 1 or more disease areas or technologies, such
as the effects of wearable fitness trackers on motivation and
physical activity or ICD troubleshooting in patients with left
ventricular assist devices. To our knowledge, no comprehensive
systematic review of systematic reviews of all types of digital
biomarkers has been published in all populations and in all
diseases. Therefore, our review aims to assess the quality of
methods and evidence of systematic reviews without limiting
it to a specific domain or technology, using validated tools and
standard methods. As a result, the strength of evidence can be
compared between different types of interventions, providing
practical guidance for clinicians and policymakers. To our
knowledge, this is the first comprehensive study to address the
methodological and evidence-based quality of systematic
reviews of digital biomarker–based interventions. To categorize
populations, interventions, outcomes, and
behavioral/physiological data in digital biomarkers, we used
World Health Organization (WHO) standard tools such as
ICD-11, ICHI, and ICF. In addition, the most validated
assessment tools, AMSTAR-2 and GRADE, were used to assess
the methodological quality and quality of evidence synthesis
of the systematic reviews.

Limitations
Despite the rigorous methodology, this study has some
limitations, and readers are asked to consider the study’s results

in light of its limitations. One of the study’s possible weaknesses
is the short search duration (2019 and 2020). Only systematic
reviews published in 2019 and 2020 were considered in this
study according to the published protocol [23]. Because of the
scope of the topic, we limited our assessment to a shorter period.
However, given the new European Medical Devices Regulation
(MDR) enacted in 2017 [84], we assumed this would be an
exceptionally important period for evaluating clinical data
collected before the regulations were implemented. While the
2-year period provides important insights into evidence
syntheses published before MDR, longer periods would be
needed to allow generalization of our findings.

As mentioned earlier, publication bias was assessed only in
meta-analyses with at least ten studies. Of the 91 outcomes
assessed, 67 included fewer than 10 studies, and we assessed
publication bias in only 24 outcomes. In addition, the
trim-and-fill approach, like any other method, may identify
publication bias incorrectly in meta-analyses with a high degree
of heterogeneity [85]. There were 2 outcomes where effect sizes
were presented as a ratio of means. Thus, we interpreted the
reported effect sizes as a mean difference to determine the
optimal information size for assessing the imprecision. In 3
cases, the number of included studies in the meta-analyses was
only 1. Therefore, an assessment of the quality of evidence was
not possible for any of the GRADE criteria (risk of bias,
publication bias, inconsistency, imprecision, and indirectness).

In our search, we operationalized the definition of digital
biomarkers. However, we did not evaluate the sensitivity and
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specificity of our search filter for articles on digital biomarkers.
Besides the broad terms we used in our search strategy, digital
biomarkers can be identified using terms related to the
technology or type of data collected [3]. However, creating a
complete list of appropriate search terms for all available
technologies was beyond the scope of this study and remains
an unresolved research topic. Specific sensor applications in
the general population may raise health concerns (eg, COVID-19
contact–tracking apps [86]) that were not considered in this
research. As recommended in the relevant guidelines for the
systematic review of systematic reviews, we searched only the
PubMed and Cochrane databases for reviews, and we did not
search the Database of Abstracts of Reviews of Effectiveness
(DARE) [87]. The DARE was not used in this study because it
does not contain reviews from 2015. In addition, our published
protocol required us to search gray literature; however, due to
the large number of outcomes from peer-reviewed sources, we
did not search gray literature.

In our search based on the definition of digital biomarkers and
the inclusion criteria, we may have overlooked papers on digital
biomarkers that were not defined by terms without the key
adjectives used in the definition, as described earlier. Examples

include thermometers and continuous glucose monitors. Thus,
because of the ambiguity of definitions in digital health, more
comprehensive keyword collections in this area are needed, as
these were concluded in a recently accepted scoping review of
digital biomarkers [88] and an ISPOR (International Society
for Pharmacoeconomics and Outcomes Research) report [89].

Conclusion
In summary, we systematically reviewed the current evidence
from systematic reviews on the use of digital biomarkers as
interventions to change the health status of human populations.
Overall, the 25 included current systematic reviews had critically
low methodological quality, which may negatively affect the
findings of the reported outcomes. In addition, most reported
outcomes of interventions based on digital biomarkers had a
moderate quality of evidence, implying that we have only
moderate confidence in them. Only a small number of reported
outcomes had high-quality evidence. Therefore, researchers in
the field should consider the AMSTAR-2 criteria and GRADE
to create future high-quality studies. Furthermore, patients,
clinicians, and policymakers are advised to consider the results
of this study before making clinical decisions relating to digital
biomarkers.
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Abstract

Background: Despite the growth of web-based interventions for HIV, viral hepatitis (VH), and sexually transmitted infections
(STIs) for key populations, the evidence for the effectiveness of these interventions has not been reported.

Objective: This study aimed to inform the World Health Organization guidelines for HIV, VH, and STI prevention, diagnosis,
and treatment services for key populations by systematically reviewing the effectiveness, values and preferences, and costs of
web-based outreach, web-based case management, and targeted web-based health information for key populations (men who
have sex with men, sex workers, people who inject drugs, trans and gender-diverse people, and people in prisons and other closed
settings).

Methods: We searched CINAHL, PsycINFO, PubMed, and Embase in May 2021 for peer-reviewed studies; screened abstracts;
and extracted data in duplicate. The effectiveness review included randomized controlled trials (RCTs) and observational studies.
We assessed the risk of bias using the Cochrane Collaboration tool for RCTs and the Evidence Project and Risk of Bias in
Non-randomized Studies of Interventions tools for non-RCTs. Values and preferences and cost data were summarized descriptively.

Results: Of 2711 records identified, we included 13 (0.48%) articles in the effectiveness review (3/13, 23% for web-based
outreach; 7/13, 54% for web-based case management; and 3/13, 23% for targeted web-based health information), 15 (0.55%)
articles in the values and preferences review, and 1 (0.04%) article in the costs review. Nearly all studies were conducted among
men who have sex with men in the United States. These articles provided evidence that web-based approaches are as effective
as face-to-face services in terms of reaching new people, use of HIV, VH, and STI prevention services, and linkage to and retention
in HIV care. A meta-analysis of 2 RCTs among men who have sex with men in China found increased HIV testing after web-based
outreach (relative risk 1.39, 95% CI 1.21-1.60). Among men who have sex with men in the United States, such interventions
were considered feasible and acceptable. One cost study among Canadian men who have sex with men found that syphilis testing
campaign advertisements had the lowest cost-per-click ratio on hookup platforms compared with more traditional social media
platforms.

Conclusions: Web-based services for HIV, VH, and STIs may be a feasible and acceptable approach to expanding services to
key populations with similar outcomes as standard of care, but more research is needed in low-resource settings, among key
populations other than men who have sex with men, and for infections other than HIV (ie, VH and STIs).

(J Med Internet Res 2022;24(12):e40150)   doi:10.2196/40150
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Introduction

Background
Access to the internet and social media apps has grown
exponentially in recent years, including in low-income settings
and among vulnerable populations [1-4]. The potential
advantages of providing health-related services on the web
include reaching a broader audience; reaching people who are
geographically isolated or who may not seek community or
clinic-based services; targeting information to different groups
and individuals; improving financial and system efficiencies;
reducing stigma and discrimination; and offering clients greater
anonymity, convenience, and potential self-care [5]. Thus,
services are increasingly “going online,” including services
designed for key populations who are disproportionately affected
by HIV, viral hepatitis (VH), and sexually transmitted infections
(STIs)—men who have sex with men, sex workers, people who
inject drugs, trans and gender-diverse people, and people in
prisons and other closed settings.

Web-based health interventions can take a wide variety of forms
[6]. For key populations, common strategies include web-based
outreach, web-based case management, and targeted web-based
health information. Web-based outreach seeks to identify
potential key population service users through web-based
platforms, such as websites and social media apps, where key
populations communicate, learn information, and socialize.
Web-based case management can support key populations who
have tested positive and need to engage in services to assess
risk and adhere to necessary treatment as well as those who
have tested negative and need counseling or biomedical
prevention options such as preexposure prophylaxis or continued
regular self-testing. Providing case management through
web-based systems could potentially reduce loss to follow-up
and provide behavioral nudges (such as reminders to book an
appointment, take a test, or take a medication). Targeted
web-based health information uses internet sites and social
networking apps to target communication according to user
demographics and characteristics. For example, Facebook
advertisements can target users of certain ages, social profiles,
geographic locations, or other attributes. Population
segmentation may allow for more specific targeting of key
population audiences to tailored information or linkage to health
services.

Objective
Despite the growth of web-based interventions for key
populations, particularly accelerated during the COVID-19
pandemic, there has not been a synthesis of the effectiveness
of these strategies across key populations. A review of digital
health interventions addressing sexual risk, substance use, and
common mental health conditions among men who have sex
with men [7,8] found such interventions to be acceptable across
sociodemographic groups and usually based on individual-level
theoretical constructs such as self-efficacy, motivation,

behavioral intentions, attitudes, and perceived norms. We
identified no similar reviews on digital health interventions with
sex workers, people who inject drugs, people in prisons and
other closed settings, or trans and gender-diverse populations.
To inform the World Health Organization (WHO) guidelines
for HIV, VH, and STI service delivery for key populations, we
systematically reviewed the effectiveness, values and
preferences, and costs of web-based outreach, web-based case
management, and targeted web-based health information.

Methods

Overview
This systematic review addressed the following question: Does
providing services on the web improve uptake of HIV, VH, and
STI prevention, testing, linkage to treatment, and treatment
retention for key populations? We reviewed the extant literature
in 3 related areas, which are components of the evidence-based
process used to inform WHO guideline development [9]: (1)
effectiveness of the intervention, (2) values and preferences of
end users and health workers related to the intervention, and
(3) cost information. We followed the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines [10].

Ethics Approval
Ethics approval was not required for this systematic review as
all the data were obtained from published articles.

Effectiveness Review: Eligibility Criteria
We designed the effectiveness review according to the PICO
(population, intervention, comparison, and outcomes) format.

Population
The population of interest for the review includes (as described
in the Glossary section of the 2022 WHO consolidated
guidelines on HIV, VH, and STI prevention, diagnosis,
treatment, and care for key populations [11]) men who have sex
with men, sex workers, people who inject drugs, trans and
gender-diverse people, and people in prisons and other closed
settings.

Intervention
Given the range of web-based health interventions, the
effectiveness review was split into 3 separate categories of
web-based interventions: web-based outreach, web-based case
management, and targeted web-based health information. We
excluded noninternet phone-based (SMS text messaging or
telephone call) outreach and case management approaches,
counseling interventions, and general informational and
educational videos about HIV, VH, and STI prevention. We
excluded studies that used web-based methods to recruit study
participants or to deliver the intervention of interest (eg, HIV
self-testing) but did not compare service delivery modalities in
their outcomes. We also excluded web-based service delivery
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interventions that did not specifically target key populations,
even if many of their users were members of key populations,
if the data were not disaggregated to specific key populations.
The following definitions were used:

• Outreach for HIV, VH, and STI services through web-based
platforms was defined as outreach conducted in any way
through the internet (website or app, accessed through any
device). Web-based outreach aims to identify and reach
key populations who have previously not had contact with
health services. Outreach can be active or passive, including
reaching out to potential clients for information and linking
them to services such as referrals, follow-up reminders, and
counseling. These outreach approaches may include
web-based peer-to-peer networks, social media influencers,
and advertisements. These interventions aim to reach
populations using social media platforms and dating apps,
who do not necessarily identify themselves as key
populations but are equally vulnerable and need to be linked
to services across the cascade.

• Web-based case management was defined as web-based
methods for case managers to conduct risk screening,
referral, partner notification, appointment scheduling, and

reminders for prevention, testing and treatment services,
treatment adherence support, follow-up, counseling,
telemedicine, and home delivery of services.

• Targeted web-based health information was defined as a
web-based awareness generation or demand creation
method. These targeted approaches deliver information and
education, behavior change communication, or health
service advertisements through mechanisms such as
Facebook and dating apps, where data can be mined via
algorithms to target specific messages to different key
population groups (population segmentation and
microtargeting). For example, targeted messages that aim
to bring about behavioral change by motivating or
mobilizing followers to get tested or learn about prevention
can be passed through social media influencers.

Comparator
The comparator group (for each of the 3 intervention categories)
was standard of care.

Outcomes
The outcomes of interest for each intervention category are
presented in Table 1.

Table 1. Outcomes of interest by category of web-based service delivery.

Targeted web-based
health information

Web-based case
management

Web-based
outreach

✓Number or proportion of previously unreached people reached

✓✓✓Use of prevention services (eg, PrEPa uptake, PrEP adherence, PEPb uptake, PEP
adherence, counseling, and condoms)

✓✓✓Uptake of testing services for HIV, VHc, and STIsd

✓✓✓Treatment initiation for HIV, VH, and STIs

✓✓Treatment retention or completion for HIV, VH, and STIs

✓✓Viral load (eg, HIV and HCVe) testing or suppression

✓✓Cure (for curable STIs, eg, HCV, syphilis, and gonorrhea)

✓✓Mortality

aPrEP: preexposure prophylaxis.
bPEP: postexposure prophylaxis.
cVH: viral hepatitis.
dSTI: sexually transmitted infection.
eHCV: hepatitis C virus.

To be included in the effectiveness review, an article must have
(1) had a study design that compared web-based service delivery
with standard of care for key populations, including randomized
controlled trials (RCTs), non-RCTs, and comparative
observational studies (including prospective controlled cohort
studies, retrospective controlled cohort studies, cross-sectional
studies, controlled before-after studies, and interrupted time
series) that compared individuals who received the intervention
with those who did not; (2) measured ≥1 of the outcomes of
interest for that category of interventions; and (3) been published
in a peer-reviewed journal between January 1, 2010, and the
search date of May 27, 2021. No restrictions were placed based
on location of the intervention or language of the publication.

Search Strategy and Screening
We searched 4 databases (CINAHL, PsycINFO, PubMed, and
Embase) for relevant peer-reviewed publications. Search terms
covered terms for key populations, infections (HIV, VH, STIs),
and web-based service delivery interventions. The full search
strategy is presented in Multimedia Appendix 1. This search
was complemented by several other methods of identifying
articles. First, we ran 2 earlier searches for behavioral
interventions for key populations more broadly—one in 2020
as part of a scoping review and one in March 2021 as part of a
search only for RCTs. Articles identified through these prior
searches were included in the review. Second, we hand searched
the references of articles identified for inclusion in the review.
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Third, we contacted experts in the field (including members of
the WHO Key Population Guideline Development Group) to
identify any additional articles that we may have missed.

Titles, abstracts, citation information, and descriptor terms of
citations identified through the search strategy were screened
for initial inclusion. Full-text articles were obtained of all
selected abstracts, and 2 independent reviewers assessed all
full-text articles for eligibility to determine final study selection.
Differences were resolved through consensus.

Data Management and Analysis
Two reviewers independently abstracted data using standardized
forms in Microsoft Excel (Microsoft Corporation). Differences
in data abstraction were resolved through consensus and referral
to a senior study team member as necessary. We collected the
following information from each article: study identification
(author, year, title, journal, and language of article), location
(country, urban or rural, World Bank income classification, and
WHO region), key population description (gender and age),
sample size (n), study design (including follow-up periods and
loss to follow-up), intervention description (including who
delivered intervention, where intervention was provided, and
how long or frequent intervention was), comparator description,
and study outcomes (analytic approach, outcome measures or
definitions, intervention vs comparison group, frequency and
percentage or effect sizes with CIs or significance levels,
conclusions, and limitations).

For RCTs, risk of bias was assessed using the Cochrane
Collaboration’s tool for assessing risk of bias [12].
Methodological components of the studies were assessed and
classified as high or low risk of bias. For studies that were not
randomized trials but were comparative, study rigor was
assessed using the Evidence Project 8-item checklist for
intervention evaluations [13] and Risk of Bias in
Non-randomized Studies of Interventions [14].

Data were analyzed according to the coding categories and
outcomes. Where there were multiple studies reporting the same
outcome for the same intervention-comparator comparison for
the same population, we conducted meta-analysis using
Comprehensive Meta-Analysis software (Biostat Inc). All
outcomes were stratified and presented by key population.
Findings were summarized in Grading of Recommendations,

Assessment, Development, and Evaluations (GRADE) evidence
profile tables using GRADEPro, prioritizing RCT data over
observational data where available.

Values and Preferences Review
The same search terms were used to search and screen for
studies to be included in the values and preferences review.
Studies were included in this review if they presented primary
data examining the values and preferences of potential
beneficiaries, communities, providers, and stakeholders for
web-based service delivery interventions. These studies could
be qualitative or quantitative in nature but had to present primary
data collection; think pieces and review articles were not
included. Values and preferences literature was summarized
qualitatively and was organized by study design and
methodology, location, and population.

Cost and Resource Needs
The same search terms were used to search and screen for
studies to be included in the cost review. Studies were included
in this review if they presented primary data comparing cost,
cost-effectiveness, cost utility, or cost-benefit of the intervention
and comparison listed in the PICO question or if they presented
cost-effectiveness of the intervention as it relates to the PICO
outcomes listed in Table 1. We qualitatively summarized the
cost literature. We organized the cost literature into 4 categories
(health sector costs, other sector costs, patient or family costs,
and productivity impacts) and presented it by study design or
methodology, location, and population within each category.

Results

Overview
Our database search yielded 4622 records, and we identified
another 6 through hand searching and secondary searching
(Figure 1). Of the 2711 unique records, 73 (2.69%) were retained
for full-text review. Ultimately, we included 3 articles in the
effectiveness review on web-based outreach [15-17], 7 articles
in the effectiveness review on web-based case management
[18-24], 3 articles in the effectiveness review on targeted
web-based health information [25-27], 15 articles in the values
and preferences review [24,27-40], and 1 article in the costs
review [27].
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart depicting the search and screening process.

Effectiveness Review
A total of 2 RCTs [16,17] and 1 serial cross-sectional study
[15], all among men who have sex with men, were included in
the effectiveness review of web-based outreach; 4 RCTs
[20,21,23,24] and 3 observational studies [18,19,22] among
men who have sex with men, trans and gender-diverse people,
and people in prisons and other closed settings were included

for web-based case management; and 2 RCTs [25,26] and 1
observational study [27], all among men who have sex with
men, were included for targeted web-based health information.
Descriptive data for the included articles are presented in Table
2, risk of bias assessments are presented in Multimedia
Appendix 2 [15-27], and findings by PICO outcome within each
intervention category in GRADE evidence profiles are presented
in Multimedia Appendix 3 [15-27].
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Table 2. Description of studies included in the effectiveness review.

OutcomesComparisonInterventionDisease focusPopulation; sample
size; location

Study; design

Web-based outreach

HIV testing and
syphilis testing

Conventional HIV test-
ing programs routinely
provided by local cen-

Integrated web-based HIV testing:
an HIV testing intervention was
developed through a national im-

HIV and STIscMSMb; N=1381;
China

Tang et al [16], 2018;
stepped-wedge cluster

RCTa

ters for disease controlage contest, a regional strategy
and community-based
organizations

design-a-thon, and local message
contests. The final intervention in-
cluded a multimedia HIV testing
campaign, a web-based HIV test-
ing service, and local testing pro-
motion campaigns tailored for
MSM.

HIV self-testingBrief video about self-
administering the oral

Web-based HIV self-testing via
WeChat: intervention participants

HIV and STIsMSM; N=100;
China

Zhu et al [17], 2019;
RCT

HIV self-testing kitreceived 2 oral HIV self-testing
(baseline procedures
only)

kits and 6-month access to WeTest
(a private WeChat group that pro-
vided app-based messages and re-
ferrals to HIV services, ie, brief
informational messages on HIV,
STIs, and HIV testing; first-person
stories about people diagnosed and
living with HIV; local data about
HIV and STI among MSM; news
about national policies related to
HIV; stories about general health
concerns of MSM; video or textual
information about using the oral
HIV self-testing kit; and 2-way
communication between partici-
pant and WeTest team).

Total contacts with
MSM by public

Pre-Grindr outreach
implementation

Outreach via Grindr: suburban
public health department in San
Mateo County, California, used a

HIV and STIsMSM; N=NRd;
United States

Lampkin et al [15],
2016; serial cross-sec-
tional health department,

HIV primary care,social networking smartphone app
and HIV and STI
testing

designed for gay and bisexual men
as a platform to engage MSM in
STI outreach, education, and test-
ing (screening and linkage to care).

Web-based case management

Received HIV pri-
mary care, current-

Did not complete inter-
vention

Six-month digital HIV care naviga-
tion intervention (connected to
personal HIV care navigator via

HIVMSM and TGe

(HIV+, aged 18-34
years); N=120;
United States

Arayasirikul et al
[18], 2020; prepost

ly taking ARTf,
and viral suppres-
sion

SMS text messaging) to improve
engagement in HIV care.

HIV and STI test-
ing

Web-based provider di-
rectory page only

Web-based, tailored HIV and STI
testing intervention, with baseline
assessment and access to a tai-
lored, personalized website.

HIVPRISg (HIV+
adults soon to be
released); N=238;
United States

Brantley et al [19],
2019; cohort

HIV testingNo treatmentMobile app “SUPh” for repeat HIV
testing (monthly My Health Sur-

HIVMSM (HIV−);
N=113; United
States

Horvath et al [23],
2020; RCT

vey to recommend next test date;
prevention “411” directory with
HIV and STI information).

ART adherenceNo treatmentMobile app “APP+” to improve

ART adherence (IMBi HIV and

HIVMSM (HIV+ stim-
ulant users); N=90;
United States

Horvath et al [24],
2019; RCT

ART content, choose-your-own-
adventure story, and medication
self-monitoring).
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OutcomesComparisonInterventionDisease focusPopulation; sample
size; location

Study; design

Engagement in
HIV care

Opioid overdose preven-
tion video and HIV
providers or resources
printout

“CARE+Corrections” program to
enhance HIV care engagement
(computerized motivational inter-
view or individual risk reduction
plan) and SMS text messaging af-
ter release.

HIVPRIS (HIV+ adults
soon to be or re-
cently released);
N=110; United
States

Kuo et al [20], 2019;
RCT

PrEP adherenceMobile app with youth-
friendly services only

Mobile app with youth‐friendly

services plus a mobile PrEPj app
(self-assessment of HIV risk, re-
wards, and reminders for PrEP and
clinic appointments).

HIVMSM and TG
(HIV−, aged 15-19
years); N=200;
Thailand

Songtaweesin et al
[21], 2020; RCT

Viral suppressionOn-site management by
correctional facility
physicians

Telemedicine (managed by a uni-
versity-based multidisciplinary
subspecialty team via a
telemedicine clinic).

HIVPRIS (HIV+);
N=1201; United
States

Young et al [22],
2014; cohort

Targeted web-based health information

Hepatitis A virus,
hepatitis B virus,
and human papillo-
ma virus vaccina-
tion and HIV and
STI testing

Access to the web-
based provider directo-
ry (no personalized or
tailored content)

The tailored website included
content customized based on prior
testing experiences and motiva-
tions, barriers and resources to
testing, and important values
(gathered during baseline assess-
ment). These personalized mes-
sages were included in web-based
content, for example: STI facts;
personal motivations, values, and
strengths assessment regarding STI
testing; exploration of barriers (eg,
financial costs, social norms, and
prioritization) to the participant’s
desire to get tested for HIV and
STIs; and a listing of providers.

HIV and STIs
(hepatitis A
virus, hepatitis
B virus, human
papilloma virus,
chlamydia, gon-
orrhea, and
syphilis)

MSM; N=130;
United States

Bauermeister et al
[26], 2015; RCT

HIV testingPeer leaders on Face-
book to deliver informa-
tion on general health

Project Harnessing Online Peer
Education: social networking or
peer leaders on Facebook to deliv-
er information on HIV prevention
or discuss HIV-related topics both
individually and as a group via
chat, wall posts, and personal
messages over 12 weeks.

HIVMSM; N=112;
United States

Young et al [25],
2013; RCT

J Med Internet Res 2022 | vol. 24 | iss. 12 |e40150 | p.181https://www.jmir.org/2022/12/e40150
(page number not for citation purposes)

Yeh et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


OutcomesComparisonInterventionDisease focusPopulation; sample
size; location

Study; design

Syphilis testingPrecampaignThe Winnipeg Regional Health
Authority developed a campaign
in 2014 highlighting the syphilis
outbreak and the importance of
seeking testing. Over 1 month, ad-
vertisements appeared on 4 web-
platforms: Grindr, Facebook,
Squirt, and the Gay Ad Network.
When clicked, the advertisements
would direct the user to an informa-
tion website.

STIs (syphilis)MSM; N=NR;
Canada

Ross et al [27], 2016;
serial cross-sectional

aRCT: randomized controlled trial.
bMSM: men who have sex with men.
cSTI: sexually transmitted infection.
dNR: not reported.
eTG: trans and gender-diverse people.
fART: antiretroviral therapy.
gPRIS: people in prisons and other closed settings.
hSUP: Status Update Project.
iIMB: Information-Motivation-Behavioral.
jPrEP: preexposure prophylaxis.

Web-Based Outreach
One stepped-wedge RCT among 1381 men who have sex with
men in China compared integrated web-based HIV testing
(multimedia HIV testing campaign, web-based HIV testing
service, and local testing promotion campaigns tailored for men
who have sex with men) with conventional HIV testing routinely
provided by local centers for disease control and
community-based organizations [16]. Another RCT among 100
men who have sex with men in China compared web-based
HIV self-testing via WeChat promotion or referrals with
watching a brief video about self-administering the oral HIV
self-testing kit [17]. A serial cross-sectional study among men
who have sex with men in the United States compared using
Grindr for STI outreach, education, and screening or linkage to
care with standard of care [15].

Two studies reported the impact of web-based outreach on
condom use. A stepped-wedge cluster RCT among men who
have sex with men in China found little or no difference in
self-reported condom use, comparing clusters who received the
web-based HIV testing intervention with conventional HIV
testing programs routinely provided by local centers of disease
control and community-based organizations (relative risk [RR]
1.00, 95% CI 0.86-1.17); with little risk of bias, this RCT
provided high-certainty evidence of no effect [16]. Another
RCT of men who have sex with men in China provided
low-certainty evidence that web-based outreach may make little
or no difference to self-reported condom use, regardless of
partner type (RR 0.90, 95% CI 0.39-2.06) [17].

The same 2 RCTs also reported on infection testing among men
who have sex with men in China. A meta-analysis provided
moderate-certainty evidence that the interventions increased
HIV testing (RR 1.39, 95% CI 1.21-1.60) [16,17]. One RCT

provided moderate-certainty evidence of probably no difference
in syphilis testing (RR 0.92, 95% CI 0.70-1.21) [16].

One serial cross-sectional study among men who have sex with
men in the United States provided moderate-certainty evidence
that the intervention probably reached more previously
unreached people [15]. When only traditional outreach methods
were used (October 2011 to March 2012), the local public health
department had contact with 60 men who have sex with men.
After implementing outreach via Grindr (October 2013 to March
2014), the department had contact with 816 men who have sex
with men. There was no denominator to calculate the rates and
possible confounding from other factors, creating a potential
risk of bias.

No studies provided comparative outcomes on other measures
of the use of prevention services or on treatment initiation.

Web-Based Case Management
A total of 3 RCTs [20,23,24] and 3 comparative observational
studies [18,19,22] examining web-based case management were
conducted in the United States, and an additional RCT was
conducted in Thailand [21]. Furthermore, 4 studies were
conducted among men who have sex with men [18,21,23,24]
(2 also included transgender women [18,21]), and 3 studies
were conducted among people in prisons and other closed
settings [19,20,22] (2 of which examined postrelease linkage
or engagement in care [19,20]). All interventions were designed
for web-based case management of primarily HIV services,
whether in terms of engagement in preexposure prophylaxis
services [21], HIV and STI testing [19,23], or linkage to care,
antiretroviral therapy adherence, and HIV care engagement
[18,20,22,24].

One RCT among men who have sex with men and transgender
women in Thailand provided low-certainty evidence that
web-based case management probably had no effect on the use
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of prevention services. This study compared preexposure
prophylaxis adherence among those who used a web-based case
management app with those who did not (RR 1.12, 95% CI
0.78-1.59) [21].

One RCT among men who have sex with men in the United
States showed no difference in the uptake of repeat HIV testing
with web-based case management (RR 1.24, 95% CI 0.78-1.95)
[23] but with very low certainty.

A cohort study among prisoners living with HIV in the United
States found that there may be no difference in linkage to care
after release from prison, comparing those who used a
web-based tailored or personalized website with those who only
had access to a web-based provider directory web page (RR
1.09, 95% CI 0.92-1.29; low-certainty evidence) [19]. Another
cohort study among men who have sex with men and
transgender women in the United States found a modest increase
in the proportion of those who received primary HIV care in
the last 6 months, comparing those who completed a 6-month
digital HIV care navigation intervention with those who did not
(RR 1.20, 95% CI 1.01-1.42; low-certainty evidence) [18].

One RCT in the United States among 90 men who have sex
with men, who are living with HIV, and who use stimulants
provided moderate-certainty evidence of probably higher overall
antiretroviral therapy adherence in the intervention than in the
control arm at 4 months (intervention: self-reported percentage
ART adherence in the past 30 days 89% [95% CI 83.4-94.6] vs
control: 77.2% [95% CI 66.7-87.7]; difference: 11.8% [95% CI
0.34-23.2]; P=.04), but 2 months later at 6 months, the
improvements in adherence had probably dissipated
(intervention: 85.3% [95% CI 80.0-90.6] vs control: 89.0%
[95% CI 83.2-94.9]; difference: −3.7% [95% CI −11.4 to 4.0];
P=.34) [24].

One RCT among 110 people living with HIV who were recently
incarcerated in the United States provided low-certainty
evidence that web-based outreach may make little or no
difference in engagement in HIV care, measured by having seen
an HIV care provider in the community at least once in the past
24 weeks (RR 0.98, 95% CI 0.85-1.12) [20]. A cohort study
among 120 men who have sex with men and transgender women
living with HIV in the United States provided low-certainty
evidence that web-based case management may make little to
no difference in the proportion of people in each group
self-reporting currently taking antiretroviral therapy (RR 1.19,
95% CI 0.97-1.45) [18].

The RCT among recently incarcerated persons living with HIV
in the United States also provided low-certainty evidence that
receiving a computerized motivational interview and individual
risk reduction plan prerelease plus SMS text messaging about
care navigation after release may make little or no difference
to HIV viral suppression (laboratory-assessed viral load <200
copies/mL; RR 0.97, 95% CI 0.69-1.36) [20]. Similarly, a cohort
study among men who have sex with men and transgender
women living with HIV in the United States found that using
web-based case management was associated with little or no
difference in viral suppression (self-reported viral load <200
copies/mL; RR 1.05, 95% CI 0.79-1.40) [18], but another cohort
study among 1201 incarcerated persons in the United States

provided moderate-certainty evidence of probable improvement
in the proportion of participants who had laboratory-assessed
HIV virologic suppression at any of their first 6 care visits (RR
1.53, 95% CI 1.43-1.64) [22].

No studies measured our other outcomes of cure or mortality.

Targeted Web-Based Health Information
None of the included articles precisely fit our topic definition
for “targeted web-based health information,” but 3 articles were
close enough to give a general idea of its effectiveness; the
observational study may have been the closest to the intervention
we desired to evaluate. This serial cross-sectional study among
men who have sex with men in Winnipeg, Canada, compared
syphilis testing rates before and after a social media campaign
highlighting the syphilis outbreak and the importance of seeking
testing, where advertisements on 4 web-based platforms (Grindr,
Facebook, Squirt, and the Gay Ad Network) brought users to
an information website connecting them with testing [27]. One
RCT among 130 men who have sex with men in the United
States compared participants who had access to a website
customized to the user based on their personal prior testing
experiences and motivations, barriers, and resources to testing
with those who received access to a web-based provider
directory with no tailored content [26]. Another RCT among
112 men who have sex with men in the United States compared
having social networks or peer leaders on Facebook delivering
HIV information in group settings and individually (via chat,
wall posts, and personal messages) with peer leaders on
Facebook delivering general health information [25].

One RCT among men who have sex with men in the United
States provided low-certainty evidence that targeted web-based
health information may make little or no difference in HIV
testing (following up for HIV test result after requesting an HIV
self-test kit and returning the kit; RR 3.56, 95% CI 0.32-39.65),
although more participants in the intervention arm requested
the kit than those in the control arm [25]. A serial cross-sectional
study among men who have sex with men in Canada provided
low-certainty evidence of little or no difference in the number
of people who ordered a syphilis test before, during, or after a
syphilis testing web-based advertisement campaign (RR 1.00,
95% CI 0.94-1.07) [27]. Another RCT among men who have
sex with men in the United States found no impact of targeted
web-based health information on HIV and STI testing (RR 1.46,
95% CI 0.72-2.94), although the sample size was small and the
certainty of evidence was very low [26].

One RCT among men who have sex with men in the United
States provided very low-certainty evidence on whether targeted
web-based health information improves uptake of prevention
services: no vaccinations for STIs were conducted in either arm,
but sample sizes were very small (68 in the intervention arm
and 36 in the control arm) [26].

No studies measured other outcomes of interest: treatment for
HIV, VH, and STIs, treatment retention or completion for HIV,
VH, and STIs, viral load testing or suppression, cure, or
mortality.
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Values and Preferences Review
Three cross-sectional studies examined the values and
preferences around web-based outreach for key populations.
These were conducted among men who have sex with men in
Spain [36], men who have sex with men in China [40], and
people who self-identified as a sexual or gender minority in
East Africa [39]. Another 7 studies—all among men who have
sex with men in the United States—examined values and
preferences around web-based case management, sometimes in
the context of assessing pilot programs [24,30-35]. Three studies
in Canada, England, and the United States explored values and
preferences around targeted web-based health information, all
among men who have sex with men [27-29]. Specific data from
each included article in the values and preferences review are
presented in Multimedia Appendix 4 [24,27-40].

Regarding web-based outreach, in Spain, men who have sex
with men thought it was acceptable to receive unsolicited
messages about rapid HIV, syphilis, and hepatitis C testing on
social media or hookup apps [36]. In Uganda, Tanzania,
Rwanda, South Sudan, and Kenya, almost half of the survey
respondents who self-identified as a sexual or gender minority
were very likely to engage in a sexual health program if outreach
was conducted on the web, over SMS text message, or over
email [39]. In China, men who have sex with men reported high
interest and willingness to use a “men who have sex with
men-friendly physician finder function” within gay mobile apps
[40].

Regarding web-based case management, men who have sex
with men in China expressed interest in features and functions
related to sexual health that could be embedded into existing
smartphone apps or developed as stand-alone apps [35]. Men
who have sex with men in the United States were strongly in
favor of a smartphone app developed for web-based case
management [31]. Positive features of such apps included their
ease of use (eg, easy to navigate, fast, and convenient), the
ability to set reminders or alarms to take medication at a certain
time each day, trackers for adherence, and communication with
providers, which helped users feel supported in their care
process. However, several studies mentioned concerns about
ensuring confidentiality in the web-based environment
[24,30,31].

When asked about targeted web-based health information
specifically, men who have sex with men expressed a diverse
range of acceptability, ranging from indifference to frustration
to enabling care seeking to influencing risk behaviors, and most
were comfortable interacting with health services on the web,
including through platforms that are not typically for health
services, such as geosocial networking sites, for example,
Facebook, or dating apps, for example, Grindr [27-29]. One
study found that targeted web-based health information provided
through hookup sites may garner more interest or be more
acceptable than standard social media [27].

In 2 qualitative studies among frontline outreach workers,
managers, or public health volunteers who worked with men
who have sex with men in Canada [37,38], participants said
that web-based technologies have reshaped the gay or queer
community, have changed norms for social or sexual

interactions, and can help reach out to hard-to-reach people.
These studies found that web-based outreach generally allowed
for more nonintrusive and anonymous communication
(beneficial for clients), and that quick feedback helped them to
be responsive to user needs. Respondents also noted some
barriers to web-based outreach, such as quality of service,
collaborations between outreach service agencies and companies
that own apps and websites, budgetary and staff or volunteer
capacity constraints, and data security and safety. On the basis
of their experience, service providers described 4 ethical
dilemmas as outreach moved to web-based platforms: (1)
managing personal or professional boundaries with clients, (2)
disclosing personal or identifiable information to clients, (3)
maintaining client confidentiality and anonymity, and (4)
security and data storage measures of web-based information.

Cost Review
Only 1 study was identified for the cost review [27]. This study
among men who have sex with men in Canada found that
syphilis testing campaign advertisements had the lowest
cost-per-click ratio on the hookup platforms Grindr and Squirt,
compared with more traditional social media platforms such as
Facebook and the Gay Ad Network. No studies measured
cost-effectiveness.

Discussion

Principal Findings
Overall, our effectiveness review found comparable outcomes
when using web-based service delivery methods compared with
standard of care, indicating that web-based approaches may be
at least as effective as face-to-face services in terms of reaching
new people, use of HIV and STI prevention services, and linkage
to and retention in HIV care. However, the certainty of evidence
for many outcomes in the effectiveness review was generally
moderate or low, and for several PICO outcomes, either no
statistically significant effect was reported or no studies
measured the outcome of interest. These findings are broadly
similar to those of other systematic reviews of digital health
interventions with diverse health topics and populations [41-43].
When considering the values and preferences of end users and
health workers, we generally found that web-based services for
key populations were feasible and acceptable, similar to findings
from other more general systematic reviews [44-46]. One cost
study found that targeted messaging using web-based dating
platforms may reach more end users than traditional web-based
social media platforms. Programmatic descriptions from FHI
360’s “Going online budgeting guide” designed to help
accelerate the impact of HIV programs [47] show a wide range
of costs for programs, depending on scope of work, including
but not limited to country or regional costs, connectivity level,
program intensity or scale, vendors, in-person trips or training
needs, and equipment needs.

For some people who are unable to attend face-to-face services,
web-based services may offer their only means of accessing
information, support, referral, and case management. A study
among youth found that web-based sexual health information
is most valuable to youth who lack alternatives, and youth were
more likely to take follow-up action if they had sought
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information for reasons related to privacy or having no one to
ask, especially among gender minority youth [48]. However,
some people have limited access to the internet, low reading
ability, or low digital literacy; therefore, web-based services
may not meet the needs of the most vulnerable. Potential harms
relating to data security and confidentiality are of particular
concern for key populations who may engage in criminalized
and stigmatized activities and experience discrimination, arrest,
or harassment if confidentiality is breached. These could also
be issues for people who share devices, younger key populations,
or groups such as sex workers who may change devices
frequently. The ethics surrounding data mining are of special
concern when targeting health information using social media
platforms. However, capacity building of outreach staff and
health workers regarding data security and confidentiality could
mitigate this challenge. Other limitations to web-based services
may include loss of in-person rapport and relationships when
counseling and financial costs for end users (such as internet or
airtime or for-profit apps).

Web-based services should be an additional, complementary
approach within larger HIV, STI, and VH programs for key
populations. Web-based services could be an important
additional way to reach more people, reduce costs, reduce
waiting times (by reducing clinic attendance), and allow more
time for more complex case management in health facilities.
Systematic planning on how web-based services can
complement other services and target audiences should be
conducted, with key populations playing a central role in design,
implementation, and monitoring. Content development should
be informed by appropriate and accurate health content and
information aligned with recommendation practices (eg, from
health program guidelines or evidence-based normative
practices) and country policies for platform and language use
[49]. In addition, maintenance of safety and security measures
of web-based services will be required [50].

This review had several strengths. We conducted a
comprehensive search across multiple databases as well as a
hand search and secondary search. We assessed the
methodological quality of the included articles and examined
not only the effectiveness of web-based services for key
populations but also end users’ and health workers’ values and
preferences and costing. However, the available published
research on web-based services for key populations was
conducted mainly among men who have sex with men in
high-income countries, and web-based service delivery options
were usually limited to HIV prevention and treatment services.
Among the included studies, we were only able to meta-analyze
1 outcome that provided comparable measurement methods for

similar populations. Further research is needed on web-based
services for other key populations in low- and middle-income
settings and their effect on outcomes related to STI and VH.
More research is needed on the cost-effectiveness of different
types of web-based services for key population groups. Although
many government- and community-based programs are already
using web-based services for key populations, suggesting that
it is a feasible intervention in many settings [51], these could
not be included in our effectiveness review because no explicit
comparison has been made between their web-based service
delivery and in-person modalities. Finally, we excluded SMS
text messaging interventions and other digital health
interventions that were not primarily conducted on the web.
Although we did this purposefully to narrow this review’s focus,
we are not able to comment on the effectiveness, values and
preferences, or costs related to these other approaches.

Using the evidence from this review and discussion among the
experts in the WHO Key Population Guideline Development
Group, the new consolidated WHO guideline for key populations
includes a new conditional recommendation based on
low-certainty evidence: “Online delivery of HIV, viral hepatitis,
and STI services to key populations may be offered as an
additional option while ensuring that data security and
confidentiality are protected” [11].

Following this review’s search cutoff date and the WHO
guideline development group meeting that led to the above
recommendation, several study protocols [52,53] have been
published for forthcoming RCTs, suggesting a growing evidence
base for this topic.

Conclusions
Web-based services for HIV, VH, and STIs are becoming
increasingly common, especially in high-income settings, and
are generally accepted by end users and health workers,
suggesting their feasibility as an additional option for service
delivery for key populations. Although largely acceptable, there
will be people who do not wish to access web-based services
and prefer face-to-face communication with health workers.
This review of the extant peer-reviewed literature suggests that
web-based service delivery may be a feasible and acceptable
approach to expanding services to key populations with similar
outcomes as standard of care; however, more research is needed
on how to improve the effectiveness of these web-based service
delivery interventions. Further research is also needed in
low-resource settings, among key populations who are not men
who have sex with men, and with infections other than HIV (ie,
VH and STIs).
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Abstract

Background: eHealth tools such as patient portals and personal health records, also known as patient-centered digital health
records, can engage and empower individuals with chronic health conditions. Patients who are highly engaged in their care have
improved disease knowledge, self-management skills, and clinical outcomes.

Objective: We aimed to systematically review the effects of patient-centered digital health records on clinical and patient-reported
outcomes, health care utilization, and satisfaction among patients with chronic conditions and to assess the feasibility and
acceptability of their use.

Methods: We searched MEDLINE, Cochrane, CINAHL, Embase, and PsycINFO databases between January 2000 and December
2021. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines were followed. Eligible studies
were those evaluating digital health records intended for nonhospitalized adult or pediatric patients with a chronic condition.
Patients with a high disease burden were a subgroup of interest. Primary outcomes included clinical and patient-reported health
outcomes and health care utilization. Secondary outcomes included satisfaction, feasibility, and acceptability. Joanna Briggs
Institute critical appraisal tools were used for quality assessment. Two reviewers screened titles, abstracts, and full texts. Associations
between health record use and outcomes were categorized as beneficial, neutral or clinically nonrelevant, or undesired.

Results: Of the 7716 unique publications examined, 81 (1%) met the eligibility criteria, with a total of 1,639,556 participants
across all studies. The most commonly studied diseases included diabetes mellitus (37/81, 46%), cardiopulmonary conditions
(21/81, 26%), and hematology-oncology conditions (14/81, 17%). One-third (24/81, 30%) of the studies were randomized
controlled trials. Of the 81 studies that met the eligibility criteria, 16 (20%) were of high methodological quality. Reported
outcomes varied across studies. The benefits of patient-centered digital health records were most frequently reported in the
category health care utilization on the “use of recommended care services” (10/13, 77%), on the patient-reported outcomes
“disease knowledge” (7/10, 70%), “patient engagement” (13/28, 56%), “treatment adherence” (10/18, 56%), and “self-management
and self-efficacy” (10/19, 53%), and on the clinical outcome “laboratory parameters,” including HbA1c and low-density lipoprotein
(LDL; 16/33, 48%). Beneficial effects on “health-related quality of life” were seen in only 27% (4/15) of studies. Patient satisfaction
(28/30, 93%), feasibility (15/19, 97%), and acceptability (23/26, 88%) were positively evaluated. More beneficial effects were
reported for digital health records that predominantly focus on active features. Beneficial effects were less frequently observed
among patients with a high disease burden and among high-quality studies. No unfavorable effects were observed.
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Conclusions: The use of patient-centered digital health records in nonhospitalized individuals with chronic health conditions
is potentially associated with considerable beneficial effects on health care utilization, treatment adherence, and self-management
or self-efficacy. However, for firm conclusions, more studies of high methodological quality are required.

Trial Registration: PROSPERO (International Prospective Register of Systematic Reviews) CRD42020213285;
https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=213285

(J Med Internet Res 2022;24(12):e43086)   doi:10.2196/43086
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Introduction

Background
The prevalence and disease burden of chronic health conditions
is on the rise. The World Health Organization predicts that by
2030, chronic noncommunicable health conditions will account
for >50% of the total disease burden [1,2]. In particular,
cardiovascular conditions, cancer, respiratory conditions, and
diabetes have the highest morbidity and mortality [1]. Currently,
60% of the US population has at least 1 chronic condition and
42% of the population has multiple chronic conditions [3]. This
results in a high individual disease burden owing to the large
impact on social participation and required patient
self-management skills. Self-management refers to a person’s
ability to manage the clinical, psychosocial, and societal aspects
of their illness and its care [4]. In contrast, self-efficacy is a
person’s belief that he or she can successfully execute this
behavior [4]. Apart from a high individual disease burden, the
prevalence of chronic conditions imposes a high macroeconomic
burden [5]. Furthermore, an increasing shortage of health care
providers is expected, among others in the United States [6]
and Europe [7,8]. In combination with the increased pressure
put on health systems by unexpected events such as the
COVID-19 pandemic, this shortage threatens the delivery of

essential health services [9]. To preserve the access to care for
all patients, new technologies are increasingly being developed
and adopted, including patient-centered digital health records.

Such patient-centered digital health records can significantly
help engage and empower patients with a chronic health
condition [10-13]. Patient-centered digital health records enable
patients to take on a more active role in their care by allowing
them to view parts of their medical records, such as medication
lists, laboratory and imaging results, allergies, and
correspondence. Other common features include secure
messaging, requesting prescription refills, video consultation,
paying bills, and managing appointments. Examples of
patient-centered digital health records include patient portals
and personal health records (PHRs). Patient-centered digital
health records differ in the volume and detail of the provided
medical data, functionalities, and level of patient control, as
shown in Textbox 1. Highly engaged patients are reported to
have increased disease knowledge, better self-management,
more self-efficacy, and improved clinical outcomes [14-16].
The effects of using patient-centered digital health records may
be most substantial for patients with chronic conditions. Many
self-management skills are required, and their potential gains
are the highest. Not only patients but the entire health care
system might benefit from an increased adoption of
patient-centered digital health records.

Textbox 1. Proposed taxonomy of patient-centered digital health records [10,17-21].

• Electronic health record (EHR): a digital version of a health care provider’s paper chart, used by health care professionals alone. Patients cannot
access data in an EHR. An EHR might contain data from one health care institution or from multiple institutions. Its scope can range from regional,
to national, or international.

• Patient portal: the patient-facing interface of an EHR that enables people to view sections of their medical record. This might include access to
test results, medication lists, or therapeutic instructions. Health care providers or health care offices determine what health information is accessible
for patients. Patient portals often have additional features such as patient-professional messaging, requesting prescription refills, scheduling
appointments, or communicating patient-reported outcomes. By definition, patient portals are “tethered,” in which “tethered” refers to a patient
portal’s connection to an EHR. Occasionally, a patient portal is referred to as a tethered personal health record (PHR).

• PHR: a PHR is similar to a patient portal and can have similar features. However, the main difference is that contents are managed and maintained
by individuals, not health care providers. People can access, manage, and share their health information, and that of others for whom they are
authorized, such as parents or caretakers. Health information from different health care institutions may reside in a single patient-managed PHR.
In general, PHRs are not tethered unless otherwise specified. Few tethered PHRs currently exist but are increasingly being developed [22].

• Patient-centered digital health records: an umbrella term referring to patient portals, tethered PHRs, and part of the untethered PHRs. Patient-centered
digital health records enable a 2-way exchange of health information between patients and the health care system and provide patients with the
ability to view, download, or transmit their health information on the web. This health information is updated at regular intervals. In addition, it
enables communication between patients and the health care system, either by adding or editing health information, exchanging patient-reported
outcomes, or by using communication tools such as messaging. Additional functionalities are often present.

• “Electronic medical record” is an outdated term [21]. It can be considered a professional-centered EHR with limited functionalities.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e43086 | p.191https://www.jmir.org/2022/12/e43086
(page number not for citation purposes)

Brands et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.2196/43086
http://www.w3.org/Style/XSL
http://www.renderx.com/


Currently, huge investments of time and resources are made in
patient-centered digital health records. However, limited insight
exists in how the use of patient-centered digital health records
by patients with a broad range of chronic conditions affects
clinical and patient-reported outcomes and health care
utilization. Moreover, we lack an overview of their effects on
patient satisfaction, and the feasibility and acceptability of their
use by people with chronic conditions. Previous systematic
reviews focused on one health condition [23], focused on one
type of digital health record [24-27], investigated a select set
of health outcomes [24,26,28], or are now obsolete in this
rapidly changing technological landscape [23,25,27].

Objectives
Therefore, in this systematic review, we summarized the
available evidence on patient-centered digital health records.
Our primary objective was to assess how patient-centered digital
health records for nonhospitalized patients with chronic
conditions affect clinical and patient-reported health outcomes
and health care utilization. Our secondary objective was to
evaluate patient satisfaction with and feasibility and acceptability
of using patient-centered digital health records. Results of this
systematic review may help guide future development and
implementation.

Methods

The protocol for this study was registered in the International
PROSPERO (International Prospective Register of Systematic
Reviews) Register of Systematic Reviews (CRD42020213285)
[29]. The PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines were followed [30].

Literature Search
A medical librarian (MB) conducted the original literature search
using the following databases: MEDLINE, Cochrane Library,
CINAHL, Embase, and PsycINFO. All original studies
published between January 1, 2000, and December 1, 2020,
were assessed. A search update in MEDLINE was performed
for all studies published between December 1, 2020, and
December 31, 2021. Multimedia Appendix 1 presents the full
search strategy. Articles published before 2000 were excluded
because of the rapidly changing field of digital health technology
[30].

Eligibility Criteria
Patient-centered digital health records were defined as mobile
health (mHealth) or eHealth technologies that enable a 2-way
exchange of health information between patients and the health
care system, such as patient portals, PHRs, or mHealth apps
with a health record functionality. A patient-centered digital
health record provides patients with the ability to view,
download, or transmit their health information on the web. This
health information was updated at regular intervals. In addition,
a patient-centered digital health record allows for
communication between patients and the health care system,

either by adding or editing health information, exchanging
patient-reported outcomes, or by using communication tools
such as messaging. Several other functionalities are common,
but were not considered essential; for example, appointment
scheduling, requesting prescription refill, viewing educational
material, using decision support tools, and using connected
wearables. Exclusion criteria were nondigital health records,
digital health records intended for hospitalized patients, and
digital health records that are not accessible to patients, such as
the clinician-facing components of the electronic health record
(EHR).

Studies
Studies investigating patient-centered digital health records
intended for nonhospitalized patients with a chronic health
condition were included. Only studies published in English were
included. Eligible studies included randomized controlled trials
(RCTs), quasi-experimental studies, nonexperimental
observational studies (including cohort and cross-sectional
studies), and pilot or feasibility studies. Of mixed methods
studies, only nonqualitative parts were used for data extraction.
Studies that only described health care providers’ experiences
were excluded.

Participants
Studies on patients with a chronic health condition of all age
groups were considered. Chronic conditions included all diseases
with a moderate to high disease burden and moderate to high
impact on daily life. Consequently, these conditions demand
considerable self-management skills from patients to manage
the clinical, psychosocial, and societal aspects of chronic
condition and its care. The selection of chronic conditions
included in our search strategy was based on the Charlson
Comorbidity Index, other literature, and clinical expertise
[31,32]. Diseases included cancer, arthritis, HIV, AIDS, asthma,
chronic obstructive pulmonary disease, chronic heart conditions,
hematologic disease, chronic kidney disease, celiac disease,
inflammatory bowel disease, cystic fibrosis, diabetes mellitus,
and multiple sclerosis (MS).

Outcomes
Studies were required to report at least one primary or secondary
outcome. Primary outcomes were clinical outcomes (including
disease events and complications, vital parameters, and
laboratory parameters), patient-reported outcomes (including
self-management and self-efficacy, patient engagement,
health-related quality of life (HRQoL), stress and anxiety, and
treatment adherence), and health care utilization (including the
number of emergency department [ED] visits and
hospitalizations, the use of preventive or recommended care
services by patients, and regular workload for health care
professionals). Secondary outcomes included technology-related
outcomes (including patient satisfaction, feasibility, and
acceptability). Definitions and examples of these 13 outcomes
are presented in Table 1.
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Table 1. Definitions and examples of all health outcomes included in this systematic review.

Definitions and examplesIncluded study outcomes

Clinical outcomes

Disease events and
complications

• For example, asthma exacerbation, chronic kidney disease progression, and death

Vital parameters • For example, blood pressure, BMI, weight, and respiratory parameters

Laboratory parameters • For example, HbA1c
a, LDLb, cholesterol, eGFRc, HIV viral load, and CD4+ T-cell count

Patient-reported outcomes

Self-management and
self-efficacy

• Self-management is a person’s ability to manage the clinical, psychosocial, and societal aspects of illness and its
care.

• Self-efficacy is the belief that a person can successfully execute this behavior (eg, measured by the validated Diabetes
Empowerment Scale) [4]

Patient engagement • Patient engagement comprises 3 suboutcomes:
• Patient activation: patients believe that their own role in managing their care is important, patients’confidence

and knowledge to take action, how much they take action, and if patients are capable of staying on course
under stress (eg, measured by the Patient Activation Measure PAM13) [33]

• Patient involvement: patients’ involvement and participation in treatment decisions, and patients’ involvement
in sharing information, preparing and conducting a medical consultation, and accepting instructions from
doctors and nurses [34] (eg, measured by the number of patients that is in possession of an Asthma Action
Plan)

• Disease knowledge: patients’ knowledge of a disease and its related care activities (eg, measured by the Brief
Diabetes Knowledge Test) [35]

Health-related quality
of life

• All aspects of one’s quality of life that are health-related, including physical functioning, social functioning, and
mental health (eg, measured by the 36-Item Short Form Survey SF-36) [36]

• A reduction in anxiety or stress was considered a suboutcome (eg, measured by the parenting stress index) [37]

Treatment adherence • The extent to which a person’s behavior (taking medication, following a diet, or the execution of lifestyle changes)
corresponds with health care providers’ recommendations [38] (eg, adherence to HIV medication)

Health care utilization: >all types of encounters between patients and health care providers, including EDd visits, hospitalizations, outpatient
clinic appointments, and telephone calls

ED visits and hospital-
izations

• Reductions in undesirable events (eg, reductions in emergency department visits and hospitalizations)

Recommended care
services

• Increased use of recommended care services by people with uncontrolled disease, and the improved use of preventive
care services (eg, follow-up outpatient clinic visits among people with uncontrolled HIV, eye examinations in
people with diabetes)

Regular workload • A decrease in regular workload for health care professionals (eg, patients use email instead of interruptive telephone
calls as a first method of contact)

Technology-related outcomes

Patient satisfaction • Patient satisfaction with accessing and using patient-centered digital health records
• Patient satisfaction with the effects of using patient-centered digital health records (eg, sense of control, perceived

quality of care)

Feasibility • Adherence to patient-centered digital health records and user retention rates, for which no universal cut-off values
are available

Acceptability • The perceived usability of patient-centered digital health records and how these affect behavior, as well as identified
facilitators and barriers

aHbA1c: glycated hemoglobin.
bLDL: low-density lipoprotein.
ceGFR: estimated glomerular filtration rate.
dED: emergency department.
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Data Extraction
Two independent reviewers (MB and SB) assessed titles,
abstracts, and full texts for eligibility. Disagreements were
resolved by discussion, if necessary, with a third reviewer (SG).

A modified, electronic version of the standardized Cochrane
data extraction form [39] was used to extract the following data
items: first author’s name; publication year; study design;
disease or diseases studied; study aim; country and setting;
participants’ age and sex; sample size; inclusion and exclusion
criteria; follow-up duration; description, features, and purpose
of the patient-centered digital health record and (if applicable)
of the comparator; size and description of the control group (if
applicable); device used; description of health outcomes and
results; and main study findings.

Quality Appraisal
For quality appraisal, Joanna Briggs Institute (JBI) critical
appraisal tools for RCTs, cross-sectional studies, cohort studies,
and quasi-experimental studies were used [40]. JBI tools were
modified to better suit the assessment of digital health record
studies. Several items were added, including adequate
patient-centered digital health record descriptions and selection
bias measures, as presented in Multimedia Appendix 2. As the
JBI tools differed in the number of items, all scores were
converted to a 15-point scale. Articles with a score of ³12 were
considered of “high quality,” between 8.5 and 11.9 of “medium
quality,” and <8.5 of “low quality.”

Data Synthesis
Associations between patient-centered digital health record use
and health outcomes were categorized in 3 groups: “beneficial,”
“neutral or clinically nonrelevant,” or “undesired.”
Categorizations were determined by our interpretation of study
findings, based on meaningful clinical effects and statistical
significance (P<.05), and could therefore differ from the authors’
conclusions. Statistical significance was considered relevant
only if the effect size were clinically significant. If available,
minimal clinically important differences were used to assess
effect sizes. The summarization of effects was based on the
vote-counting method, as no meta-analysis could be performed.
The findings were summarized for all conditions, grouped by
disease category (diabetes mellitus, cardiopulmonary diseases,
hematology-oncology diseases, and other diseases), and grouped
according to outcome type (clinical outcomes, patient-reported
outcomes, health care utilization, and technology-related
outcomes).

Subgroup Analyses
Several subgroup analyses were performed. The first subgroup
included conditions with a high disease burden. These included
conditions with either impaired social participation or that
require a high level of self-management skills. Impaired social
participation was defined as being unable to participate in work
or school or engage with friends and family as desired because
of the condition or its treatment. High self-management skills
are defined as recurrent actions demanded from patients to
prevent or treat the disease or its consequences, including high
disease-related knowledge needed to actively engage in
decision-making. This subgroup was determined based on
clinical expertise of the study team. Second, we assessed 2
subgroups: patient-centered digital health records that
predominantly offered passive features and those that
predominantly offered active features. Passive features are those
through which the patient receives information but does not
actively add information. Active features are those in which the
patient performs an action and actively engages with the digital
health record. The third subgroup of interest included studies
with high methodological quality. A sensitivity analysis was
performed to investigate whether our results were influenced
by poor quality studies. Finally, the subgroups of interest were
studies that included older participants (mean age >55 years),
a high number of female participants (>45%), or a racially
diverse population (<50% White participants).

Results

Overview
The search yielded 7716 unique publications. After screening
the titles and abstracts, 320 full-text articles were retrieved. A
total of 81 articles met the inclusion criteria. No non-English
articles that met the inclusion criteria were identified. Figure 1
shows the study PRISMA flowchart. In total, 1,639,556
participants were included in the studies of this systematic
review. Most (74/81, 91%) studies included only adult
participants. Of the total 1,369,913 participants, 99%
(n=1,629,660) were adults. Nine studies included children or
their parents, with a total number of 9297 children and 599
parents. Sample sizes of studies varied from 10 to 267,208
participants. Furthermore, 46% (747,370/1,639,556) of the
participants were female. Of the 81 included studies, health
literacy was reported by 7 (9%) studies and insurance status by
15 (20%) studies. Race distribution was reported by 74% (60/81)
of studies, of which 47 (78%) studies included a population of
which more than half were White and 26 (43%) studies of which
>75% were White.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. PC-DHR: patient-centered digital health
record.

Study Characteristics
Study characteristics are presented in Tables 2-5 (36 studies are
listed in Table 2; 11 studies are listed in Table 3, 14 studies are
listed in Table 4, and 20 studies are listed in Table 5). Most
investigated conditions were type 1 or 2 diabetes mellitus (37/81,
46%), cardiovascular conditions (14/81, 17%), and malignancies
(11/81, 14%). Studies were mostly conducted in the following
countries: United States (58/81, 72%), the Netherlands (7/81,
9%), Canada (5/81, 6%), and United Kingdom (3/81, 4%). In
addition, 30% (24/81) of the studies were RCTs, 27% (22/81)
were cross-sectional studies, 20% (16/81) were retrospective
observational cohort studies, and 23% (18/81) were
quasi-experimental studies, including pretest-posttest and
feasibility studies. One study was a secondary data analysis of
the intervention group in an RCT. Of the 55 studies that reported

follow-up durations, 6 (7%) studies had a follow-up of less than
a month, 25 (31%) studies between 1 and 6 months, 14 (17%)
studied between 7 and 12 months, and 10 (12%) studies of >12
months.

Explanations of the patient-centered digital health records
investigated in each study are presented in Tables 6-9.
Patient-centered digital health records range from a pilot patient
portal enabling patients to view a limited set of their medical
data to comprehensive PHRs, offering extensive data access
and enabling appointment scheduling and prescription refill
requests. A minority (12/81, 15%) of studies specifically
evaluated ≥1 digital health record features such as secure
messaging or a medication adherence module. In addition, 15%
(12/81) of studies used a hybrid approach to assess a
combination of a digital health record with a connected device,
or with training, coaching, or face-to-face visits.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e43086 | p.195https://www.jmir.org/2022/12/e43086
(page number not for citation purposes)

Brands et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Study characteristics of studies investigating diabetes mellitus (of 37 studies investigating diabetes mellitus, 36 are listed in Table 2).a

Racec

(White), n (%)
Genderc (fe-
male), n (%)

Age (years)c,
mean (SD)

Sample sizeStudy designBurdenbStudy population, dis-
ease, controlled?

Country, settingAuthor, year

48 (48)57 (57)56 (11)100Pilot or feasi-
bility

−Adults with DMd, on
high-risk medication

United States, 2 aca-
demic hospitals

Bailey et al
[41], 2019

NRg30 (56)9.1 (2.7):
Children

Ie=54, Cf=51Pilot or feasi-
bility

+Parents of children <13
years with DM type 1

Netherlands, 7 medi-
cal centers

Boogerd et
al [42], 2017

115 (91.3)69 (54.8)11 (NR)I=126, C=89Cross-sec-
tional

±Parents of children with

DM (or CFh or JIAi)

United States, 1 aca-
demic hospital

Byczkowski
et al [43],
2014

5119 (41)5493 (44)56 (12)I=12,485,
C=2831

Cohort−Adults with DMUnited States, outpa-
tient care organiza-
tion

Chung et al
[44], 2017

873 (78.73)405 (36.99)58 (12)1095Cross-sec-
tional

−Patients with DMUnited Kingdom,
Scotland’s health
system

Conway et al
[45], 2019

250 (61.1)235 (57.5)58 (12)kI=409,
C=1101

Cohort−Patients with DM type
2

United States, 6

PCPsj
Devkota et
al [46], 2016

47 (49)56 (58)53 (11)96Pilot or feasi-
bility

−Adults with DM type 2United States, 3
community centers

Dixon et al
[47], 2016

116,770 (43.7)127,458
(47.7)

NR267,208Cross-sec-
tional

−Adults with DMUnited States, inte-
grated health system

Graetz et al
[48], 2018

45,205 (40.56)51,545
(46.24)

64 (13)111,463Cross-sec-
tional

−Adults with DM with at
least 1 oral drug

United States, inte-
grated health system

Graetz et al
[49], 2020

117 (92.9)54 (42.9)59 (10)I=126,
C=118

RCTl−Adults with DM using
medication

United States, 11
PCPs

Grant et al
[50], 2008

NR22 (44)55 (14)I=50, C=107Cohort−Adults with DMCanada, 1 academic
hospital

Lau et al
[51], 2014

3134 (36)k4013 (46.1)61 (11)kI=8705,
C=9055

Cohort−Adults with DM type 2
using statins

United States, inte-
grated health system

Lyles et al
[52], 2016

41 (68)33 (55)58 (13)60Pilot or feasi-
bility

−Adults with DM type 2
using medication

United States, 4
medical centers

Martinez et
al [53], 2021

39 (95)15 (37)57 (8)I=41, C=36RCT+Adults <50 years with
uncontrolled DM type
1

United States, 1 dia-
betes clinic

McCarrier et
al [54], 2009

46 (74)39 (63)57 (8)I=62, C=13Cross-sec-
tional

−Adults with DM type 2
using medication

United States, 1 aca-
demic hospital

Osborn et al
[55], 2013

8055 (76.74)6205 (59.11)NRI=10,497,
C=90,522

Cohort−Adults with DM or

HTm
United States, inte-
grated health system

Price-Hay-
wood and
Luo [56],
2017

NR6,204 (55.7)58 (13)I=11,138,
C=89,880

Cohort−Adults with DM or HTUnited States, inte-
grated health system

Price-Hay-
wood et al
[57], 2018

51 (62)39 (48)54 (8)I=82, C=25RCT−Adults <65 years with
DM type 2

United States, 26
PCPs

Quinn et al
[58], 2018

618 (59.4)587 (56.4)NR1041Cross-sec-
tional

±Adults with DM, HT,

CADn, asthma, or

CHFo

United States, inte-
grated health system

Reed et al
[59], 2015

NR (60.9)79,594
(48.1)

NR165,477Cross-sec-
tional

±Adults with DM+HT,
CAD, asthma, or CHF

United States, inte-
grated health system

Reed et al
[60], 2019

816 (58.6)719 (51.7)NRI=1392,
C=407

Cross-sec-
tional

±Adults with DM, asth-
ma, HT, CAD, CHF or
CV event risk

United States, inte-
grated health system

Reed et al
[61], 2019
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Racec

(White), n (%)
Genderc (fe-
male), n (%)

Age (years)c,
mean (SD)

Sample sizeStudy designBurdenbStudy population, dis-
ease, controlled?

Country, settingAuthor, year

NR45 (56)61 (9)I=80, C=57RCT−Adults with DM, HT or

HCp
Finland, 10 PCPsRiippa et al

[62], 2014

NR45 (56)61 (9)I=80, C=57RCT−Adults with DM, HT or
HC

Finland, 10 PCPsRiippa et al
[63], 2015

384 (86.1)28 (6.3)66 (8)I=446,
C=754

Cross-sec-
tional

−Veterans with uncon-
trolled DM type 2

United States, 1 vet-
eran hospital

Robinson et
al [64], 2020

383 (93.6)154 (37.3)64 (12)I=413,
C=758

Cross-sec-
tional

−Adults with DMNetherlands, 62
PCPs+1 hospital

Ronda et al
[65], 2014

383 (93.6)154 (37.3)59 (13)I=413,
C=219

Cross-sec-
tional

−Adults with DMNetherlands, 62
PCPs+1 hospital

Ronda et al
[66], 2015

113 (72.9)75 (40.9)61 (13)I=189,
C=148

Cohort−Adults with DM type 2United States, 21
practices

Sabo et al
[67], 2021

5072 (58.27)4013 (46.1)61 (11)kI=8705,
C=9055

Cohort−Adults with DMUnited States, inte-
grated health system

Sarkar et al
[68], 2014

NR23 (17.3)54 (10)I=133,
C=7320

Cohort−Patients with DMSouth Korea, 1 aca-
demic hospital

Seo et al
[69], 2020

8 (21)k9 (24)58 (8)38Pilot or feasi-
bility

−Overweight veterans
with prediabetes

United States, 1 vet-
erans center

Sharit et al
[70], 2018

35,761 (70.84)2060 (4.08)61 (10)I=50,482,
C=61,204

Cohort−Veterans with uncon-
trolled DM, HT or

LDLq

United States, Veter-
an registry

Shimada et
al [71], 2016

3,390 (84)k1857 (46)k59 (10)I=4036,
C=6710

Cohort−Adults <75 years with
DM

United States, 1
community hospital

Tenforde et
al [72], 2012

91 (69)54 (41)68 (10)I=66, C=66RCT−Patients with DM type
2

Netherlands, 52
PCPs

van Vugt et
al [73], 2016

394 (58.5)296 (44)61 (10)I=673,
C=603

RCT−Adults <80 years with
DM type 2

United States, inte-
grated health system

Vo et al
[74], 2019

117 (92.9)53 (42.1)59 (NR)126RCT−Patients with DM type
2

United States, 230
PCPs

Wald et al
[75], 2009

68,954 (72.55)4,339 (4.57)63 (10)95,043Cohort−Patients with DM type
2, partly uncontrolled

United States, nation-
wide

Zocchi et al
[76], 2021

aAll studies are listed in Tables 2-5 and are reported in the disease category of the condition that is most prominently investigated. The study by Druss
et al [77] is therefore listed in Table 5.
bIf conditions are considered to have a high disease burden or demand high self-management skills, a positive sign is shown. Otherwise, a sign is
indicated. A ± sign indicates that multiple diseases have been studied, and only some of the diseases were considered to have a high disease burden.
cIf available, age (years), gender, and race were reported by digital health record users (“the intervention group”).
dDM: diabetes mellitus.
eI: intervention.
fC: control.
gNR: not reported.
hCF: cystic fibrosis.
iJIA: juvenile idiopathic arthritis.
jPCP: primary care practice.
kPresented numbers were estimated based on the data provided in the original articles.
lRCT: randomized controlled trial.
mHT: hypertension.
nCAD: coronary artery disease.
oCHF: congestive heart failure.
pHC: hypercholesterolemia.
qLDL: low-density lipoprotein.
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Table 3. Study characteristics of studies investigating cardiopulmonary diseases (of 21 studies investigating cardiopulmonary diseases, 11 are listed

in Table 3).a

Racec

(White), n (%)
Genderc (fe-
male), n (%)

Age (years)c,
mean (SD)

Sample sizeStudy designBurdenbStudy population, dis-
ease, controlled?

Country, settingAuthor, year

48 (72)f34 (52)f54 (NRe)66Pilot or feasi-
bility

+Postrenal transplant pa-

tients with HTd
United States, renal
transplant clinic

Aberger et al
[78], 2014

NR32 (68)NRIh=49, Ci=51RCTg+Adults with asthma us-
ing medication

Canada, 2 academic
hospitals

Ahmed et al
[79], 2016

4 (1.3)270 (89.7)49 (13)I=151,
C=150

RCT+Adults with asthma us-
ing prednisone

United States, multi-
center hospitals

Apter et al
[80], 2019

13 (43)26 (87)
among par-
ents

8.3 (1.9)I=30, C=30RCT+Children aged 6-12
years with asthma,
partly uncontrolled

United States, 3

PCPsj
Fiks et al
[81], 2015

144 (61.5)101 (42.8)NRI=237,
C=8896

Pilot or feasi-
bility

+Children aged 6-12
years with asthma,
partly uncontrolled

United States, 20
PCPs

Fiks et al
[82], 2016

NR14 (47)NR30Pilot or feasi-
bility

±Adults aged >49 years
with cardiopulmonary
disorders

United States, 1
community hospital

Kogut et al
[83], 2014

NRNR (15)43 (10)fI=30, C=13RCT−Patients with obstruc-
tive sleep apnea

South Korea, 1 aca-
demic hospital

Kim et al
[84], 2019

NR124 (80.5)40 (14)I=154,
C=176

RCT+Adults with asthmaAustralia, nation-
wide

Lau et al
[85], 2015

72262 (65.5)61 (12)I=400,
C=1171

Cohort−Adults with uncon-
trolled HT

United States, PCP
registry

Manard et al
[86], 2016

153 (99.4)60 (37.5)71 (9)I=76, C=77RCT+Patients with nonvalvu-

lar AFk with OACl
United States, 1
community hospital

Toscos et al
[87], 2020

96 (50.5)145 (75.1)55 (12)I=193,
C=250

RCT−Patients with hyperten-
sion, partly uncon-
trolled

United States, 24
PCPs

Wagner et al
[88], 2012

aAll studies are listed in Tables 2-5 and are reported in the disease category of the condition that is most prominently investigated. The studies by
Price-Haywood and Luo [56], Price-Haywood et al [57], Reed et al [59], Reed et al [60], Reed et al [61], Riippa et al [62], Riippa et al [63], Shimada
et al [71] are listed in Table 2. The study by Martinez Nicolás et al [89] is listed in Table 4. The study by Druss et al [77] is therefore listed in Table 5.
bIf conditions are considered to have a high disease burden or demand high self-management skills, a positive sign is shown. Otherwise, a sign is
indicated. A ± sign indicates that multiple diseases have been studied, and only some of the diseases were considered to have a high disease burden.
cIf available, age (years), gender, and race were reported by digital health record users (“the intervention group”).
dHT: hypertension.
eNR: not reported.
fPresented numbers were estimated based on the data provided in the original articles.
gRCT: randomized controlled trial.
hI: intervention.
iC: control.
jPCP: primary care practice.
kAF: atrial fibrillation.
lOAC: oral anticoagulant drug.
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Table 4. Study characteristics of studies investigating hematological and oncological diseases (n=14).

Racec

(White), n (%)
Genderb (fe-
male), n (%)

Age (years)b,
mean (SD)

Sample sizeStudy designBurdenaStudy population, dis-
ease, controlled?

Country, settingAuthor, year

149 (86.1)87 (46.8)44 (13)186Cross-sec-
tional

+Adults with gliomaUnited States, can-
cer center

Cahill et al
[90], 2014

NRh21 (75)48 (15)gIe=28, Cf=15RCTd±Adults with ITPcFrance, 1 communi-
ty hospital

Chiche et al
[91], 2012

NRNRNR10Pilot or feasi-
bility

+Patients with
hemophilia >11 years

United Kingdom,
hemophilia centers

Collins et al
[92], 2003

1,804 (49.68)1,554
(49.78)

59 (15)I=3223,
C=3223

Cohort+Patients with can-
cer+chemotherapy

United States, can-
cer center

Coquet et al
[93], 2020

37 (100)16 (47)60 (8)37Pilot or feasi-
bility

+Patients with lung
cancer

Netherlands, cancer
center

Groen et al
[94], 2017

48 (98)37 (76)59 (12)g49Pilot or feasi-
bility

+Patients with resection

for CRCi or ECj
United States, Can-
cer Center

Hall et al
[95],2014

NR10 (63)
among chil-
dren

15 (1.2)g46Cross-sec-
tional

+Children aged 13-17
years with cancer or a
blood disorder+par-
ents

United States, aca-
demic pediatric hos-
pital

Hong et al
[96], 2016

0 (0)24 (55)19 (NR)44Pilot or feasi-
bility

+Patients aged 13-24
years with sickle cell
disease

United States, multi-
center hospitals

Kidwell et al
[97], 2019

NR319,725g

(55)

42 (23)577,121Pilot or feasi-
bility

+Patients with COPDk,

CHFl, or hematologic
malignancy

Spain, 4 community
hospitals

Martinez
Nicolás et al
[89], 2019

85 (85)100 (100)61 (11)I=100,
C=100

RCT+Adult women with
nonmetastatic breast
cancer ending treat-
ment

United States, can-
cer centers

O’Hea et al
[98], 2021

16 (95)0 (0)64 (7)g17Cross-sec-
tional

+Adult men with
prostate cancer

Canada, cancer cen-
ter

Pai et al
[99], 2013

NR10 (45)58 (10)22Cross-sec-
tional

+Patients with colorec-
tal cancer

United States, aca-
demic hospital

Tarver et al
[100], 2019

NR303 (99.7)NR311Pilot or feasi-
bility

+Patients with breast
cancer

Canada, breast can-
cer registry

Wiljer et al
[101], 2010

49 (88)27 (48)NR56Cohort+Pediatric cancer sur-
vivors

United States, pedi-
atric cancer center

Williamson
et al [102],
2017

aIf conditions are considered to have a high disease burden or demand high self-management skills, a positive sign is shown. Otherwise, a sign is
indicated. A ± sign indicates that multiple diseases have been studied, and only some of the diseases were considered to have a high disease burden.
bIf available, age (years), gender, and race were reported by digital health record users (“the intervention group”).
cITP: idiopathic thrombocytopenic purpura.
dRCT: randomized controlled trial.
eI: intervention.
fC: control.
gPresented numbers were estimated based on the data provided in the original articles.
hNR: not reported.
iCRC: colorectal cancer.
jEC: endometrial cancer.
kCOPD: chronic obstructive pulmonary disease.
lCHF: congestive heart failure.
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Table 5. Study characteristics of studies investigating other diseases (of 21 studies investigating other diseases, 20 are listed in Table 5). Diseases
include kidney disease (n=3, 15%), mental health disorders (n=3, 15%), multiple sclerosis (n=2, 10%), inflammatory bowel disease (n=2, 10%),

rheumatologic conditions (n=2, 10%), and others (n=8, 40%).a

Racec

(White), n (%)
Genderc (fe-
male), n (%)

Age (years)c,
mean (SD)

Sample
size

Study designBurdenbStudy population, dis-
ease, controlled?

Country, settingAuthor, year

0 (0)7 (4)30 (10)f186RCTe+MSMd and transgender
women with HIV, part-
ly uncontrolled

Thailand, HIV clinicAnand et al
[103], 2017

NRNRNRh60Cross-sec-
tional

+Patients with IBDgUnited Kingdom, 1
community hospital

Bidmead and
Marshall
[104], 2016

19 (95)1 (5)43 (11)Ii=20,

Cj=20

Cross-sec-
tional

+Veterans with HIV,
partly uncontrolled

United States, 1 HIV
clinic

Crouch et al
[105], 2015

13 (15)42 (49)49 (7)I=85, C=85RCT+Patients with a mental
disorder+chronic condi-
tion

United States, 1
mental health center

Druss et al
[106], 2014

29 (19)95 (61)51 (6.5)I=156,
C=155

RCT+Patients with a mental

disorder+DMk, HTl, or

HCm

United States, 2
mental health cen-
ters

Druss et al
[77], 2020

952 (86.7)549 (50)58 (16)1098Cross-sec-
tional

+Adults visiting nephrol-
ogy clinics, partly un-
controlled

United States, 4
nephrology clinics

Jhamb et al
[107], 2015

106 (78)f15 (11)fNR136Pilot or feasi-
bility

+Patients with HIV or
AIDS

United States, HIV
clinic

Kahn et al
[108], 2010

342 (18.28)51 (2.73)NR1871Cross-sec-
tional

+Veterans with HIV,
partly uncontrolled

United States, 8 Vet-
eran hospitals

Keith
McInnes et al
[109], 2013

1130 (33.49)128 (3.79)NR3374Cohort+Veterans with HIV+de-
tectable viral load, part-
ly uncontrolled

United States, Veter-
ans care system

Keith
McInnes et al
[110], 2017

NR13 (48)57 (2)41Pilot or feasi-
bility

+Adult with home dialy-
sis

Canada, dialysis
clinic

Kiberd et al
[111], 2018

NR33 (66)36 (NR)50Pilot or feasi-
bility

−Patients with cleft lip or
cleft palate surgery

South Korea, 1
surgery department

Lee et al
[112], 2017

80 (78.4)73 (71.6)48 (9)I=104,
C=102

RCT+Patients with MSUnited States, MSn

clinic

Miller et al
[113], 2011

117 (77)79 (52)68 (NR)fI=152,
C=57

RCT+Adults with chronic
kidney disease, partly
uncontrolled

United States, multi-
ple health centers

Navaneethanet
al [114], 2017

7 (32)22 (100)41 (11)22Pilot or feasi-
bility

+Women with HIV,
partly uncontrolled

United States, HIV
clinic

Plimpton
[115], 2020

48 (77)28 (46)42 (16)I=64, C=63RCT+Adults with IBDoUnited States, 1
community hospital

Reich et al
[116], 2019

115 (95.8)90 (75)45 (11)I=120,
C=120

Cross-sec-
tional

+Adults with MSUnited States, 1 aca-
demic center

Scott Nielsen
et al [117],
2012

213 (78.3)191 (70.2)70 (9)272Secondary
data analysis

±Patients >49 years with
1 or more chronic condi-
tions

United States, online
senior community

Son and Nahm
[118], 2019

113 (68.1)66 (39.8)3 (1)I=166,
C=90

Cross-sec-
tional

±Parents of children age
<6 years with 1 or more
chronic conditions

United States, inte-
grated health system

Tom et al
[119], 2012

NR44 (67)45 (11)39Cross-sec-
tional

+Adults with bipolar dis-
order

Netherlands, 3 hospi-
tals

van den Heuv-
el et al [120],
2018
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Racec

(White), n (%)
Genderc (fe-
male), n (%)

Age (years)c,
mean (SD)

Sample
size

Study designBurdenbStudy population, dis-
ease, controlled?

Country, settingAuthor, year

NR140 (65.4)62 (13)214Cross-sec-
tional

+Patients with rheuma-
toid arthritis

Netherlands, 1 hospi-
tal

van der Vaart
et al [121],
2014

aAll studies are listed in Tables 2-5 and are reported in the disease category of the condition that is most prominently investigated. The study by
Byczkowski et al [43] is therefore listed in Table 2.
bIf conditions are considered to have a high disease burden or demand high self-management skills, a positive sign is shown. Otherwise, a sign is
indicated. A ± sign indicates that multiple diseases have been studied, and only some of the diseases were considered to have a high disease burden.
cIf available, age (years), gender, and race were reported by digital health record users (“the intervention group”).
dMSM: men who have sex with men.
eRCT: randomized controlled trial.
fPresented numbers were estimated based on the data provided in the original articles.
gIBD: inflammatory bowel disease.
hNR: not reported.
iI: intervention.
jC: control.
kDM: diabetes mellitus.
lHT: hypertension.
mHC: hypercholesterolemia.
nMS: multiple sclerosis.
oIBD: inflammatory bowel disease.
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Table 6. Patient-centered digital health record descriptions for disease category diabetes mellitus (of 37 studies investigating diabetes mellitus, 36 are

listed in Table 6).a

FocuscActive featuresPassive featuresWhat is evaluated?bTypeNameAuthor, year

ActiveReport medication con-
cerns, monitor medica-
tion use

View health information (medical
summary), read after-visit summary,
read educational material

Adherence module
alone

PPdElectronic Med-
ication Com-
plete Communi-
cation

Bailey et al [41],
2019

ActiveParent-professional com-
munication, peer support

View treatment goals, read educa-
tional material

PPPPSugarspaceBoogerd et al [42],
2017

PassiveMessaging, upload docu-
ments, receive reminders

View health information (including
laboratory results, medication), view
appointments, read disease-specific
information

PPPPIn-house devel-
oped

Byczkowski et al
[43], 2014

ActiveMessagingView health informationMessagingPPNot reportedChung et al [44],
2017

PassiveReport self-measure-
ments

View health information from prima-
ry and secondary care (including
clinical parameters, medication, and

PHRTethered

PHRe
My Diabetes
My Way

Conway et al [45],
2019

correspondence), read educational
material

PassiveMessaging, request pre-
scription refills, schedule
appointments, pay bills

View health information (including
laboratory results, diagnoses, medi-
cation, vital signs), read educational
material

PPPPMyChartDevkota et al [46],
2016

PassiveReport barriers to medica-
tion adherence

View health information (including
measurements, medication)

Medication module
alone

PPCareWebDixon et al [47],
2016

ActiveMessaging, schedule ap-
pointments, request pre-
scription refills, pay bills

View health information (including
laboratory results)

PPPP“Kaiser Perma-
nente portal”

Graetz et al [48],
2018 and Graetz et
al [49], 2020

ActiveEdit medication lists,
messaging, report adher-

View health information (including
medication, laboratory results)

PPPPNot reportedGrant et al [50],
2008

ence barriers or adverse
effects

PassiveMessaging, use a journalView health information (including
laboratory results), view care plan,
read educational material

PPPPBCDiabetesLau et al [121], 2014

ActiveMessaging, schedule ap-
pointments, request pre-
scription refills

View health information (including
medical history, laboratory results,
and visit summaries)

Medication module
alone

PP“Kaiser Perma-
nente portal”

Lyles et al [52],
2016

ActiveMessaging, peer support,
decision support tools

View health information (including
laboratory results and vaccinations),
visualize information, read educa-
tional material

Diabetes modulePPMy Diabetes
Care, part of
My Health at
Vanderbilt

Martinez et al [53],
2021

ActiveUpload blood glucose
readings, use a journal

View health information (including
correspondence, action plans, and
laboratory results), read diabetes-
related information

PP+case managerPPLiving with Dia-
betes Interven-
tion

McCarrier et al [54],
2009

PassiveMessaging, manage ap-
pointments, use health
screening tools, pay bills

View health information (including
vital signs, laboratory results, and
medication), read educational infor-
mation

PPPPMy Health At
Vanderbilt

Osborn et al [55],
2013

PassiveMessaging, request pre-
scription refills, schedule
appointments

View health information (including
an after-visit summary, allergies,
and laboratory results)

PPPPMyOchsnerPrice-Haywood and
Luo [56], 2017 and
Price-Haywood et al
[57], 2018

ActiveMessaging, report self-
measurements and medi-

View self-reported health informa-
tion (including medication and

PPPPNot reportedQuinn et al [58],
2018

cation changes, receive
automated feedback

measurements), read educational
material
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FocuscActive featuresPassive featuresWhat is evaluated?bTypeNameAuthor, year

ActiveMessaging, request pre-
scription refills, schedule
appointments

View health information (including
laboratory results and correspon-
dence)

Messaging alonePP“Kaiser Perma-
nente portal”

Reed et al [59], 2015

PassiveMessaging, request pre-
scription refills, schedule
visits

View health information from prima-
ry care and secondary care (includ-
ing laboratory results and visit
summaries)

PPPP“Kaiser Perma-
nente portal”

Reed et al [60], 2019
(1) and Reed et al
[61], 2019

PassiveMessagingView health information (including
diagnoses, laboratory results, vacci-
nations, and medication), view care
plan, read educational material

PPPPNot reportedRiippa et al [62],
2014 and Riippa et
al [63], 2015

PassiveMessaging, request pre-
scription refills, receive
reminders, upload notes
and measurements, use a
journal

View health information (including
medication and correspondence),
view appointments

Messaging alonePPMy HealtheVetRobinson et al [64],
2020

PassiveMessaging, upload self-
measurements

View diabetes-specific health infor-
mation (including laboratory results,
diagnoses, and medication), view
treatment goals, view appointments

PPPPDigitaal log-
boek

Ronda et al [65],
2014 and Ronda et
al [66], 2015

ActiveReport diet, physical ac-
tivity, blood glucose
measurements, complica-
tions, mental health and
goals, receive alerts

View health information (including
medication and self-reported glu-
cose measurements)

PPPPDiabetes En-
gagement and
Activation Plat-
form

Sabo et al [67], 2021

PassiveMessaging, request pre-
scription refills

View health information (including
medical history, laboratory results,
and visit summaries), view appoint-
ments

PPPP“Kaiser Perma-
nente portal”

Sarkar et al [68],
2014

ActiveEdit information, sched-
ule appointment; sugar
function: log treatment,
food intake, and exercise

View health information (including
laboratory results, medication, aller-
gies, diagnoses)

PHR+sugar functionTethered
PHR

My Chart in My
Hand

Seo et al [69], 2020

ActiveMessaging, request pre-
scription refills, receive
reminders; track Health
module: record diet and
activity, upload data from
connected accelerometer

View health information (including
medication and correspondence),
view appointments

Track Health mod-
ule+wearable

PPMy HealtheVetSharit et al [70],
2018

ActiveMessaging, request pre-
scription refills, receive
reminders, upload notes
and self-measurements,
use a journal

View health information (including
medication and correspondence),
view appointments

Messaging, prescrip-
tion refills

PPMy HealtheVetShimada et al [71],
2016

PassiveMessaging, view glu-
cometer readings, receive
reminders

View health information (including
diagnoses and laboratory results),
read diabetes educational material

PPPPMyChartTenforde et al [72],
2012

ActiveMessaging, self-manage-
ment support program for
personal goal setting and
evaluation

View health information (measure-
ments), read diabetes education

PHR+personal
coach

Tethered
PHR

e-Vitavan Vugt et al [73],
2016

ActivePreVisit Prioritization
messaging to report prior-
ities before a clinic visit,
request prescription re-
fills

View health information (including
medical history, laboratory results,
and visit summaries), view appoint-
ments

PP+PreVisit Prioriti-
zation messaging

PP“Kaiser Perma-
nente portal”

Vo et al [74], 2019
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FocuscActive featuresPassive featuresWhat is evaluated?bTypeNameAuthor, year

ActiveSuggest corrections, re-
port care concerns, ask
for referrals, create care
plans before visits

View health information (including
medication, allergies, and laboratory
results)

PHRTethered
PHR

Patient Gate-
way

Wald et al [75],
2009

ActiveMessaging, requesting
prescription refills,
download health informa-
tion

View health information (including
medication, laboratory results,
imaging, and correspondence)

PPPPMy HealtheVetZocchi et al [76],
2021

aAll studies are listed once in Tables 2-5 and are reported in the disease category of the condition that is most prominently investigated. We have included
only the functionalities that the authors have reported in their articles. We have applied the taxonomy as presented in Textbox 1 on the information
provided by the authors. Therefore, our classification of patient-centered digital health records might not correspond with the term used by the authors.
bIn this column, we indicated whether authors evaluated the complete patient-centered digital health record, or only part of it.
cBy definition, patient-centered digital health records have both passive and active features. In this column, we indicate whether patient-centered digital
health records predominantly offer passive or active features. In passive features, patients receive information but do not actively add it. In terms of
active features, patients perform an action and actively engage with the portal.
dPP: patient portal.
ePHR: personal health record.
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Table 7. Patient-centered digital health record descriptions for disease category cardiopulmonary diseases (of 21 studies investigating cardiopulmonary

diseases, 11 are listed in Table 7).a

FocuscActive featuresPassive featuresWhat is evaluated?bTypeNameAuthor, year

ActiveCommunicate self-report-
ed adherence, receive au-
tomated and tailored
feedback

View BP measurements, view
treatment goals

PP+BPe cuffPPdGood Health
Gateway

Aberger et al [78],
2014

PassiveMonitor and receive
feedback on self-manage-
ment practices

View health information (including
medication and diagnoses), read
general and tailored asthma informa-
tion

PPPPMy Asthma
Portal

Ahmed et al [79],
2016

PassiveMessaging, request pre-
scription refills, schedule
appointments

View health information (including
laboratory results, vaccinations, and
medication), view appointments

PPPPMyChartApter et al [80],
2019

ActiveReport symptoms, treat-
ment adherence, con-
cerns and side effects

View care plan, read educational
material

PPPPMyAsthmaFiks et al [81], 2015
and Fiks et al [82],
2016

ActiveUpload self-reported data
(eg, diet, sleep, weight,
BP, step count), connect
with wearables, receive
feedback from health
care providers

View previously uploaded self-re-
ported data

PHR+activity track-
er

Tethered

PHRf
MyHealthKeep-
er

Kim et al [84], 2019

ActivePharmacists view and re-
view patient-reported
medication lists, and dis-
cuss potential concerns
in home visits

View patient-reported medication
list

PHR+home visits by
pharmacists

Unteth-
ered PHR

ER-CardKogut et al [83],
2014

PassiveSchedule appointments,
peer support, self-report
medication, use a journal

View Asthma Action Plan, read ed-
ucational content

PP+extra featureUnteth-
ered PHR

Healthy.meLau et al [85], 2015

PassiveMessaging, request pre-
scription refills, upload
measurements from con-
nected BP cuff

View health information (including
laboratory results, vital signs, and
diagnoses)

PP+BP cuffPPNot reportedManard et al [86],
2016

ActiveMessaging, request pre-
scription refills, schedule
appointments Smart Pill
Bottle: a device that
sends notifications when
a user opens or fails to
open the lid, based on the
dose schedule

View health information (including
laboratory results, vaccinations, and
medication), view appointments

PP+smart pill bottlePPMyChartToscos et al [87],
2020

ActiveMessaging, goal setting,
upload self-measure-
ments (including BP)

View health information (including
diagnoses, medication, and aller-
gies), read educational material

PHRTethered
PHR

MyHealthLinkWagner et al, 2012
[88]

aAll studies are listed once in Tables 2-5 and are reported in the disease category of the condition that is most prominently investigated. We have included
only the functionalities that the authors have reported in their articles. We have applied the taxonomy as presented in Textbox 1 on the information
provided by the authors. Therefore, our classification of patient-centered digital health records might not correspond with the term used by the authors.
bIn this column, we indicated whether authors evaluated the complete patient-centered digital health record, or only part of it.
cBy definition, patient-centered digital health records have both passive and active features. In this column, we indicate whether patient-centered digital
health records predominantly offer passive or active features. In passive features, patients receive information but do not actively add it. In terms of
active features, patients perform an action and actively engage with the portal.
dPP: patient portal.
eBP: blood pressure.
fPHR: personal health record.
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Table 8. Patient-centered digital health record descriptions for disease category hematological and oncological diseases (n=14).a

FocuscActive featuresPassive featuresWhat is evaluated?bTypeNameAuthor, year

PassiveMessaging, request pre-
scription refills, schedule
appointments

View health information (including
correspondence, operative reports,
laboratory results, and imaging),
read education material

PHRTethered

PHRd
MyMDAnder-
son

Cahill et al [90],
2014

PassiveMessagingView health information (including
allergies, vaccinations, medication,

PP+ITPf featuresPPeSanoiaChiche et al [91],
2012

and test results), ITP-specific educa-
tional material, read emergency
protocols

ActiveRegistration of symptoms
and medication use, auto-

View health information (treatment
regimen), read educational material

PPPPAdvoyCollins et al [92],
2003

mated alerts are sent to
professionals

ActiveMessaging, schedule ap-
pointments, request pre-
scription refills, pay bills

View health information (including
laboratory results)

Email usePPMyHealth por-
tal

Coquet et al [93],
2020

ActiveUpload patient-reported
outcomes, receive tai-

View health information (including
laboratory results, lung function,

PPPPMyAVLGroen et al [94],
2017

lored physical activity
advice

and correspondence), view appoint-
ments, read personalized informa-
tion

PassiveMessaging, receive alerts
if genetic screening re-
sults are available

View health information (including
laboratory results), view appoint-
ments, read educational material

Genetic screeningPPMyFoxChaseHall et al [95], 2014

PassiveMessaging, schedule ap-
pointments, request pre-

View health information (including
laboratory results, medication, aller-
gies)

PPPPMyChartHong et al [96],
2016

scription refills, use a
journal

PassiveMessagingView health information (including
laboratory results, medication, diag-

PPPPMyChartKidwell et al [97],
2019

noses, and allergies), view appoint-
ments, read information about sickle
cell disease

ActiveMessaging, teleconsult-
ing, schedule appoint-

View health information (including
laboratory results, imaging, and
medication)

PPPPNot reportedMartinez Nicolás et
al [89], 2019

ments, upload glucose
measurements

PassiveRequest a referralView health information (including
diagnoses, operative reports, and

PPPPPolaris Oncolo-
gy Survivorship
Transition

O’Hea et al [98],
2021

medication), view appointments,
read educational material

PassiveMessaging, use decision
support tools, fill in
questionnaires

View health information (including
laboratory results, medication,
pathology, imaging, and correspon-
dence), read educational material

PHRTethered
PHR

PROVIDERPai et al [99], 2013

PassiveMessaging, peer supportView health information (including
treatment history, diagnoses, and

PHR+extra featureTethered
PHR

OpenMRSTarver et al [100],
2019

care plan), view a treatment summa-
ry, read educational material

PassivePatients can organize and
upload care information

View health information (including
medication, laboratory results,
imaging, and pathology), view ap-
pointments

PHRTethered
PHR

InfoWellWiljer et al [101],
2010

ActiveUpload health documents
and share these with pro-
fessionals

Read educational materialPHRUnteth-
ered PHR

SurvivorLinkWilliamson et al
[102], 2017

aAll studies are listed once in Tables 2-5 and are reported in the disease category of the condition that is most prominently investigated. We have included
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only the functionalities that the authors have reported in their articles. We have applied the taxonomy as presented in Textbox 1 on the information
provided by the authors. Therefore, our classification of patient-centered digital health records might not correspond with the term used by the authors.
bIn this column, we indicated whether authors evaluated the complete patient-centered digital health record, or only part of it.
cBy definition, patient-centered digital health records have both passive and active features. In this column, we indicate whether patient-centered digital
health records predominantly offer passive or active features. In passive features, patients receive information but do not actively add it. In terms of
active features, patients perform an action and actively engage with the portal.
dPHR: personal health record.
ePP: patient portal.
fITP: idiopathic thrombocytopenic purpura.
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Table 9. Patient-centered digital health record descriptions for disease category other diseases (of 21 studies investigating other diseases, 20 are listed

in Table 9).a

FocuscActive featuresPassive featuresWhat is evaluated?bTypeNameAuthor, year

ActiveSchedule HIV test ap-
pointments, use e-coun-

View health information (HIV test
results), receive appointment re-
minders

PPPPdAdam’s LoveAnand et al [103],
2017

seling, receive appoint-
ment reminders

ActiveCommunication with
health care providers,

View health information (including
medication, laboratory results, and

PHRTethered

PHRe
Patients Know
Best

Bidmead et al [104],
2016

upload and share health
information

correspondence), read educational
material

PassiveMessaging, request pre-
scription refills

View health information (including
laboratory results and correspon-
dence)

PPPPMy HealtheVetCrouch et al [105],
2015

PassivePrompts remind patients
of routine preventive ser-
vice

View health information (including
diagnoses, measurements, laborato-
ry results, medication, and aller-
gies), view treatment goals

PP+trainingPPMy-
HealthRecord

Druss et al [106],
2014

ActiveFormulate long-term
goals, that are translated

View health information (including
medication, allergies, measure-
ments, and laboratory results)

PP+trainingPPNot reportedDruss et al [77],
2020

into action plans with
progress tracking

PassiveMessaging, schedule ap-
pointments, request pre-
scription refills

View health information (including
diagnoses, allergies, immunizations,
and laboratory results)

PPPPNot reportedJhamb et al [107],
2015

PassiveUpload notes and self-
measurements

View health information (including
diagnoses, medication, laboratory
results, and allergies), view appoint-

PPPPMyHEROKahn et al [108],
2010

ments, read information on interpret-
ing test results

PassiveMessaging, request pre-
scription refills, receive

View health information (including
medication and correspondence),
view appointments

PPPPMy HealtheVetKeith McInnes et al
[109], 2013 and Kei-
th McInnes et al
[110], 2017

reminders, upload notes
and self-measurements,
use a journal

ActiveMessagingView health information (including
test results and medication)

PPPPRelayHealthKiberd et al [111],
2018

PassiveManage and edit appoint-
ments and health informa-
tion

View health information (including
diagnoses, laboratory results, medi-
cation, allergies, vital signs, and
correspondence), view appoint-

PPPPCoPHRLee et al [112], 2017

ments, view treatment plan, read
educational information

ActiveMessaging, report symp-
toms and HRQoL and

Review previously entered symp-

toms and HRQoLf
PHRUnteth-

ered PHR
Mellen Center
Care Online

Miller et al [113],
2011

evaluate changes, prepa-
ration for appointments

PassiveMessaging, schedule ap-
pointments, request pre-
scription refills

View health information (including
medication and laboratory results),
read educational material

PP+part of users re-
ceived training

PPMyChartNavaneethan et al
[114], 2017

PassiveMessagingView health informationPPPPNot reportedPlimpton [115] 2020

PassiveMessagingView health information (including
laboratory results, diagnoses, medi-
cation, and vital signs)

PPPPMyChartReich et al [116],
2019

ActiveMessaging, schedule ap-
pointments, request pre-

View health information (including
laboratory results, and imaging),
read educational material

PPPPPatientSite10Scott Nielsen et al
[117], 2012

scription refills, upload
self-measurements, pay
bills
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FocuscActive featuresPassive featuresWhat is evaluated?bTypeNameAuthor, year

PassiveMessaging, schedule ap-
pointments, request pre-
scription refills

View health information (including
medication and laboratory results),
read educational material

PP+trainingPPMyChartSon and Nahm
[118], 2019

PassiveMessaging, schedule ap-
pointments

View health information (including
diagnoses, medication, and test re-
sults), read after-visit summaries,
proxy access

PPPPMy-
GroupHealth

Tom et al [119],
2012

ActiveMessaging, report symp-
toms in a mood chart,
view personal crisis plan

View health information (including
diagnoses, laboratory results, medi-
cation, and correspondence), read
educational material

Tethered
PHR+mood chart

Tethered
PHR

“PHR-BD”van den Heuvel et al
[120], 2018

ActiveReport and monitor
HRQoL outcomes

View health information (including
diagnoses, medication, and laborato-
ry results), read educational material

PPPPNot reportedvan der Vaart et al
[121], 2014

aAll studies are listed once in Tables 2-5 and are reported in the disease category of the condition that is most prominently investigated. We have included
only the functionalities that the authors have reported in their articles. We have applied the taxonomy as presented in Textbox 1 on the information
provided by the authors. Therefore, our classification of patient-centered digital health records might not correspond with the term used by the authors.
bIn this column, we indicated whether authors evaluated the complete patient-centered digital health record, or only part of it.
cBy definition, patient-centered digital health records have both passive and active features. In this column, we indicate whether patient-centered digital
health records predominantly offer passive or active features. In passive features, patients receive information but do not actively add it. In terms of
active features, patients perform an action and actively engage with the portal.
dPP: patient portal.
ePHR: personal health record.
fHRQoL: health-related quality of life.

Outcomes
An overview of reported associations for each health outcome
is shown in Figure 2. The proportions of beneficial effects
reported per health outcome are presented in Multimedia

Appendices 3 and 4. For high-quality studies, proportions are
presented in Multimedia Appendix 3. An overview of study
conclusions and associated outcomes is presented in Tables
10-13. Studies were grouped according to disease group.

Figure 2. Health outcomes associated with patient-centered digital health record use. Associations refer to meaningful clinical effects or statistical
significance. If studies report multiple health outcome within 1 category, each health outcome is included separately. *The proportion of health outcomes
for which beneficial effects were reported. ED: emergency department.
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Table 10. Conclusions and health outcomes: all studies investigating diabetes (n=37), of which 8 (22%) are of high methodological quality.a

Quali-

tyb
Tech-
nology

Care uti-
lization

Patient
reported

Clini-
cal

Study
design

Main conclusionComparisonParticipantsAuthor,
year

—fQEePatient portal use is not associated with
less parental stress. The more stress,
the more parents use the portal.

PPd users ver-
sus PP nonusers

Parents of children

with DMc type 1

Boogerd et
al [42],
2017

———CohortPatient portal use is associated with
improved glycemic control.

Pretest PP
nonuse versus
posttest PP use

Patients with DMLau et al
[51], 2014

———CohortRequesting prescription refills is asso-
ciated with improved statin adherence.

Prescription re-
fill use versus
no refill use

Adults with DM
type 2 using
statins, registered
for PP

Lyles et al
[52], 2016

—RCTgPatient portal use results in improved
self-efficacy, but not in improved
glycemic control.

Nurse-aided PP
users versus PP
nonusers

Adults aged <50
years with uncon-
trolled DM type 1

McCarrier
et al [54],
2009

——CohortPatient portal use is associated with
more primary care visits and telephone

PP users versus
PP nonusers

Adults with DM

(or HTh)

Price-Hay-
wood and
Luo [56],
2017

encounters, but not with less hospital-

izations or EDi visits.

———CohortRecurrent use of prescription refills is
associated with improvements in adher-
ence and lipid control.

Recurrent pre-
scription refill
use versus occa-
sional refill use

Adults with DM,
registered for PP

Sarkar et al
[68], 2014

versus no refill
use

———CohortMessaging or requesting prescription
refills is associated with improved
glycemic control.

Messaging and
prescription re-
fills users ver-
sus PP users
who use neither

Veterans with un-
controlled DM,
registered for PP

Shimada et
al [71],
2016

—RCTPHR use does not result in improved
glycemic control, self-care, distress,

PHR+personal
coach versus
PHR use alone

Patients with DM
type 2, registered

for PHRj

van Vugt et
al [73],
2016 nor well-being, regardless of personal

coaching.

—QEPatient portal use is associated with
improved adherence, but not with

Pretest PP
nonusers versus

Adults with DM
type 2

Dixon et al
[47], 2016

changes in clinical outcomes nor care
utilization.

posttest PP
users

—RCTPatient portal use does not result in
clinically relevant improvements in

PP users versus
PP nonusers

Patients with a
mental disor-
der+DM, HT or

HCk

Druss et al
[77], 2020

perceived quality of care, patient acti-

vation nor HRQoLl.

——CrossPatient portal use is associated with
small, likely irrelevant improvements

PP users versus
PP nonusers

Adults with DM
with at least 1 oral
drug

Graetz et al
[49], 2020

in glycemic control and medication
adherence.

——RCTUsing a tethered patient portal results
in increased patient participation, but
not improved glycemic control.

Tethered PP use
versus unteth-
ered PP use

Adults with DM
using medication

Grant et al
[50], 2008

——CrossPatient portal use is associated with
more outpatient office visits, and with

PP users versus
PP nonusers

Adults with
DM+HT, asthma,

CADm, or CHFn

Reed et al
[60], 2019

reduced ED visits and preventable
hospitalizations.

———RCTPatient portal use does not result in
clinically relevant improvements in

PP users versus
PP nonusers

Adults with DM,
HT, or HC

Riippa et al
[62], 2014

patient activation, except among adults
with low baseline activation.
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Quali-

tyb
Tech-
nology

Care uti-
lization

Patient
reported

Clini-
cal

Study
design

Main conclusionComparisonParticipantsAuthor,
year

—RCTPatient portal use does not result in
clinically relevant improvement in pa-
tient activation nor HRQoL.

PP users versus
PP nonusers

Adults with DM,
HT, or HC

Riippa et al
[63], 2015

———CrossResponding on messages is associated
with improved self-management and
self-efficacy.

Responders on
team-initiated
messages ver-
sus nonrespon-
ders

Veterans with un-
controlled DM
type 2, registered
for PP

Robinsonet
al [64],
2020

——CrossRecurrent patient portal use is associat-
ed with better self-efficacy and knowl-
edge.

Recurrent PP
users versus PP
nonusers

Adults with DMRonda et al
[65], 2014

——CrossRecurrent users believe the patient
portal increases disease knowledge, and
they find it useful.

Persistent users
versus early
quitters

Adults with DM,
registered for PP

Ronda et al
[66], 2015

———RCTPatient portal use has minor, clinically
irrelevant effects on BMI, and no ef-
fects on glycemic control nor blood
pressure.

PP users versus
PP nonusers

Adults with DM
type 2, registered
for PP

Sabo et al
[67], 2021

———CohortContinuous use of a tethered PHR is
associated with slightly improved
glycemic control. Clinical implications
are doubtful.

Continuous
users versus
noncontinuous
users

Patients with DM,
registered for PHR

Seo et al
[69], 2020

—QEUsing an accelerometer-connected pa-
tient portal is associated with improve-
ments in physical activity and blood
pressure.

Pretest PP
nonuse versus
posttest PP use

Overweight veter-
ans with predia-
betes

Sharit et al
[70], 2018

——CohortPatient portal use is associated with
slightly improved diabetes control, lipid
profile, and blood pressure. Clinical
implications are doubtful.

PP users versus
PP nonusers

Adults aged <75
years with DM

Tenforde et
al [72],
2012

——RCTSending previsit prioritization messages
does not result in improved glycemic
control, but does result in improved
perceived shared-decision-making.

Previsit mes-
sage use versus
no previsit mes-
sage use

Adults aged <80
years with DM
type 2, registered
for PP

Vo et al
[74], 2019

———CohortAmong existing patient portal users

with uncontrolled DM or high LDLo,
increased use is associated with im-
proved control.

PP usersPatients with DM
type 2, registered
for PP

Zocchi et
al [76],
2021

———QEPatients are satisfied with the patient
portal.

PP usersAdults with DM,
on high-risk medi-
cation

Bailey et al
[41], 2019

——CrossPatients consider the patient portal to
be useful in managing and understand
their child’s disease.

PP usersParents of children

with DM (or CFp

or JIAq)

Byczkows-
ki et al
[43], 2014

—CohortUsing secure messaging is associated
with better glycemic control.

Message users
versus message
nonusers

Adults with DM,
registered for PP

Chung et al
[44], 2017

——CrossPatients believe the tethered diabetes
PHR might improve their diabetes self-
care.

PP usersPatients with DM,
registered for PP

Conway et
al [45],
2019

——CohortReading and writing emails is associat-
ed with improved glycemic control.

PP users who
read and write
emails versus
PP nonusers

Patients with DM
type 2

Devkota et
al [46],
2016
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Quali-

tyb
Tech-
nology

Care uti-
lization

Patient
reported

Clini-
cal

Study
design

Main conclusionComparisonParticipantsAuthor,
year

——CrossPatient portal use is associated with
improved adherence to medication and
preventive care utilization.

PP users versus
PP nonusers

Adults with DMGraetz et al
[48], 2018

——QEPatient portal use results in clinically
not relevant improvements in patient
activation and self-efficacy. This is re-
lated to the very short follow-up period
of the study.

Pretest PP
nonuse versus
posttest PP use

Adults with DM
type 2 using medi-
cation, registered
for PP

Martinez et
al [53],
2021

———CrossPatient portal use is not associated with
improved glycemic control, as com-
pared with nonusers. However, among
users, more frequent use is associated
with improved glycemic control.

PP users versus
PP nonusers

Adults with DM
type 2 using medi-
cation

Osborn et
al [55],
2013

———CohortMessaging is associated with improved
glycemic control.

PP users versus
PP nonusers

Adults with DM
(or HT)

Price-Hay-
wood et al
[57], 2018

RCTMessaging is associated with better
glycemic control. Note: glycemic pa-
rameters were predicted and not repre-
sent measurements.

PP+extra mod-
ule users versus
PP users

Adults aged <65
years with DM
type 2

Quinn et al
[58], 2018

——CrossOne-third of patients report that messag-
ing in a patient portal results in less
health care visits and improved overall
health.

PP usersAdults with DM,
HT, asthma, CAD,
or CHF, registered
for PP

Reed et al
[59], 2015

——CrossOne-third of patients report that using
the patient portal improves overall
health.

PP users versus
PP nonusers

Adults with DM,
asthma, HT, CAD,

CHF, or CVr event
risk

Reed et al
[61], 2019

——RCTUsers who create a previsit care plan
feel better prepared for visits.

PHR users who
created a previs-
it plan

Patients with DM
type 2

Wald et al
[75], 2009

aStudies are listed multiple times in Tables 10-13. Per disease category, the relevant subconclusion and health outcomes are described. Associations
with health outcomes are color-coded as green for beneficial, yellow for neutral or clinically nonrelevant, or red for undesired. The half green and half
yellow symbol implies that one study investigated multiple outcomes in one category and reported beneficial associations for some outcomes and neutral
associations for others.
bQuality appraisal—green: high quality; yellow: medium quality; red: low quality.
cDM: diabetes mellitus.
dPP: patient portal.
eQE: quasi-experimental, including pretest-posttest studies and feasibility studies.
fThe study did not assess any health outcome in a certain category.
gRCT: randomized controlled trial.
hHT: hypertension.
iED: emergency department.
jPHR: personal health record.
kHC: hypercholesteremia.
lHRQoL: health-related quality of life.
mCAD: coronary artery disease.
nCHF: congestive heart failure.
oLDL: low-density lipoprotein.
pCF: cystic fibrosis.
qJIA: juvenile idiopathic arthritis.
rCV: cardiovascular.
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Table 11. Conclusions and health outcomes: studies investigating cardiopulmonary diseases (n=21), of which 6 (29%) are of high methodological

quality.a

Quali-

tyb
Tech-
nology

Care uti-
lization

Patient
reported

Clini-
cal

Study
design

ConclusionComparisonParticipantsAuthor,
year

RCTePatient portal use does not result in

durable improvements in HRQoLd

nor asthma control.

PPc users versus
PP nonusers

Adults with asthma
using medication

Ahmed et
al [79],
2016

RCTPatient portal use results in im-
proved asthma control.

PP users versus PP
nonusers

Children aged 6-12
years with asthma

Fiks et al
[81], 2015

—gRCTPHR use does not increase the use
of asthma action plans, and does not

PHRf users versus
PHR nonusers

Adults with asthmaLau et al
[85], 2015

affect asthma control, health care
utilization nor work or school partic-
ipation.

———CohortUsing a patient portal linked with a
blood pressure cuff is not associated

PP users versus PP
nonusers

Adults with uncon-

trolled HTh
Manard et
al [86],
2016 with improved blood pressure con-

trol.

——CohortPatient portal use is associated with
more primary care visits and tele-

PP users versus PP
nonusers

Adults with HT (or

DMi)

Price-Hay-
wood and
Luo [56],
2017

phone encounters, but not hospital-

izations or EDj visits. Effects on
blood pressure control are not clini-
cally relevant.

———CohortMessaging or requesting prescrip-
tion refills are both associated with

Users of both mes-
saging and prescrip-

Veterans with un-

controlled HCk or

Shimada et
al [71],
2016 improved lipid control. Requesting

prescription refills is associated with
improved blood pressure control.

tion refills versus
nonusers

HT, registered for
PP

—RCTPatient portal use results in minor
improvements in asthma control and

PP use+training
versus PP use+as-

Adults with asthma
using prednisone

Apter et al
[80], 2019

HRQoL. Conducting home visitssistance via home
visits results in more improvements in

these outcomes.

—RCTPatient portal use does not result in
clinically relevant improvements in

PP users versus PP
nonusers

Patients with a
mental disor-

der+DMi, HTj, or

HCk

Druss et al
[77], 2020

perceived quality of care, patient
activation, nor HRQoL.

—QElPatient portal use is associated with
improved treatment adherence.

PP users versus PP
nonusers

Children aged 6-12
years with asthma

Fiks et al
[82], 2016

Among patients with uncontrolled
asthma, its use is associated with
more care visits. Adoption is low.

——QEPatient portal use is associated with
less hospitalizations, readmissions,

Pretest PP nonuse
versus posttest PP
use

Patients with

COPDm or CHFn
Martinez
Nicolás et
al [89],
2019

and ED visits among patients with
CHF and COPD.

——CrossPatient portal use is associated with
more outpatient office visits, and

PP users versus PP
nonusers

Adults with
DM+HT, asthma,

CADm, or CHFn

Reed et al
[60], 2019

with reduced ED visits and pre-
ventable hospitalizations.

———RCTPatient portal use does not result in
clinically relevant improvements in

PP users versus PP
nonusers

Adults with DM,
HT, or HC

Riippa et al
[62], 2014

patient activation, except for pa-
tients with low baseline activation.

——RCTPatient portal use does not result in
clinically relevant improvement in
patient activation nor HRQoL.

Patient portal ver-
sus usual care

Adults with DM,
HT, or HC

Riippa et al
[63], 2015
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Quali-

tyb
Tech-
nology

Care uti-
lization

Patient
reported

Clini-
cal

Study
design

ConclusionComparisonParticipantsAuthor,
year

———RCTUsing a patient portal connected to
a Smart Pill Bottle does not result
in improved drug adherence.

PP users versus PP
nonusers

Patients with non-

valvular AFo with
an oral anticoagu-
lant drug

Toscos et
al [87],
2020

RCTUsing a tethered PHR does not re-
sult in clinically relevant improve-
ments in blood pressure control, pa-
tient activation nor health care uti-
lization. Adoption is low.

PHR users versus
PHR nonusers

Patients with HTWagner et
al [88],
2012

———QEUsing a patient portal–linked blood
pressure monitoring system is asso-
ciated with improved blood pressure
control.

PP usersPostrenal trans-
plant patients with
HT

Aberger et
al [78],
2014

——RCTUsing a tethered PHR results in
more weight loss, regardless of its
connection to an activity tracker. No
sleep-related outcome improve-
ments are seen.

PHR+activity
tracker versus PHR
alone versus
nonusers

Patients with ob-
structive sleep ap-
nea

Kim et al
[84], 2019

———QEPharmacists reviewing patient-re-
ported medication lists in a PHR
might identify more medication-re-
lated problems.

PHR users versus
PHR nonusers

Adults aged >49
years with car-
diopulmonary dis-
orders

Kogut et al
[83], 2014

———CohortMessaging is not associated with
improved blood pressure control.

PP users versus PP
nonusers

Adults with HT or
DM

Price-Hay-
wood et al
[57], 2018

——Cross-
sec-
tional

One-third of patients report that
messaging in a patient portal results
in less health care visits and im-
proved overall health.

PP usersAdults with DM,
HT, asthma,

CADp, or CHF,
registered for PP

Reed et al
[59], 2015

——Cross-
sec-
tional

A third of patients reports that using
the patient portal improves overall
health.

PP users versus PP
nonusers

Adults with DM,
asthma, HT, CAD,

CHF, or CVq event
risk

Reed et al
[61], 2019

aStudies are listed multiple times in Tables 10-13. Per disease category, the relevant subconclusion and health outcomes are described.
bFor color coding of quality appraisal and health outcomes, see Table 10.
cPP: patient portal.
dHRQoL: health-related quality of life.
eRCT: randomized controlled trial.
fPHR: personal health record.
gThe study did not assess any health outcome in a certain category.
hHT: hypertension.
iDM: diabetes mellitus.
jED: emergency department.
kHC: hypercholesteremia.
lQE: quasi-experimental, including pilot or feasibility studies.
mCOPD: chronic obstructive pulmonary disease.
nCHF: Congestive heart failure.
oAF: atrial fibrillation.
pCAD: coronary artery disease.
qCV: cardiovascular.
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Table 12. Conclusions and health outcomes: studies investigating hematological and oncological diseases (n=14), of which 2 are of high methodological

quality (14%).a

Quali-

tyb
Tech-
nology

Care uti-
lization

Patient
reported

Clini-
cal

Study
design

ConclusionComparisonParticipantsAuthor,
year

——d—Cross-
sec-
tional

Using a tethered PHR is associated
with improvements in patient uncer-
tainty.

PHRc users versus
PHR nonusers

Adults with a brain
tumor

Cahill et al
[90], 2014

——CohortSending emails is associated with
improved 2-year survival, less

Email users versus
email nonusers

Patients with can-
cer+chemotherapy,

registered for PPe

Coquet et
al [93],
2020 missed appointments, and less hos-

pitalizations.

——RCThPatient portal use does not result in

improved HRQoLg. The portal is
acceptable and feasible.

PP users versus PP
nonusers

Adults with ITPfChiche et
al [91],
2012

——QEiPatient portal use does not affect
HRQoL nor patient engagement. It
is feasible and acceptable.

PP usersPatients with lung
cancer

Groen et al
[94], 2017

——QEDisclosing results of genetic cancer
screening in a patient portal might

PP usersPatients with can-
cer resection

Hall et al
[95], 2014

be feasible and acceptable, and is
not associated with more anxiety.
Yet, few abnormal results were ob-
served.

——QEPatient portal use is not associated
with improved medical decision-

PP usersPatients aged 13-
24 years with sick-
le cell disease

Kidwell et
al [97],
2019 making by patients. It is acceptable

and easy to use.

——QEPatient portal use is not associated
with less hospitalizations, readmis-

sions, nor EDj department visits.

Pretest PP nonuse
versus posttest PP
use

Patients with
hematologic malig-
nancy

Martinez
Nicolás et
al [89],
2019

——CohortPatient portal use is not associated
with less missed appointments.

PHR users versus
PHR registrants

Pediatric cancer
survivors

Williamson
et al [102],
2017

———QEAn electronic treatment log is con-
sidered feasible and easy to use.

UsersPatients with
hemophilia >11
years

Collins et
al [92],
2003

——Cross-
sec-
tional

A small cohort considers a patient
portal to be feasible and useful.

PP usersChildren aged 13-
17 years with can-
cer or a blood disor-
der+parents

Hong et al
[96], 2016

———RCTPatient portal use does not result in
improved HRQoL nor disease
knowledge.

PP users versus PP
nonusers

Women with breast
cancer

O’Hea et al
[98], 2021

——Cross-
sec-
tional

Patients are satisfied with a tethered
PHR and find it increases disease
knowledge.

PHR usersMen with prostate
cancer

Pai et al
[99], 2013

———CohortPatients are satisfied with an integrat-
ed care plan and find it useful.

Tethered PHR
users

Patients with col-
orectal cancer

Tarver et al
[100], 2019

——QEPHR use is not associated with im-
proved self-efficacy, nor with a

Pretest PHR
nonusers versus
posttest PHR users

Patients with breast
cancer

Wiljer et al
[101], 2010

clinically relevant decrease in anxi-
ety. Satisfaction is high.

aStudies are listed multiple times in Tables 10-13. Per disease category, the relevant subconclusion and health outcomes are described.
bFor color coding of quality appraisal# and health outcomes, see Table 10.
cPHR: personal health record.
dThe study did not assess any health outcome in a certain category.
ePP: patient portal.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e43086 | p.215https://www.jmir.org/2022/12/e43086
(page number not for citation purposes)

Brands et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


fITP: idiopathic thrombocytopenic purpura.
gHRQoL: health-related quality of life.
hRCT: randomized controlled trial.
iQE: quasi-experimental, including pilot or feasibility studies.
jED: emergency department.
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Table 13. Conclusions and health outcomes: studies investigating other diseases (n=21), of which 2 (10%) are of high methodological quality.a

Quali-

tyb
Tech-
nology

Care uti-
lization

Patient
reported

Clini-
cal

Study
design

ConclusionComparisonParticipantsAuthor,
year

—f—RCTeUsing an untethered PHR results in

slightly improved HRQoLd, but not
PHRc use versus
PHR that only en-
ables messaging

Patients with multi-
ple sclerosis

Miller et al
[113], 2011

in improved self-efficacy, disease
control nor health care utilization.

——RCTPatient portal use, regardless of
added training, does not result in

PPg users+coach
versus PP users
versus PP nonusers

Adults with chron-
ic kidney disease

Nava-
neethan et
al [114],
2017

improved kidney function, nor al-
tered health care utilization.

———RCTThe patient portal is feasible and
acceptable.

PP usersMSMh and trans-
gender women
with HIV

Anand et al
[103], 2017

—RCTPatient portal use results in in-
creased use of preventive health

PP users versus PP
nonusers

Patients with a
mental disor-
der+chronic condi-
tion

Druss et al
[106], 2014

services and medical visits, but not
in improved HRQoL.

—RCTPatient portal use does not result in
clinically relevant improvements in

PP users versus PP
nonusers

Patients with a
mental disor-

der+DMi, HTj, or

HCk

Druss et al
[77], 2020

perceived quality of care, patient
activation, nor HRQoL.

——Cross-
sec-
tional

Patient portal use might be associat-
ed with improved blood pressure
control, although its clinical rele-
vance is unclear.

PP users versus PP
nonusers

Adults visiting
nephrology clinics

Jhamb et al
[107], 2015

——Cross-
sec-
tional

Patient portal use is associated with
improved adherence to HIV medica-
tion.

PP users versus PP
nonusers

Veterans with HIVKeith
McInnes et
al [109],
2013

———CohortRequesting prescription refills is
associated with improved HIV con-
trol, but messaging is not.

Messaging or pre-
scription refill
users versus
nonusers

Veterans with
HIV+detectable vi-
ral load, registered
for PP

Keith
McInnes et
al [110],
2017

——QElPatient portal use is not associated
with improvements in HRQoL nor

Pretest PP nonuse
versus posttest PP
use

Adult with home
dialysis

Kiberd et
al [111],
2018 perceived quality of care. Both were

already high at baseline.

——QEUsing a tailored, disease-specific
patient portal is associated with in-
creased disease knowledge.

PP users versus PP
tailored for lip or
cleft palate surgery

Patients with cleft
lip or cleft palate
surgery

Lee et al
[112], 2017

—RCTPatient portal use does not result in
improved HRQoL, but results in a

PP users versus PP
nonusers

Patients with in-
flammatory bowel
disease

Reich et al
[116], 2019

higher vaccination rate. Patient sat-
isfaction is high.

——Cross-
sec-
tional

Messaging in a patient portal is asso-
ciated with more clinic visits, but

not with less EDm visits nor hospi-
talizations.

PP users versus PP
nonusers

Patients with multi-
ple sclerosis

Scott
Nielsen et
al [117],
2012

——Cross-
sec-
tional

Patient portal use is not associated
with improved access to care, nor
perceived quality of care. It is con-
sidered feasible.

PP users versus PP
nonusers

Parents of children
age <6 years with
1 ore more chronic
condition(s)

Tom et al
[119], 2012

——Cross-
sec-
tional

PHR use is not associated with im-
proved HRQoL, patient empower-
ment, symptom reduction, nor dis-
ease burden.

Pretest PHR
nonusers versus
posttest PHR users

Adults with bipolar
disorder

van den
Heuvel et
al [120],
2018
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Quali-

tyb
Tech-
nology

Care uti-
lization

Patient
reported

Clini-
cal

Study
design

ConclusionComparisonParticipantsAuthor,
year

——Cross-
sec-
tional

Patient portal use is not associated
with improved patient empower-
ment. It is considered useful and
understandable.

Pretest PP
nonusers versus
posttest PP users

Patients with
rheumatoid arthri-
tis

van der
Vaart et al
[121], 2014

Cross-
sec-
tional

PHR use is not associated with im-
proved self-management.

PHR usersPatients with in-
flammatory bowel
disease

Bidmead et
al [104],
2016

——CrossPatients consider the patient portal
to be useful in managing and under-
stand their child’s disease.

PP usersParents of children

with CFo or JIAp

(or DM)

Byczkows-
ki et al
[43], 2014

——Cross-
sec-
tional

Patient portal use is associated with
improved patient activation, disease
knowledge, HIV load, but not with
improved CD4-count nor treatment
adherence

PP users versus PP
nonusers

Veterans with HIVCrouch et
al [105],
2015

——QEPatients are satisfied with the patient
portal and consider it to be helpful
in managing their problems.

PP usersPatients with HIV
or aids

Kahn et al
[108], 2010

——QEPatient portal use is associated with
an increase in planned visits, but not
with a decrease in missed visits. A
trend toward improved viral load is
seen.

Pretest PP nonuse
versus posttest PP
use

Women with HIVPlimpton
[115], 2020

——CohortPatients consider a patient portal to
be helpful in increasing self-manage-
ment.

PP usersPatients aged >49
years with 1 or
more chronic condi-
tion(s)

Son et al
[118], 2019

aStudies are listed multiple times in Tables 10-13. Per disease category, the relevant subconclusion and health outcomes are described.
bFor color coding of quality appraisal and health outcomes, see Table 10.
cPHR: personal health record.
dHRQoL: health-related quality of life.
eRCT: randomized controlled trial.
fThe study did not assess any health outcome in a certain category.
gPP: patient portal.
hMSM: men who have sex with men.
iDM: diabetes mellitus.
jHT: hypertension.
kHC: hypercholesteremia.
lQE: quasi-experimental, including pilot or feasibility studies.
mED: emergency department.
oCF: cystic fibrosis.
pJIA: juvenile idiopathic arthritis.

Clinical Outcomes
In 44 studies investigating a total of 69 clinical outcomes, a
beneficial association with digital health record use was reported
for 42% (29/69) of the outcomes. Hospitalizations and
exacerbations were the most frequently studied disease events
and complications, with beneficial effects reported in half of
the studies (2/4 and 2/4, respectively). Blood pressure was the
most frequently studied vital parameter, with beneficial effects
reported in 36% (5/14) of the studies. HbA1c and cholesterol
levels were the most frequently studied laboratory parameters,
with beneficial effects reported in 53% (10/19) and 57% (4/7)
of the studies, respectively. No clinical outcomes were

unfavorably affected by patient-centered digital health record
use. In comparison with the total population, higher proportions
of beneficial effects were reported for diabetes mellitus and
cardiopulmonary diseases. When focusing on 14 high-quality
studies, beneficial effects were observed less frequently, in only
30% (7/23) of the clinical outcomes.

Studies that assessed vital parameters generally reported few
other health outcomes. However, among the studies that assessed
disease events and complications, and laboratory parameters,
beneficial effects were often associated with improved treatment
adherence [52,68,71,81]. We hypothesize that this might be
related to the removal of logistical barriers for patients in

J Med Internet Res 2022 | vol. 24 | iss. 12 |e43086 | p.218https://www.jmir.org/2022/12/e43086
(page number not for citation purposes)

Brands et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


obtaining web-based prescription refills, as opposed to having
to call health care providers or send them an email. Of the 6
high-quality studies that investigated treatment adherence, 2
studies assessed patient-centered digital health records that
enabled patients to request prescription refills and found
beneficial effects on adherence [52,68].

Patient-Reported Outcomes
Overall, in 53 studies investigating a total of 86 patient-reported
outcomes, a beneficial association with digital health record
use was reported for 45% (39/86) of the outcomes. Of the 18
studies investigating 19 self-management or self-efficacy
outcomes, beneficial effects were reported in 53% (9/19). Of
these 9 studies, 56% (5/9) used validated questionnaires. For
patient engagement outcomes, large differences in the
proportions of beneficial effects were observed: from 11% (1/9)
for patient activation, to 56% (5/9) for patient involvement, and
70% (7/10) for disease knowledge. However, only in measuring
patient activation, validated questionnaires were principally
used (8/9, 88% of studies). For HRQoL, beneficial effects were
reported in 27% (4/15) of the studies, of which half used
validated HRQoL questionnaires. No patient-reported outcomes
were unfavorably affected by patient-centered digital health
record use. In comparison to the total population, higher
proportions of beneficial effects were reported for diabetes
mellitus, especially for patient engagement and treatment
adherence. Lowest proportions were reported for
cardiopulmonary diseases, especially for patient engagement.
When focusing on 10 high-quality studies, a lower proportion
(7/19, 37%) of beneficial effects was observed.

We observed that improvements in patient engagement were
especially facilitated by strengthening patient-professional
communication; for example, through secure messaging
[71,81,93]. In addition, both self-efficacy and HRQoL primarily
seemed to be reinforced through the use of 2 functionalities:
patient-professional communication [54,90,113] and information
on disease progression [90,113].

Health Care Utilization
For 24 studies investigating a total of 27 health care utilization
outcomes, a beneficial association with digital health record
use was observed for 59% (16/27) of the outcomes. The highest
proportion (10/13, 77%) of beneficial effects was reported for
an increased use of recommended care services. Of these 13
studies, 5 (38%) focused on recommended care services for
people with uncontrolled disease, 4 (31%) on the use of
preventive care services, and 4 (31%) on medical follow-up
rates. In 25% (3/12) of the studies that assessed reductions in
ED visits and hospitalizations, these were accompanied by an
increased use of other care services, including outpatient clinic
appointments and secure messaging. Compared with the total
population, highest proportions of beneficial effects were
reported for diabetes mellitus and hematological and oncological
diseases. When focusing on 7 high-quality studies, lower
proportions (3/9, 33%) of beneficial effects were observed.

Technology-Related Outcomes
For 39 studies investigating a total of 75 technology-related
outcomes, a beneficial association with digital health record

use was observed for 88% (66/75) of the outcomes. All (22/22,
100%) studies reported high patient satisfaction with accessing
and using digital health records. Furthermore, 75% (6/8) of the
studies reported high patient satisfaction with the effects of
using digital health records. High feasibility was reported by
79% (15/19) of the studies, and high acceptability by 88%
(23/26) of the studies. Highest feasibility was reported for digital
health records intended for people with hematological and
oncological diseases. Lowest feasibility and acceptability were
reported for digital health records intended for people with
cardiopulmonary diseases. When focusing on 6 high-quality
studies, proportions of studies that found beneficial effects were
similar.

High Disease Burden or Self-management
A subgroup of 47 studies that investigated patients with a high
disease burden or high self-management was assessed. The
following conditions were included: malignancies (11 studies),
asthma (9 studies), HIV infection and AIDS (6 studies),
hematologic conditions (5 studies), chronic kidney disease (3
studies), chronic heart failure (4 studies), mental disorders (3
studies), multiple sclerosis (2 studies), inflammatory bowel
disease (2 studies), rheumatologic conditions (2 studies),
insulin-dependent diabetes mellitus (2 studies), atrial fibrillation
(1 study), cystic fibrosis (1 study), and posttransplant patients
(1 study). In general, the digital health records assessed in this
subgroup were more often tailored to specific patient populations
through the addition of specialized functionalities or connected
wearables.

In comparison with studies investigating patients with no high
disease burden, studies investigating patients with a high disease
burden reported considerably higher proportions of beneficial
effects for vital parameters, patient engagement, reductions in
ED visits and hospitalizations, and for all technology-related
outcomes. Considerably lower proportions of beneficial effects
were reported for laboratory parameters, health-related quality
of life, treatment adherence, and increased use of recommended
care services. For the 9 high methodological quality studies on
high disease burden or self-management, the proportions of
studies that found beneficial effects were roughly similar.

Focus on Passive Versus Active Features
Of the 81 studies, 41 (51%) of the studied patient-centered
digital health records focused on passive features and 40 (49%)
focused on active features. In comparison with digital health
records with an active focus, more beneficial effects were
observed among digital health records with a passive focus for
laboratory parameters (9/16, 56% vs 7/17, 41%),
self-management and self-efficacy (7/11, 64% vs 3/8, 38%),
patient engagement (9/15, 60% vs 4/13, 31%), and for an
increased use of recommended care services (5/6, 83% vs 5/7,
71%). Compared with digital health records with a passive
focus, more beneficial effects were observed among digital
health records with an active focus on disease events or
complications (4/10, 40% vs 1/5, 20%) and reductions in ED
visits and hospitalizations (4/6, 67% vs 1/6, 17%). However,
when focusing on high-quality studies, higher proportions of
beneficial effects were seen for digital health records with an
active focus on all clinical outcomes, patient-reported outcomes,
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reductions in ED visits and hospitalizations, patient satisfaction,
and acceptability.

Quality Appraisal
Of the 81 included studies, 27 (33%) studies were graded as
low quality, 38 (47%) as medium quality, and 16 (20%) as high
quality (Tables 10-13). Studies investigating cardiopulmonary
conditions were of the highest quality, with 29% (6/21) of the
studies graded as high quality. Of the 24 included RCTs, 7
(29%) were of high quality. Only 38% (9/24) of the RCTs
concealed allocation to treatment groups, and 67% (16/24) used
intention-to-treat analyses. Of the 57 studies with other designs,
9 (16%) were graded as high quality. Overall, 15% (12/81) of
studies reported power calculations.

Among the 65 studies that were graded as medium or low
quality, only 35% (23/65) used reliable or validated tools for
the measurement of all their outcomes and 48% (31/65) for part
of their outcomes. Of these 65 studies, 10 (15%) studies took
adequate measures to limit selection bias and 17 (26%) studies
used a control group or randomized participants.

When focusing on the 16 high-quality studies, 3 functionalities
appeared to be the most effective: secure messaging to lower
barriers in patient-professional interaction, prescription refill
functions to improve medication adherence, and information
provision on disease progression. In addition, in 16 high-quality
studies, the proportions of beneficial effects were similar for a
subgroup of studies that included older participants (mean age
>55 years), which included a high number of female participants
(>45%), or included a racially diverse population (<50% White
participants), as compared with the total population.

Discussion

Principal Findings
In this systematic review, we evaluated evidence on the effects
of the use of patient-centered digital health records in
nonhospitalized patients with chronic health conditions on
clinical and patient-reported outcomes, health care utilization,
and technology-related outcomes. Beneficial effects were most
frequently reported for the use of recommended care services
(10/13, 77%) and for 4 patient-reported outcomes: disease
knowledge (7/10, 70%), patient involvement (5/9, 56%),
treatment adherence (10/18, 56%), and self-management and
self-efficacy (10/19, 53%). Regarding clinical outcomes,
beneficial effects were reported in 42% (29/69) of the studies.
Beneficial effects were least frequently reported for disease
events and complications (5/15, 33%) and health-related quality
of life (4/15, 27%). For digital health records that predominantly
focused on active features, higher proportions of beneficial
effects on nearly all health outcomes were observed among the
high-quality studies.

In this study, we observed that patient-centered digital health
record use may be associated with an increased use of
recommended care services. Beneficial effects on ED visits and
hospitalizations were mainly observed when accompanied by
an increased rate of follow-up appointments or secure messaging
[60,89,93]. This might imply that reducing ED visits and

hospitalizations is primarily achieved by facilitating
patient-professional communication.

Beneficial effects were most often reported for patients with
diabetes or cardiopulmonary disorders. We suggest 2
explanations. First, the focus of digital health records has been
directed toward patients with diabetes and asthma for some time
because of the sheer number of people with these conditions.
This could have resulted in higher-quality patient-centered
digital health records and patients who were more accustomed
to their use. Second, the relative improvements in health
outcomes might be smaller among patients with a condition
with a high disease burden because of a higher baseline level
of self-management skills and disease knowledge.

The proportions of beneficial effects varied considerably
between health outcomes, which may be explained by 2 reasons.
First, outcomes with a higher proportion of beneficial effects
were more often the primary study outcomes than the secondary
outcomes. Digital health records were more frequently tailored
for these outcomes, yielding higher beneficial effects. Second,
outcome assessment was generally less robust for outcomes
with a higher proportion of beneficial effects, such as
self-management and patient engagement, which might have
resulted in more false-positive effects.

Comparison With Earlier Evidence
Our results are more positive than those of the previous
systematic reviews. This might be because of the increasing
acceptance of digital health records, their improving quality,
the increasing body of literature, or variations in digital health
record definitions used. Two previous reviews found mixed
effects on the use of portals on health outcomes and health care
utilization [27] and reported positive effects on qualitatively
assessed self-management in only one-third of the studies [25].
A recent systematic review that focused on portals intended for
hospitalized patients found mixed results for patient engagement
[26]. A systematic review that included only qualitative studies
found that portal use was associated with positive effects on
self-efficacy, treatment adherence, and disease knowledge [28].
In a review on eHealth interventions that aim to promote
medication use, a weak association between digital health record
use and health-related quality of life was observed [10]. This
implies that digital health record engagement is not yet sufficient
to affect patients’ overall health-related quality of life.

Strengths and Limitations
This systematic review has several strengths. Our search strategy
was comprehensive, to account for the lack of consensus in
digital health record terminology. In addition, a wide variety of
health outcomes were considered relevant to determine the
impact of digital health record use. However, several limitations
of this study must be considered. First, comparisons between
studies were difficult because of the variety in evaluated
functionalities. A similar diversity was observed among the
reported follow-up durations, participants’ ages, study sample
sizes, and outcomes. Second, because it was not possible to
perform a meta-analysis owing to the heterogeneity in reported
(disease-specific) outcome measurements and effects, we used
the vote-counting method. Therefore, we could not report the
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effect estimates and indicated directions of effects [122]. Third,
owing to a lack of agreement on feasibility and acceptability
thresholds, much is left to the authors’ discretion. Fourth, JBI
critical appraisal tools rank every item equally despite being
not equally important. Finally, publication bias could have
resulted in overestimation of the positive effects of
patient-centered digital health records. More studies with
positive results have been published. In addition, many of the
included studies assessed more “mature” patient-centered digital
health records, which could have overestimated the effects.

We observed that high patient satisfaction rates did not fully
reflect in other health outcomes. This can be partly attributed
to acquiescence bias and satisficing [123]. Moreover, satisfaction
was often reduced to a narrow ease-of-use questionnaire, instead
of satisfaction with the contribution to overall disease
management. Finally, several studies only included recurrent
users in their analyses, which could falsely increase feasibility.
Moreover, these recurrent users likely experienced positive
effects of using digital health records, which would have resulted
in an overestimation of effects in randomized studies with no
intention-to-treat analysis and in all nonrandomized studies.

The voluntary adoption of patient-centered digital health records
by patients might reflect an intrinsic, preexisting motivation for
self-management and care engagement bias, which may
overestimate their effects. Patient-centered digital health record
use could even be considered a surrogate measure for
engagement [109,124,125]. Thus, it might be best to consider
digital health records as vehicles for empowerment,
strengthening existing self-management capabilities [126,127].

The effects of using patient-centered digital health records on
health outcomes are not always direct but often depend on
intermediate steps. For example, requesting prescription refills
might depend on the actions performed by (slow-responding)
physicians, nurses, or pharmacies. Thus, if using a digital health
record would have no observable effects on health outcomes,
this could also be a result of these intermediate steps or
unforeseen processes and may not be attributable to the use of
the patient-centered digital health record.

The proportion of beneficial effects reported in high-quality
studies was lower as compared with all included studies for
clinical outcomes (30% vs 42%), patient-reported outcomes
(37% vs 45%), and health care utilization (33% vs 59%).
Nevertheless, the proportions are clinically relevant and
promising considering this newly emerging field. The observed
differences might be related to 4 factors. First, the selection of
motivated, well-educated, digitally minded participants might
have overestimated the results in most low- and
moderate-quality studies. Second, most studies did not measure
ongoing user activity, and assumed that registered users became
recurrent users. Third, nearly all low- and moderate-quality
studies reported high dropout rates, which could overestimate
acceptance rates. Finally, the lack of consensus on digital health
record terminology hindered the interpretation of findings. We
would advocate the use of uniform definitions, such as those
presented in Textbox 1 [10,17-20].

Future Research
Future studies should adopt additional measures to adhere to a
uniform taxonomy, use log data, and limit selection bias. The
exclusion of less-engaged people could further expand the digital
divide between patients who are digitally proficient and those
who are not, resulting in an increasingly unequal distribution
of care services. We suggest that researchers include a diverse
population based on age, gender, disease burden, race, education
level, and health literacy [128]. Finally, further research should
focus on determining which functionalities are mostly
responsible for the effects on the outcomes.

Conclusions
The use of patient-centered digital health records in chronic
conditions is potentially associated with beneficial effects on
several patient-reported outcomes and recommended care
services in a considerable number of studied digital health
records. The rates of the effects were approximately similar for
different patient groups. Feasibility and acceptability were high.
Our findings support further implementation of patient-centered
digital health records in clinical practice. Yet, higher-quality
research is needed to identify effects per disease category and
per health outcome and to learn which patients might benefit
from specific functionalities.
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Abstract

Background: Personal electronic health records (PEHRs) allow patients to view, generate, and manage their personal and
medical data that are relevant across illness episodes, such as their medications, allergies, immunizations, and their medical,
social, and family health history. Thus, patients can actively participate in the management of their health care by ensuring that
their health care providers have an updated and accurate overview of the patients’medical records. However, the uptake of PEHRs
remains low, especially in terms of patients entering and managing their personal and medical data in their PEHR.

Objective: This scoping review aimed to explore the barriers and facilitators that patients face when deciding to review, enter,
update, or modify their personal and medical data in their PEHR. This review also explores the extent to which patient-generated
and -managed data affect the quality and safety of care, patient engagement, patient satisfaction, and patients’ health and health
care services.

Methods: We searched the MEDLINE, Embase, CINAHL, PsycINFO, Cochrane Library, Web of Science, and Google Scholar
web-based databases, as well as reference lists of all primary and review articles using a predefined search query.

Results: Of the 182 eligible papers, 37 (20%) provided sufficient information about patients’ data management activities. The
results showed that patients tend to use their PEHRs passively rather than actively. Patients refrain from generating and managing
their medical data in a PEHR, especially when these data are complex and sensitive. The reasons for patients’ passive data
management behavior were related to their concerns about the validity, applicability, and confidentiality of patient-generated
data. Our synthesis also showed that patient-generated and -managed health data ensures that the medical record is complete and
up to date and is positively associated with patient engagement and patient satisfaction.

Conclusions: The findings of this study suggest recommendations for implementing design features within the PEHR and the
construal of a dedicated policy to inform both clinical staff and patients about the added value of patient-generated data. Moreover,
clinicians should be involved as important ambassadors in informing, reminding, and encouraging patients to manage the data
in their PEHR.

(J Med Internet Res 2022;24(12):e37783)   doi:10.2196/37783
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Introduction

Background
The beginning of most outpatient consultations is characterized
by physicians going over the personal and medical information
that is recorded in their patients’ personal electronic health
records (PEHRs). This includes information about their patients’
current health problems and information about their vital signs,
medication use, or known allergies. An up-to-date and accurate
overview of this personal and medical information gives
physicians a better sense of who is sitting in front of them and
allows them to make appropriate and safe treatment-related
decisions that correspond to their patients’needs. In most cases,
clinicians are responsible for updating their patients’ personal
and medical data at the start of each consultation. However, this
task can take up to 40% of the physicians’ time, which would
rather be spent on direct patient care [1,2]. Instead of only
physicians managing their patients’ personal and medical data
(core medical data), patients can also play a role by entering,
reviewing, and updating this information in their PEHR before
or after each outpatient visit by themselves. Research shows
that this active patient engagement is associated with various
beneficial health-related outcomes, such as an increase in
patients’ self-care and medication adherence, improved
patient-physician relations, shared decision-making, and even
improved clinical outcomes for patients with chronic illnesses
[3-5]. It is for this reason that health care services strive to
engage patients in the self-entry and self-management of their
health care data by using technology such as patients’ PEHRs
[6].

Over the past decade, identifying what determines whether
patients are likely to engage with their PEHRs and how their
engagement affects their clinical care has been a frequent topic
of discussion [7-14]. The consensus is that less than half of the
user population adopts a PEHR, and even less than one-third
of the users actually use their PEHR records and manage their
personal and medical data, with patients’ data management
declining as age increases, lower digital skills, and being unable
to fully understand and use health information in
treatment-related decisions [15-18]. Studies have also shown
that patients are less likely to self-manage their medical data
when they find it difficult or unpleasant to use the data
management tools [11,19-23] or when the practice is not
endorsed by their health care providers [21,24].

Although previous syntheses of the literature have been valuable
in identifying the scope and potential causes of patients’
disengagement [7-10,13,14,25], they have some limitations.
First, the most recent review [10] synthesized knowledge from
studies published till 2018 and retrieved them from a very

limited set of 3 databases. Second, previous reviews have
focused only on consumers’perceptions [7,10,13], patients aged
≥50 years [14], randomized controlled trials [8], or English
publications [7,9,10,14], without providing an all-encompassing
view on the patient-, care-, and system-related factors that drive
or prevent patients’ data management. Most importantly,
previous literature refrains from providing sufficient information
about patients’ actual levels of engagement with their core
medical data in their PEHR. The facilitators of and barriers to
patients’ personal data management have previously been
considered in relation to patients’ (future) portal adoption or
access [25-27] or by basing patients’ level of engagement on
log-in frequencies or the number of times they view a certain
page in their PEHR [7-10,12-14]. In these cases, we do not
know the extent to which patients who access their PEHR feel
coresponsible or “empowered” [28] to actually use their PEHR
in a meaningful way. We define meaningful use as patients
actively sharing, reviewing, updating, or modifying their
personal and medical data in their PEHR throughout their entire
care journey (Figure 1). Our definition does not include patients
who only access their portal and passively view the recorded
information, but it does include patients who evaluate the
information recorded in their PEHR. Certainly, patients are
meaningfully using their PEHR when they closely examine
(evaluate) their core medical data and decide to leave the
information as it is, because they believe it to be correct and
complete (Figure 1). However, we know that PEHRs often lack
sufficient or up-to-date core medical information [29].
Therefore, in this review, our aim is to synthesize the existing
literature by focusing on instances in which patients take actual
action to provide or update their core medical data in their
PEHR. This focus on data generation (sharing) and management
(updating and modifying) allows us (1) to determine what drives
patients toward or prevents patients from maintaining an
up-to-date record and (2) to examine the associated impact that
this active data management has on patients’ health and health
care–related services.

To identify what may drive patients toward or prevent patients
from taking on an active rather than a passive role when it comes
to the management of their core medical data, we need to
identify not only the type of data management activities patients
perform within their portal but also the type of data that patients
manage and how frequently they do so. Patients can engage
differently with their PEHR depending on the personal and
medical data they wish to share or update. Patients may be less
inclined to share or update information about error-prone and
sensitive data elements than to share or update personal and
medical data that they are more confident or knowledgeable
about. To date, it remains unknown whether the type of core
medical information affects patients’personal data management.
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Figure 1. Active patient engagement in terms of patients generating and managing their personal and medical data throughout their care journey. This
figure was partially replicated and adapted from Carman et al [30]. PEHR: personal electronic health record.

Objectives
In this scoping review, we aimed to address the limitations of
previous syntheses by exploring the barriers and facilitators that
patients face when they decide to actively review, enter, update,
or modify their core medical data in their PEHR throughout
their care journey (Figure 1). We aimed to (1) identify the extent
to which patients feel motivated or coresponsible for sharing,
updating, and modifying their core medical data in their PEHR,
and (2) examine the extent to which this engagement with a
PEHR impacts the quality and safety of care and patients’
satisfaction with the care delivered. Answers to these questions
will result in clear recommendations on how to maximally
stimulate active patient involvement with PEHRs.

Methods

Search Strategy and Eligibility Criteria
This scoping review was conducted and reported in accordance
with the PRISMA-ScR (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses Extension for Scoping
Reviews [31]; Multimedia Appendix 1). The search protocol
was preregistered with the Open Science Framework [32]. In
April 2020, the MEDLINE (PubMed), Embase, CINAHL,
PsycINFO, Cochrane Library, Web of Science, and Google
Scholar web-based databases were searched to retrieve studies
concerning patients’ management of their core medical data in
an electronic patient portal. In March 2022, the MEDLINE
database was re-searched to retrieve records that were published
between April 2020 and March 2022. The reference lists of all
primary and review articles were hand searched. Literature

reviews were excluded, but practice briefs, fact sheets, white
papers, and peer-reviewed publications (including conference
proceedings) that focused on any type of population or study
design (eg, qualitative, quantitative, or mixed methods studies)
were included. The databases were searched for English or
Dutch articles published between January 2000 and February
2020. We chose January 2000 as the starting point of the search
because the 3 known early adopters of a web-based patient
portal, the Palo Alto Medical Foundation (“MyChart”), the Beth
Israel Deaconess Medical Center (“PatientSite”), and the Boston
Children’s Hospital (“Indivo”), implemented their patient portals
between the end of 1999 and the beginning of 2000 [33]. Our
search strategy was developed in collaboration with an
experienced research librarian (Multimedia Appendix 2) and
targeted words related to electronic health records (eg, patient
portal and electronic health record) combined with Medical
Subject Headings terms related to patient engagement (eg,
patient participation, patient education, patient involvement,
and patient engagement) and the type of data being managed
(eg, medication reconciliation, medication verification, allergies,
and intoxications). To be included in the review, papers needed
to focus on patients who actively handled their personal and
medical data in a web-based patient portal (ie, entering,
updating, or modifying; Figure 1) and identify either patient-,
care-, or system-related determinants that influence this active
patient involvement, or focus on the (perceived or examined)
benefits or costs related to active patient involvement with a
PEHR. Articles were excluded when they only included patients’
management of their core medical data in a PEHR as a
secondary concept. Table 1 provides an overview of the
checklist for full articles.
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Table 1. Selection checklist for full articles.

InclusionItem

Report characteristics

Practice briefs, fact sheets, white papers, and peer-reviewed publications and conference proceedings.
Exclude when the articles are systematic or scoping reviews; meta-analyses

Type of publication

Between 2000 and February 2020; MEDLINE: re-searched in March 2022Date of publication

Study details

All types of studies are allowed to be included in this review (eg, randomized controlled trial, non-
randomized controlled trial, evaluation/usability, experimental, cohort/longitudinal, developmental,
and pre-post design)

Type of study or intervention

Core medical data being managed in a personal electronic health record (eg, medication regimen,
vaccinations, allergies, medical and family history, and intoxications)

Type of health data being managed

Both patients and cliniciansPopulation

Screening Rounds and Data Extraction
The flowchart for the inclusion of articles in the scoping review
is presented in Figure 2. The eligibility screening and data
extraction form is presented in Multimedia Appendix 3.
Searching the databases resulted in 5313 records that were
imported into the reference manager, Mendeley (Elsevier). After
duplicates were removed, 4376 (5313/4376, 82%) unique
records were retained. The first author (DJD) used Mendeley
to screen the identified records based on their titles and abstracts.
A total of 45 (1%) additional records were identified through
the screening of reference lists. This initial screening resulted
in 509 records that were identified to be eligible for the review.
However, after this initial screening, it remained unclear what
kinds of activities patients performed within the PEHRs.
Therefore, we diverged from our preregistered review protocol
by administering an additional screening round. In this round,
the first author (DJD) screened the Methods section of the 509
records to identify what kind of patient-generated medical data
activities were included. This screening method identified 7

activities (Figure 2): active (ie, generating data, refilling, and
messaging), passive (ie, viewing and portal use with health care
provider), and undefined data management activities (ie,
prospective use, portal access, log-in frequency, and portal
enrollment). The first author (DJD) categorized the records into
these 7 categories, and the second author (GGS) screened and
reviewed a subset (51/509, 10%) of these records. Both authors
discussed the screening method and the categorized subset until
a consensus was reached. After the screening of the Method
sections, 182 articles were found to be eligible for full-article
screening. The full texts of these 182 records were subsequently
screened by 4 authors (DJD, GGS, BM, and SP) in equally
divided subsets. This resulted in 37 (20%) records that met the
criteria for inclusion in this scoping review. The first (DJD) and
second (GGS) authors then rated a subset of a mix of inclusions
and exclusions, but no problematic cases were identified. The
first author (DJD) then commenced with extracting the data
from the 37 (20%) records according to the data extraction form
(Multimedia Appendix 3).
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Figure 2. Flowchart for the identification, screening, and inclusion of articles in this scoping review. PGHD: patient-generated health data; PEHR:
personal electronic health record.

Results

Description of the Included Studies
The general characteristics of the 37 included records are
presented in Table 2. We rejected articles that only addressed
patients who passively reviewed their data without making
actual changes to their records (eg, the studies by Apter et al
[34] and Jhamb et al [35]). We categorized the included studies
as reporting on one or more of the following three categories
(Table 3) [33,36]: (1) information about patients’ portal use,
including the frequency of patients entering, updating, or

modifying their core medical data; (2) patient and provider
(perceived) facilitators of and barriers to the activities described
in the first category, including usability, prototyping, and pilot
studies in which portal features or tools were tested with specific
end users; and (3) the impact of patients’ active involvement in
the management of their data on patient care, including studies
that focused on the quality of the data entered and the (perceived
or examined) effects of patient-generated or patient-managed
data on the quality, safety, cost-effectiveness, and patient or
health care provider satisfaction of health care services. In
further sections, we will report the findings of the included
studies based on these categories.
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Table 2. Study characteristics of the records included in the scoping review.

Data entry toolsPortalData activityType of dataSampleStudy aimCountryStudyNumber

NonemyNYPReviewing
and entering
data

Medical historyPatients or caretakers of
patients (n=23) with
chronic conditions (dia-
betes, cancer, ulcerative
colitis, or thalassemia)

Evaluating the us-
ability of a portal

United
States

Ali et al
[37], 2018

1

NoneWeill Cor-
nell Connect
(EpiCare)

Entering dataBlood glucose
values

Patients with diabetes
(n=53), of which 23
were pregnant and 30
were nonpregnant, and

Describing portal
adoption rates and
characteristics of
patients who enter

United
States

Ancker et al
[38], 2019

2

their physicians in ob-health data and
stetrics-gynecologytheir association
(n=12) or internal
medicine (n=4)

with clinical out-
comes

QuestionnairesEpiCareEntering dataMedical history,
surgical history,

Patients (n=146) with
an appointment at a

Evaluating the
quality of patient-

United
States

Arsoniadis et
al [39], 2015

3

and social histo-surgery clinic, of whomgenerated health
ry (including50 completed the inter-

vention
data with a health
history tool accessi-
ble via the web or
a tablet

questions relat-
ed to tobacco
use, alcohol
consumption, il-
licit substance
use, and sexual
history)

QuestionnairesPatientSite
(electronic

Reviewing
and entering

Family health
history

Patients (n=4223)Evaluation of the
family history
module implement-

United
States

Bajracharya
et al [40],
2019

4

medical
record of the

and modifying
dataed in a patient por-

tal and patients’ Beth Israel
adoption of and Deaconess
experiences with
the module

Medical
Center)

CalculatorHealthTrakEntering dataVital signs
(blood glucose
values)

Patients (n=39) with di-
abetes, with 21 patients
allocated to the prepor-
tal group and 18 to the
portal users group

Exploring the us-
ability of patient
portal features and
users’ intentions to
pay fees for portal
use for a diabetes
management portal

United
States

Bryce et al
[41], 2008

5

NoneIowa PHRa

(stand-alone

Entering dataList of allergies,
medication list,
problem list,

Nonclinical population
(n=1075) with variety
in medical back-

Exploring how pa-
tient-generated
health data affects

United
States

Chrischilles
et al [42],
2014

6

patient por-
tal)and medical

history
grounds; most partici-
pants were experiencing
stomach-related prob-

medication use
safety among older
adults

lems; 802 participants
were allocated to use a
patient portal, and 273
were allocated to a con-
trol group

NoneHealth Her-
itage (stand-
alone tool)

Entering dataFamily health
history

Mixture of nonclinical
and clinical participants
(n=109), of which 54
were allocated to the

Evaluating the us-
ability and analytic
validity of the
Health Heritage

United
States

Cohn et al
[43], 2010

7

intervention armtool that helps pa-
(Health Heritage) and
55 to the usual care arm

tients to collect
their family health
history
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Data entry toolsPortalData activityType of dataSampleStudy aimCountryStudyNumber

Tablet question-
naire adminis-
tered via the
Hughes
RiskApps life
cycle cost soft-
ware

LMRbEntering dataProblem list,
medical history,
family health
history, and risk
factors

Patients with variety in
medical backgrounds
(n=1472); details were
given for patients with
hypercholesterolemia
and diabetes

Comparing the ac-
curacy and com-
pleteness of a
tablet-administered
problem list ques-
tionnaire to a prob-
lem list that was
self-reported by
patients

United
States

Polubriagi-
nof and Pas-
tore [29],
2016

8

Web-based
feedback forms

MyGeisinger
(Geisinger
Health Sys-
tem)

Reviewing
and modifying
data

Medication listPatients (n=457) with
chronic conditions (ob-
structive pulmonary
disease, asthma, hyper-
tension, diabetes, or
heart failure); the num-
ber of providers and
pharmacists inter-
viewed is not provided

Exploring how pa-
tients can be en-
gaged to provide
feedback on elec-
tronic health record
content and how
this feedback af-
fects the accuracy
of medical records

United
States

Dullabhet et
al [44], 2014

9

NoneThree paper
prototypes
that repre-
sented fea-
tures of a re-
gional health
cooperative
portal’s inter-
face were
used

Reviewing
and entering
data

Immunization
record

Patients with diabetes
and parents managing
asthma for child depen-
dents (n=19)

Exploring the us-
ability of a patient
portal, whether and
how it helps pa-
tients to remember
important health
tasks, and whether
it enhances patient
engagement and
agency in manag-
ing a chronic ill-
ness

United
States

Eschler et al
[45], 2016

10

To initiate a
chart amend-
ment request,
the patient had
to contact the
information
management
department by
phone, by mail,
fax or in person
and obtain an
amendment re-
quest form

MyChart
(Epic)

Reviewing
and modifying
data

Medical history,
social history,
intoxications,
family health
history, clinic
notes, discharge
summaries, and
emergency de-
partment notes

Patients (n=181) for
whom amendment re-
quests were made to
various clinical depart-
ments and divisions but
whose medical condi-
tions were unspecified

Exploring the fre-
quency, type, rea-
sons, and outcomes
of patient-initiated
amendment re-
quests

United
States

Hanauer et
al [46], 2014

11

Secure Messag-
ing for Medica-
tion Reconcilia-
tion Tool within
the portal

My
HealtheVet
(The Veter-
ans Health
Administra-
tion)

Reviewing
and entering
and modifying
data

Medication listPatients (n=25) with
chronic conditions (eg,
diabetes, hypertension,
prior myocardial infarc-
tion or stroke, hyperlipi-
demia, and heart dis-
ease)

Testing a medica-
tion reconciliation
tool to improve
medication safety
among patients
who were recently
discharged from
the hospital

United
States

Heyworth et
al [47], 2013

12

NoneMy
HealtheVet
(The Veter-
ans Health
Administra-
tion)

Reviewing
and entering
data

Vital signs
(blood pressure,
pulse rate, and
weight), medi-
cal history, im-
munization
record, and
medication list

Health care providers
(n=26) who treat pa-
tients with spinal cord
injuries and disorders

Exploring health
care providers per-
ceived advantages
and disadvantages
of PHR portal use

United
States

Hill et al
[48], 2018

13
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Data entry toolsPortalData activityType of dataSampleStudy aimCountryStudyNumber

NoneTethered
PHR provid-
ed by the
National
Health Ser-
vice

Entering dataVital signs
(height, weight,
blood pressure,
glycemia,
cholesterol, and
triglycerides
levels) and aller-
gies

Patients (n=109,619),
of whom 18,504 were
portal users

Examining portal
use, associated pa-
tient demograph-
ics, and clinical
variables

PortugalLaranjo et al
[49], 2017

14

Genetic and
Wellness As-
sessment tool

EpicEntering dataFamily health
history

Health care providers
(n=24) who specialized
in internal medicine,
family medicine, or ob-
stetrics/gynecology

Exploring primary
care physicians’
experiences with
the Genetic and
Wellness Assess-
ment tool for cap-
turing patients’
family health histo-
ry

United
States

Lemke et al
[50], 2020

15

Automated Pa-
tient History In-
take Device ac-
cessed via com-
puter terminal
kiosk in the
clinical waiting
room

See Data En-
try Tools

Reviewing
and entering
and modifying
data

Medication list
and list of aller-
gies

Patients (n=17,868)
visiting a chemotherapy
facility

Exploring the ex-
tent to which kiosk
technology im-
proves the report-
ing of patients’
medication history

United
States

Lesselroth et
al [51], 2009

16

The Surgeon
General: My
Family Health
Portrait

Patient Gate-
way, LMR

Reviewing
and entering
data

Family health
history

Patients (n=959) sched-
uled for an annual exam-
ination visit, of which
663 were allocated to
the intervention arms
(interactive voice re-
sponse technology, pa-
tient portal, and waiting
room laptop computer)

To examine the ca-
pacity of 3 differ-
ent electronic tools
for collecting pa-
tients’ family
health history

United
States

Murray et al
[52], 2013

17

NoneWellness
Portal linked
to the Preven-
tive Services
Reminder
System

Reviewing
and entering
data

Vital signs
(weight), pre-
ventive services
(mammogra-
phy, diabetes
education, and
smoking coun-
seling), well-
ness plan,
symptom diary,
medical history,
medication list,
problem list, list
of allergies, and
immunization
record

Patients in primary care
(n=560) who were in
the randomized con-
trolled trial; 3 clini-
cians, 2 office staff, and
6 patients in the pilot
testing of the portal

Examining the be-
havior and experi-
ences of patients
and primary care
clinicians with re-
gard to the Well-
ness Portal

United
States

Nagykaldi et
al [53], 2012

18

NoneMy-
HealtheVet
and Veterans
Information
System
Technology
Architecture

Entering dataMedication list,
list of allergies,
and vital signs
(eg, blood pres-
sure, blood sug-
ar, and choles-
terol)

Military service Veter-
ans in the United States
(n=688)

Exploring Veter-
ans’ perspectives
on receiving access
to their personal
medical informa-
tion, which of its
data elements they
find most valuable,
and how it affects
their satisfaction,
self-management,
communication,
and health care
quality

United
States

Nazi et al
[54], 2013

19
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Data entry toolsPortalData activityType of dataSampleStudy aimCountryStudyNumber

NoneMobile PHR
known as
My Chart in
My Hand

Entering dataVital signs
(blood pressure,
blood glucose
levels, and
weight); the
functions list of
allergies, medi-
cal history, and
medication list
were excluded
because the
number of users
was relatively
small (n=116)

Patients with diabetes
(n=16,729) and general
users of the app
(n=1536)

Evaluating how
and which users
are generating and
managing their
personal and medi-
cal data

KoreaPark et al
[55], 2018

20

NoneFollowMy-
Health
(AllScripts)

Entering dataVital signs (eg,
weight and
blood pressure)

Patients with multiple
morbidities (n=500)
with diabetes, heart
failure, hypertension,
and coronary artery dis-
ease

Exploring the deter-
minants of portal
use among patients
with multiple
chronic conditions

United
States

Powell and
Deroche
[56], 2020

21

Internally devel-
oped home
medication re-
view tool

AllScriptsReviewing
and entering
and modifying
data

Medication listPatients (n=65) arriving
at the emergency depart-
ment and their health
care providers (n=20)

Exploring the ex-
tent to which an
electronic home
medication review
tool engaged pa-
tients in the medica-
tion reconciliation
process and how
this affected medi-
cation safety dur-
ing hospitalization

United
States

Prey et al
[57], 2018

22

A secure mes-
saging feature
(alongside
phone calls)
was used by pa-
tients to update
their medication
list

Not speci-
fied

Reviewing
and entering
data

Medication listPatients (n=18,702) of
a clinical practice that
focused on surgical care
for adults, of which
7818 had portal access

Exploring the ex-
tent to which se-
cure messaging
helps patients to
update their medi-
cation list in an
ambulatory care
setting

United
States

Raghu et al
[58], 2015

23

Patient Gate-
way medica-
tions module;
electronic jour-
nals

Patient Gate-
way, LMR

Reviewing
and modifying
data

Intervention
arm: medication
list, list of aller-
gies, and dia-
betes manage-
ment informa-
tion; control
arm: family
health history

Patients in primary care
(n=541), of which 267
were in the intervention
arm

Investigating the
extent to which a
PHR-linked medi-
cations review
module affects
medication accura-
cy and safety

United
States

Schnipper et
al [59], 2012

24

NoneVaccination
app (Vac-
cApp)

Reviewing
and entering
data

Immunization
record

Parents (n=456) of in-
fants and children with
suspected vaccine-pre-
ventable diseases (eg,
influenza-like illness or
infections of the central
nervous system)

Validating the accu-
racy of VaccApp
in helping parents
to report their chil-
dren’s vaccine his-
tory

Ger-
many

Seeber et al
[60], 2017

25

Questionnaire
for recording
medical history

EpicReviewing
and entering
data

Medication list,
list of allergies,
and medical
history

Parents (n=456) of chil-
dren with diabetes, of
which 178 used the app

Exploring how pa-
tients with type 2
diabetes use their
patient portals and
what determines
their portal use

United
States

Sun et al
[61], 2019
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Data entry toolsPortalData activityType of dataSampleStudy aimCountryStudyNumber

NoneMyChart
(Epic)

Reviewing
and entering
and modifying
data

Problem list,
medication list,
and list of aller-
gies

Patients (n=505,503),
of which 109,200 were
registered for a portal

Exploring the char-
acteristics of portal
users and the activ-
ities that users per-
form within their
patient portals

United
States

Tsai et al
[62], 2019

27

Previsit electron-
ic journals with
tailored and un-
tailored ques-
tions

Patient Gate-
way, LMR

Reviewing
and entering
and modifying
data

Arm 1: medica-
tion list, list of
allergies, and
diabetes items;
arm 2: health
maintenance,
personal histo-
ry, and family
health history

Patients in primary care
(n=2027 in the interven-
tion arm and n=2345 in
the postintervention
survey) and 84 physi-
cians

Exploring patients’
and health care
providers’ experi-
ences of using pre-
visit electronic
journals to record
core medical data
and survey data

United
States

Wald et al
[63], 2010

28

MyMeds app
(medication
management)
and SkinCare
app (monitoring
and reporting
skin break-
down)

Interactive
mobile
health and
rehabilita-
tion apps.
iMHere is a
system that
connects
smartphone
apps to clini-
cians’ web-
based portal.

Entering rea-
sons for taking
medication
and modifying
medication re-
minders

Medication list
and problem list

Patients with dexterity
impairments (n=9)

Exploring and
identifying the
needs and prefer-
ences of individu-
als with dexterity
impairments when
they use iMHere.

United
States

Yu et al
[64], 2015

29

NoneMost partici-
pants used
tools provid-
ed by their
physician’s
office, hospi-
tal, or insur-
ance compa-
ny (type of
records un-
specified)

Reviewing
and entering
data

Vital Signs
(cholesterol,
blood pressure,
and glucose lev-
els; uploading
data from a
monitoring de-
vice)

Nonclinical population
(n=166)

Exploring the use
patterns among
users of web-based
health management
tools and identify-
ing barriers to use
among nonusers

United
States

Zettel-Wat-
son and
Tsukerman
[65], 2016

30

Pharmacy fulfill-
ment and bar-
code scanning
and a Prepare
For Appoint-
ments wizard

Colorado
Care Tablet,
personal
health app

Reviewing
and entering
data

Medication listOlder adult patients
with multiple morbidi-
ties (n=31)

Testing the usabili-
ty of an open
source, web-based
personal health app
that provides older
adults and their
caregivers the abil-
ity to manage their
personal health in-
formation during
care transitions

United
States

Siek et al
[66], 2011

31

A nurse was
available to
help with data
entry

Personal
Health In-
formation
Management
System

Reviewing
and entering
and modifying
data

Family health
history, list of
allergies, medi-
cation list, med-
ical history, and
immunization
record

Nonclinical population
(n=38) specified as
low-income older adults
with disabilities resid-
ing in a publicly subsi-
dized housing project

Exploring the barri-
ers that older
adults and disabled
persons face when
using PHRs

United
States

Lober et al
[67], 2006

32

The Surgeon
General: My
Family Health
Portrait

My
HealtheVet
(The Veter-
ans Health
Administra-
tion)

Entering dataFamily health
history

Veterans (n=35)To assess the facili-
tators of and barri-
ers to Veterans’
use of the Surgeon
General’s web-
based tool to cap-
ture their family
health history

United
States

Arar et al
[68], 2011
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Data entry toolsPortalData activityType of dataSampleStudy aimCountryStudyNumber

NoneMeTreeEntering dataFamily health
history

Patients in primary care
(n=1184)

Assessing the con-
tent and quality of
the MeTree family
health history tool

United
States

Wu et al
[69], 2014

34

NonePatient Clini-
cal Informa-
tion System,
New York
Presbyterian
Hospital
clinical data
repository

Reviewing
and entering
data

Vital signs
(height, weight,
blood pressure,
pulse, and tem-
perature) and
diabetes diary

Patients (n=12) and
health care providers
(n=3)

Exploring patients’
portal use, the cog-
nitive effects of
portal use and how
it affects the pa-
tient–health care
provider relation-
ship

United
States

Cimino et al
[70], 2002

35

NoneNot speci-
fied

Entering dataMedical history,
medication list,
and vital signs
(blood pressure
and glucose lev-
els)

Health care providers
(n=28) of a family
medicine department

Exploring family
practice physician
and staff views on
the (dis)advantages
of PHR use

United
States

Witry et al
[71], 2010

36

Free-text entry
(recall or ab-
straction) and
selection meth-
ods

Password-
protected
website used
to test data
entry meth-
ods

Reviewing
and entering
data

Problem list and
medication list

Patients with disorders
requiring treatment with
thyroid hormone prepa-
rations (n=14)

Exploring whether
and how different
types of data entry
methods used by
PHRs affect the
accuracy of pa-
tient-generated da-
ta

United
States

Kim and
Johnson
[72], 2004

37

aPHR: patient health record.
bLMR: longitudinal medical record.
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Table 3. Categorization of patient management papers and study type (N= 37).

Study types and referencesRecordsa, n (%)Categories

27 (73)Frequency of portal use • Observational [38,42,49,55,56,58,62,70]
• Content analysis [44,46,51,63]
• RCTb [42,53,59,63]
• RTc [57]
• NRTd [52]
• Cohort [43,61]
• Interview [44,47,50]
• Usability [47]
• Survey [54,65,70]

Facilitators and barriers

33 (89)Patient-related • Observational [38,42,49,55,56,58,62,63,70]

• Content analysis [39,44,46,69]
• RCT [42,53,63]
• RT [57]
• Cohort [61]
• Interview [44,47,50,66,68,71]
• Usability [47,66,67]
• Prototype testing [45]
• Survey [40,54,65,68,70]

7 (19)Provider-related • Content analysis [39,46,51]
• Interview [48,50,71]
• RCT [53]

28 (76)System-related • Observational [55,63]
• Content analysis [44,46,51]
• NRT [72]
• RCT [42,53,63]
• Cohort [61]
• Interview [44,47,50,66,68,71]
• Prototype testing [45]
• Usability [37,41,48,64,66,67]
• Survey [40,54,65,68]

26 (70)Impact on patient care • Observational [29,38,42,63]
• RCT [42,53,59,63]
• NRT [52,72]
• RT [57]
• Cohort [43,60]
• Interview [44,47,48,50,68]
• Content analysis [39,44,46,51,69]
• Usability [47]
• Survey [40,54]

aThe total number of records exceeds the total number of included studies because records contributed to more than one category.
bRCT: randomized controlled trial.
cRT: randomized trial.
dNRT: nonrandomized trial.

Actual Use Information

Few Registered Users Enter Core Medical Data
Figure 3 and Table 4 display the distribution of the core medical
data components managed (entered, modified, or updated) by
the patients in the included records. In more than half (25/37,
68%) of the included records, patients performed predefined
data management tasks in which the usability of the tool or the
effects of patients’ data management on data quality were
explored, and 3 records explicitly reported that their patients

wanted to update more information than they were allowed to
[40,44,45]. Reviewing the 13 papers in which patients’ data
management was not constrained by task demands
[41,46,49,53-56,58,61,62,65,66,70] showed that the percentage
of patients making changes to their core medical data ranged
from 0.2% [46] to 22% [54] of registered users. Patients
appreciated having insight into their recorded data but were
otherwise not adding or updating this information [46,56]. A
study investigating the number and content of amendment
requests showed that over a period of 6 years, the number of
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patients requesting changes to their core medical data was
extremely small relative to the number of patients requesting
access to their patient records (0.2% of the access requests)
[46]. Even when patients did request changes to their medical
records (N=818), these changes were mostly related to clinical
notes (308/818, 37.7%) and discharge summaries (84/818,
10.3%) [46] and not to the core medical data components (eg,
admission history and physical; 19/818, 2.3%). In line with this,
studies have shown that portal features that only allowed patients

to view their medical information [54,61,62,70] or to message
their health care provider [41,54,56] were more frequently used
than features that allowed the self-entry of medical data. These
passive features were valued more than self-entry features
[41,54]. When patients did use self-entry features, they seemed
to prefer to enter information about their vital signs (eg, blood
pressure, blood glucose values, and weight) compared with
other core medical data components [41,49,53,55,65,70].

Figure 3. Distribution of the core medical data components managed (entered, updated, and modified) by patients. PEHR: personal electronic health
record.
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Table 4. Distribution of core medical data components managed and associated tasks across the included records.

ReferencesRecords, n (%)Data component and activity, constrained or uncon-
strained by task demands

Generating core medical data (entering and sharing data)

[29,37-40,42-45,47,48,50-52,57,59,60,63,64,67-69,71,72]24 (64.8)Constrained

[41,46,49,53-56,58,61,62,65,66,70]13 (35.1)Unconstrained

Medications

[42,44,47,48,51,57,59,63,64,67,71,72]12 (32.4)Constrained

[53-55,58,61,62,66]7 (18.9)Unconstrained

Vital signs

[38,48,59,63,71]5 (13.5)Constrained

[41,49,53-56,65,70]8 (21.6)Unconstrained

Medical history (including personal history)

[29,37,39,42,48,63,67,71]8 (21.6)Constrained

[46,53,55,61]4 (10.8)Unconstrained

Family health history

[29,40,43,50,52,59,63,67-69]10 (27)Constrained

[46]1 (2.7)Unconstrained

Allergies

[42,51,59,63,67]5 (13.5)Constrained

[49,53-55,61,62]6 (16.2)Unconstrained

Problems list (including symptom diary and health conditions and issues)

[29,42,64,72]4 (10.8)Constrained

[53,62]2 (5.4)Unconstrained

Immunizations

[39,45,48,60,67]5 (13.5)Constrained

[53]1 (2.7)Unconstrained

Preventive services

—0 (0)Constrained

[53]1 (2.7)Unconstrained

Risk factors

[29]1 (2.7)Constrained

—0 (0)Unconstrained

Surgical history

[39]1 (2.7)Constrained

—0 (0)Unconstrained

Intoxications

[39]1 (2.7)Constrained

[46]1 (2.7)Unconstrained

Social history

[39]1 (2.7)Constrained

[46]1 (2.7)Unconstrained

Clinical notes, discharge summaries, and emergency department notes

—0 (0)Constrained
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ReferencesRecords, n (%)Data component and activity, constrained or uncon-
strained by task demands

[46]1 (2.7)Unconstrained

Managing core medical data (updating, modifying, and requesting changes to data)

[40,44,47,51,57,59,63,67]8 (21.6)Constrained

[46,62]2 (5.4)Unconstrained

Medications

[44,47,51,57,59,63,67]7 (18.9)Constrained

[62]1 (2.7)Unconstrained

Vital signs

[59,63]2 (5.4)Constrained

—0 (0)Unconstrained

Medical history (including personal history)

[63,67]2 (5.4)Constrained

[46]1 (2.7)Unconstrained

Family health history

[40,59,63,67]4 (10.8)Constrained

[46]1 (2.7)Unconstrained

Allergies

[51,59,63,67]4 (10.8)Constrained

[62]1 (2.7)Unconstrained

Problem list (including symptom diary and health conditions and issues)

—0 (0)Constrained

[62]1 (2.7)Unconstrained

Immunizations

[67]1 (2.7)Constrained

—0 (0)Unconstrained

Intoxication

—0 (0)Constrained

[46]1 (2.7)Unconstrained

Social history

—0 (0)Constrained

[46]1 (2.7)Unconstrained

Clinical notes, discharge summaries, and emergency department notes

—0 (0)Constrained

[46]1 (2.7)Unconstrained

Continued Use Drops as Time Increases
Of the 37 included studies, 23 (62%) provided information about
the frequency of patients’ portal uptake
[38-40,42-47,49-51,53-58,61-63,65,70]. Most of the sample
(>50%) used the portal’s features [42,47,53,54,70] or specific
tools [57], such as an app [43], electronic journal [63], or a
computer terminal kiosk in the lobby [51], to enter or update
their core medical data in only 9 (24%) of these records. In the
remaining studies, a minority of patients (ranging from 0.04%

to 44.16% of the population) used the portal’s features
[45,46,49,55,56,58,61,62,65], an implemented flow sheet [38],
a questionnaire [39], a feedback form [44], or a family health
history module [50] to manage their core medical data. Most
of these records identified patients’ use patterns at a specific
time point, and only 19% (7/37) of the records explicitly
considered patients’ frequency of portal use over time
[42,49,53-55,61,70]. These latter studies showed that although
active portal users usually have more multiple inputs than
passive users [42,49], continued use is very limited. Users who
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manage their data for longer than a year represent only 5% to
9% of the user population [42,53-55,61], and continued use
further decreases as time increases [45,55,61,70]. In the
remainder of this paper, we explore what prevents patients from
actively managing or helps patients to actively manage their
core medical data.

Factors Affecting Active Data Management
We categorized the facilitators and barriers associated with
patients actively managing their core medical data through a
patient portal into one of the three categories: those dealing with
patient characteristics, those dealing with health care provider
characteristics, or those dealing with system characteristics. A
brief overview of how the important factors affecting patients’
personal data management are related to each other is presented
in Figure 4.

Figure 4. Patient-related, health care provider–related, and system-related factors affecting patients’ management of their personal and medical data.

Patient-Related Determinants

Overview
We identified the following 6 themes that determined whether
patients entered, updated, or modified their core medical data:
patient demographics; digital and health literacy; concerns
related to the accuracy, validity, privacy, and confidentiality of
recorded data; misconceptions about the applicability; and
usefulness of patient-entered data.

Patient Demographics
There is little consensus on whether and how a patient’s age or
sex influence active data management. While 6 retrospective
studies indicated that younger patients are more likely to manage
their core medical data [38,42,49,58,61,65], 4 similar studies
showed the exact opposite pattern [55-57,62]. In all records,
comparisons were predominantly made within rather than across
age categories. Taken together over all included records, we
see that the age of active portal users ranges from approximately
30 to 70 years [38,42,55,61,62,65], with the most active users
being more likely to be in their 30s or 60s [62]. In terms of

patients’ sex, in 4 retrospective studies, active portal users were
more likely to be male than female [42,49,55,61], but 2 other
similar studies showed the opposite [62,65]. Thus, age and sex
are not very indicative of patients’ level of involvement in the
generation and management of their core medical data. It may
be more informative to look at other patient demographics.

A total of 5 (13.5%) retrospective studies showed that compared
with inactive or less active users, active portal users are more
likely to be privately insured [58], to have a higher median
household income and education level [61], to live farther away
from a clinical practice [56], or to reside in urban centers
[49,61]. Furthermore, 3 retrospective use pattern studies did not
find any significant differences in socioeconomic status, race,
or ethnicity of active versus nonactive users [38,42,62]. In 2
other retrospective studies [42,57] and 1 cluster randomized
controlled trial [53], active users were found to be digitally
competent with a computer or tablet and were already using
technology to improve their health [53]. In addition, 3
retrospective user evaluations showed that active users wanted
to ensure that their provider had the most accurate and complete
information [40] and reported to have already managed their
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medical data offline [42] or on the web [65]. We also found that
active use might depend on patients’ medical condition and
health needs, as user pattern studies have shown that active
users have a more serious health condition
[38,42,53,56,57,61,70] and more clinical encounters [38,62]
than other users. In a related vein, a randomized pilot study
showed that active users were more interested in improving
their understanding of their medical problems and treatments
[54]. A usability study showed that cognitive impairments (eg,
Alzheimer disease and dementia) and physical limitations (eg,
hearing and vision impairments and joint diseases) negatively
affected patients’ ability to independently manage their medical
data in an electronic system [67].

Digital and Health Literacy
Limited internet or computer access, digital illiteracy, and
computer anxiety are barriers to patients entering and modifying
their core medical data electronically [67,68]. Interviewed users
of a web-based family health history tool reported that a lack
of knowledge about how to use a computer or web-based
technology might limit patients’ ability to manage their data
electronically without assistance, especially when tasks become
more complex [68]. In addition, older adult patients with
disabilities reported that their lack of understanding or
knowledge of the terminology used for core medical data and
how they should report it prevented their data entry [67]. This
negative impact of health literacy on active data management
was also addressed by interviewed primary care physicians
evaluating another implemented family health history tool [50]
and by patients recording their family health history in a
retrospective data analysis [69] and a user evaluation study [40].

Concerns About Data Accuracy and Validity
An interesting factor that might explain whether patients manage
their core medical data is their belief and reassurance that they
are not bypassing clinical staff by directly entering or modifying
their data in their record [44,45,66]. Patients with multiple
morbidities [66] and patients with diabetes or parents managing
asthma for their children [45] reported that they preferred having
health care providers updating their medical record on their
behalf, in fear that their own modifications might alter their
physicians’ information. In addition, interviewed patients with
chronic conditions (ie, chronic obstructive pulmonary disease,
asthma, hypertension, diabetes, or heart failure) who were
reviewing and modifying their medication list indicated that
they found it reassuring to know that all recommended changes
were first checked by their provider before they were actually
recorded in their medical records [44]. This reassurance can be
corroborated by implementing visual features or cues into the
interface that convey that patients are modifying personal
information that is independent from their physician’s records
[66]. Patients might also fear that they will provide inaccurate
information to their caregivers because they cannot reliably
recall medical information such as their family health history
[40,43]. Patients who generated their family health history using
prepopulated questionnaires stressed that they wanted to include
this uncertainty in their records, explicitly stating that they
would be more willing to share medical information if they

could provide more contextual information to the reported data
[40].

Concerns About Data Privacy and Confidentiality
Concerns about data loss and breach of privacy further prevent
patients from maintaining their medical records electronically
[40,65,68,71]. Patients seek the assurance of data confidentially
and protection of their privacy. In a focus group interview,
health care providers voiced that patients might fear that their
identity might be stolen or that they might purposely omit
medical information in fear that it might affect their health
insurance or future employment [71]. This concern was indeed
confirmed by patients evaluating an implemented family history
module in a survey [40] and interview study [68] and by a
nonclinical population reporting on their experience with
web-based health management tools [65]. Owing to privacy
and autonomy concerns, patients do not prefer to share
identifiable information, such as their relatives’names and ages
[40].

Perceived Applicability and Usefulness
(Mis)conceptions about the applicability and usefulness of
patient-generated health data may also prevent patients from
taking on a more active role in the management of their personal
and medical data via a PEHR. As was mentioned by interviewed
patients [66] and interviewed health care providers [71], patients
may not see the need to manage their medical information in a
web-based portal, as they assume that their providers have
access to and share more medical information among specialists
than they actually do. Moreover, patients reported that not
knowing the benefit of managing and updating medical
information [65] or not knowing whether their health care
provider actually used the information and found it to be useful
[63] prevent their active participation.

Health Care Provider–Related Determinants

Overview
Encouraged use by health care providers and the
patient-clinician relationship are identified as the 2 important
factors determining whether patients actively manage their core
medical data. However, we noticed that health care
professionals’ recommendations to use the system are dependent
on whether they believe that there are benefits associated with
patient-entered data in terms of data quality and reliability and
cost-effectiveness.

Encouraged Use
Being encouraged by health care providers to manage core
medical data plays an important role in the adoption and
continued use of PEHRs among patients. First, in both a
qualitative content analysis of patient-initiated amendment
requests [46] and in a retrospective use pattern study by Ancker
et al [38] in which patients managed their blood glucose values,
it was suggested that the low amount of generated data was
caused by patients not knowing whether they could make
changes to their records or how they should go about it. Second,
most (84%) respondents voiced that they used web-based health
management tools because they were recommended to do so
by their clinician [65]. Clinicians also realized that their own
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recommendations are important and that reminding patients to
use the tools is an important activator of portal use [53].
Clinicians even went so far as to suggest that portal use could
be a prerequisite for receiving regular care [53]. In addition,
showing the added value of patient-generated health data during
an outpatient visit might stimulate patient participation
[45,65,67]. Patients with multiple morbidities in a retrospective
user pattern study indicated they would stop using tools to record
and maintain their core medical data if they did not have
someone showing them how to use them, especially when they
found it to be difficult to use the tools [65]. In particular, older
patients with disabilities both seek and need assistance when it
comes to entering and modifying their electronic core medical
data [67].

We identified several beliefs that health care providers have
about patient-generated and patient-managed medical data that
may determine whether they are likely to encourage or assist
their patients in managing their core medical data in their PEHR.
First, health care providers are often unaware of the benefits
that are associated with patients’ management of their own data
[71]. Second, health care providers do not believe that their
patients are motivated [71] or able to provide and maintain
accurate and reliable information [44,48,71]. Moreover, health
care providers may believe that reviewing patient-entered data
may have a significant impact on time spent on outpatient visits
and practice workflow [39,46,48,50]. Interviewed physicians
who treated patients with spinal cord injuries and disorders
voiced concerns that a patient’s medical and emotional state
may affect their ability to record their data in a reliable fashion
and that if patients misinterpret data retrieved from the portal,
it might negatively affect their own documentation [48] or
treatment information [71]. Pharmacists [44] and family
physicians [71] were also skeptical about their patients’ ability
to enter core medical data accurately. Physicians of a family
medicine department explicitly voiced concerns that
patient-entered data might be subjective and that health care
providers should, therefore, always be in control of data input.
Physicians stated that their patients may not know what is
appropriate to put in their health records, causing them to enter
information that is verified by a professional. They even
believed that allowing their patients to enter information into
their medical records might facilitate narcotics abuse because
patients could inappropriately request or elicit prescriptions
[71]. Furthermore, the time saved by having patients enter their
own data may be counterbalanced by the time it takes for
providers to review patient data [39,46]. Health care providers
who treated patients with spinal cord injuries and disorders
stressed that checking the patient portals impacts their time and
workflow [48]. This view was shared by health care providers
who specialized in internal (family) medicine, obstetrics, and
gynecology in a study that explored their initial experiences
with a family history screening tool implemented in a patient
portal. Physicians reported a lack of time for using the tool and
stressed that patient-generated and -managed data may only
benefit their workflow if patients are able to fill out all the
information before their outpatient visit [50].

Patient-Clinician Relationship
Patients testing a medication reconciliation tool via a secure
messaging feature within the portal indicated that they
appreciated the possibility of communicating directly with health
care providers when they had questions about their medications
or wanted to request refills. Most (90%) users said they would
use the tool again, frequently emphasizing how it allowed them
to have instant access to their health care provider [47]. On a
related note, patients may refrain from managing their medical
data if they want to avoid communicating with their clinicians.
Patients with diabetes and parents managing asthma for
dependent children voiced that they would rather not use the
secure message feature when they did not trust or like their
health care provider [45]. This study recommends design
implications for the portal that could amplify the positive aspects
of the patient–health care provider relationship, such as profile
pictures accompanying health care providers’ messages or
allowing patients to view or hide profiles from a care team in
the portal.

System-Related Determinants

Overview
Patients’ satisfaction with the system used to collect and
maintain their core medical data is an important factor that
stimulates active data management [44,64]. A total of 6 main
themes emerged from the data extraction that concerned
system-related facilitators and barriers affecting patients’
satisfaction with the tools used to record their medical core data:
the level of customization, usability of the system or tool, guided
versus free data entry, presence of visual cues, reminders, and
fee-free access to the system/tool.

Customization
A total of 4 studies stressed the importance of offering a level
of customization to patient portals [45,63,64,66]. To increase
the usability of the system, patients could be allowed to prioritize
frequently used portal features [45,63] by, for instance, adding
these features to the front page of their portal [45]. Patients also
prefer to personalize the system by assigning a personally
selected background [64] or self-selected icons for portal
features [66], increasing or decreasing the size of these
buttons/icons [64], and changing the background and text colors
to improve the readability of the portal [64].

Usability
Patients’ (continued) use of their electronic patient portal to
generate and update their core data depends on the perceived
complexity and thus the usability of the system or tools used
[37,45,47,63,64,66,68]. Failure to record and maintain core
medical data might result from patients not finding the area
where it should be recorded [45] or because patients might
misinterpret medical terms or encounter terms within the portal
that they do not understand, causing frustration and self-doubt
[37]. In general, participants prefer to have clear on-screen
instructions and directions [53,64,66,68] and short drop-down
menus [53]. Using thematic colors also improves the usability
of a system [64]. Patients also prefer to have access to previously
entered data and to be allowed to mark this information as
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unchanged when updating their core medical data in the system
[63].

Guided Data Entry
Unless patients are being asked to enter information about
simple diagnoses or prescriptions, systems should use guided
entry of data elements [55,66,72]. Patients in 5% (2/37) of
studies experienced problems during medication reconciliation
when asked to enter their medication names into the system
[55,66]. It was for this reason that they were reluctant to provide
additional dosage and scheduling information [66]. Patients
prefer a less textual way of adding medications to their list,
voicing that free-text entry is too complex and time-consuming
[66]. To aid the reviewing process, a prepopulated medication
form [55] or a barcode scanning function [69] could be used,
especially when patients need to report on a large number of
medications [55]. Autofilling processes also give patients some
reassurance about the accuracy of their data entry [66]. Free-text
entries are undesirable when patients are asked to add
information to their problem list, as they may be inclined to
include extraneous information that does not contribute to the
identification of a primary diagnosis [72]. However, in a study
exploring patients’ experiences with a family history tool [40],
patients reported on the danger of using closed answer options.
The patients expressed concerns that some answers did not
allow for sufficient granularity and reliability, arguing that their
family history was often far more complex than what they were
allowed to record. These patients also preferred to receive more
clarity and information about the diseases that they were asked
to report. Allowing patients to provide contextual information
when they have the desire to do so might reassure them about
their answers’ validity [40].

Visual Cues
Implementing visual feedback facilitates data entry by patients
and patients’ satisfaction with using the system. For instance,
providing medication pictures alongside a selected medication
assists patients’medication reconciliation [51] and allows them
to confirm whether it is the correct medication to add [66]. In
addition, patients prefer to receive clear feedback when

performing an action within the system, such as seeing a
medication being highlighted after they suggest it should be
deleted from their list [66]. Visual feedback in the form of using
red and green colors also helps patients to take further actions
such as scheduling alerts to take the medication when a new
medication is added to the list [64]. Using colors is also
beneficial when they are used to demarcate separate body parts,
helping patients to correctly specify the location of the problem
skin areas [64].

Reminders
If reminded to do so, patients are more likely to use the portal
before and after their outpatient visits [26]. Reminders generated
through the portal stimulate patients to access their records [26]
and enter information about their medications, allergies, and
vital signs [54].

Fee-free Apps
Providing applications without charge [41] that can be
downloaded by patients as well as by a more general group of
users [55] stimulates the accumulation of patient-generated core
medical data. A study that focused on patients’ diabetes
management [41] showed that patients believed that
implementing fees for portal access would significantly reduce
their tendency to use the portal for the self-management of their
diseases. The implementation of portal fees seemed unfair
according to patients because health systems also benefit from
patients’ self-management of their disease. Patients believed
that introducing fees would increase inequities between patients
who can and cannot afford using the portals, and they also feared
that costs would increase when previously free services would
start requiring payment [41].

Impact on Patient Health and Health Care Services
This section describes the impact of patients’ data management
on the quality and safety of patient care, psychological outcomes
for patients, patient engagement, patient satisfaction, and clinical
workflow. Figure 5 presents the important subjective and
objective outcomes identified and how they are related to the
concerns of both patients and health care professionals.
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Figure 5. Impact of patient-generated health data (PGHD) on patients’ health and health care–related services and how this impact is associated with
the important concerns regarding PGHD raised by patients and health care providers.

Data Quality and Validity
Clinicians’ concerns about the quality and validity of
patient-entered data seem to be unfounded. Observational [29],
experimental [52,57,72], usability [47], cohort [60], and content
analysis [44,46,69] studies have shown that medical records are
completer and more accurate when the data are generated by
patients themselves. Patients are able to accurately self-report
on their diagnoses [29,72], medications [29,44,47,57], medical
or surgical history [46], family health history [52,69], or their
children’s vaccination history [60]. Patients request changes to
their core medical data especially when this information is
incomplete [46,47,59] or incorrect [46], and these requests are
approved in approximately half [46] up to 80% [44] of cases.
Studies have reported on improved medication reconciliation
[44,47,51,57,59], arguing that patients’ management of their
medical data makes them more attentive to medication safety
and monitoring [42,44,47] and even helps clinicians to identify
(potential) lethal medication discrepancies [51]. In addition, the
quality and validity of patients’problem lists [29], immunization
records [60], and family health history [43,52,69] improves
when patients enter and manage their own medical data.
Clinicians even felt that the risks identified because of patients
entering their family health history helped them to make
informed changes to their patients’ medical management [50].
Pharmacists reported being surprised to learn about patients’
willingness and ability to report their medications accurately,
even when patients were taking >20 medications or were taking
medications that had been prescribed by physicians who were
not part of the current health system [44]. Only 1 content

analysis study did not show the added value of patient-generated
data [39]. In this study, patients entered information about their
medical, surgical, and social history, using closed question
questionnaires with “yes” and “no” answer options. Patients
were allowed to give additional information in the comments
section. The researchers concluded that the new information
added to a patient’s record often lacked sufficient granularity
to be found meaningful. However, they did not reflect on how
the closed nature of the questionnaire could have contributed
to this outcome.

Quality of Health
Another theme we identified was a significant objective [38,53]
and subjective [42,63] improvement in patients’ health because
of them actively managing their medical data. First, an
observational study of patients with diabetes who were
uploading (and thus tracking) their blood glucose values showed
a significant drop in their average BMI and mean glycated
hemoglobin values compared with nonuploaders (nontrackers)
[38]. Second, patients who entered and tracked their vital signs
and preventive services were more likely to receive all
recommended immunizations than control groups [53]. These
objective findings are corroborated by patients’ self-reports
[42,63]. Older adults reported more changes in medication use
and improved medication reconciliation behaviors than less
active recorders and nonrecorders. These patients also reported
more side effects [42]. In a similar vein, patients in primary care
who entered and modified their lists of medications and allergies
felt that their health care provider had more accurate information
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about them and that this improved the quality of care at the visit
[63].

Psychological Outcomes for Patients
Insight into medical data might reduce anxiety and uncertainty
in patients. This point was explicitly raised by interviewed health
care providers who were evaluating a tool that helped the
patients under their care to report on their family health history
to identify possible genetic diseases [50]. Patients felt less
anxious when the tool identified no increased risk and they were
able to discuss the findings with their clinician.

Patient Engagement
We identified two themes in this subsection: (1) the extent to
which patients’ data management improves patient-physician
discussions and (2) feelings of ownership among patients and
future patient participation.

Improved Patient-Physician Discussions
Patients who update their core medical data before an outpatient
visit, feel better informed [44] and better prepared for the visit
[44,63,70] and experience improvement in their interaction with
their health care providers [50-52,54,59,63,65,70]. Patients
indicate that they can provide more comprehensive information
about complex and sensitive health issues at home than in their
physician’s office because in the latter case, they feel more
stressed and uncomfortable [40]. Patients [43,52] and primary
care physicians [50] believe that patients who update their family
health history are more aware of its (medical) importance,
facilitating both patient-physician [50,52] and patient-family
[43,50] discussions about associated family history–related
health risks and ways to improve their health. Patients who
manage their vital signs data prepare their questions before
visiting their provider [70], thereby improving treatment-related
discussions and decisions [65,70]. Regarding medication
reconciliation, nurse practitioners mentioned that allowing
patients to review, update, and modify their medication lists
improved their medication dispensing information and
identification of errors [51,59]. In their turn, practitioners [51]
and patients in primary care [59] stated that patients asked more
questions about their regimens [51], were more likely to report
adverse reactions [51] or to address medication-related problems
and new symptoms [59], and requested more refills for
medications that were nearing their expiration date [51]. Active
patients feel more confident when asking questions about
medications during their outpatient visits [44], and they recall
more questions that they want their physicians to answer.
Patients also feel that such preparation saves time during the
visit [63] or even reduces the need for an outpatient visit [44].
This viewpoint is shared by primary care clinicians, who stress
that they would recommend that other clinicians ask their
patients to review, update, and modify their list of medications,
allergies, and diabetes items before an outpatient visit [63].

Patient Activation
Patients who generate and manage their own medical data feel
that they have more control over their health care and
health-related decisions [40,44,53,65,70,71]. A randomized
controlled trial comparing patients who managed their core
medical data against nonactive patients showed that active

patients were not only more confident and knowledgeable about
their health in general and about making health-related decisions
but were also more likely to actually take action to improve
their health [53]. These findings are supported by studies that
focus on patients who managed their family health history
[40,68], vital signs [65,70,71], medical history [71], and
medications [44,71]. Patients feel that their participation
improves their clinician’s knowledge [40,70]. Patients
experience a sense of ownership when they manage their own
medical data [70] and report that they consider their
contributions to be valuable to an extent that makes them feel
empowered [40] and motivated [68] to improve their health
condition. This viewpoint is shared by family physicians [71]
and health care providers who treat patients with spinal cord
injuries and disorders [48]. These clinicians feel that if patients
maintain their medical data, they may become more organized
and adherent to medications [48] and improve their involvement
in their care, which may result in better outcomes [71].

Patient Satisfaction
Patients were generally satisfied with the tools that they used
to update their medical data [43,63,64,68]. Only 2 records
discussed whether active management of data by patients
affected patients’ satisfaction with their clinical care [40,63].
One of these records measured patient satisfaction using a 1-item
survey question [63], showing that 37.7% of the respondents
were more satisfied with their visit after they had first entered
or updated their medical information using electronic journals
implemented in a patient portal. The second study found that
their patients were more satisfied with reviewing their free-text
responses after they had entered or updated their family health
history in their web-based records [40]. In the comment section
of that study [40], patients reported that they felt welcomed,
cared for, and safe when asked to share their medical
information.

Impact on Clinical Workflow and Costs
A study that interviewed health care providers who treated
patients with spinal cord injuries and disorders found that health
care providers believed that patient-generated health data
collected via patient portals can improve the coordination of
medical care, especially for those patients who receive health
care in nonclinical settings [48]. However, we found mixed
evidence concerning the effects of patients’ active management
of their medical data on clinical and patient throughput. Both
clinicians [57,70] and patients [63,70] believed that asking
patients to review and update their medical data before an
outpatient visit positively affects clinical throughput because
consultations can be executed more efficiently. For instance,
pharmacists and physicians stated that they spent half of the
usual amount of time on medication reconciliation on outpatient
visits when patients generated this information themselves [44].
Active involvement of patients in the generation and
management of their data may even reduce the need to schedule
an outpatient visit [44], especially when physicians can address
their patients’ questions via a secure messaging feature [48].
However, interviewed family physicians were concerned that
patient-generated data would negatively impact consultation
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time if it required logging in and searching for relevant
information [71].

We identified only 4 records that objectively measured the
cost-effectiveness of patients’data management. A retrospective
cross-sectional study investigating the impact of patients
updating their medication list via a secure message feature
showed that its use did not significantly decrease the cost burden
of outpatient clinics [58]. However, another retrospective study
found that asking patients to review and update their medical
history via a computer terminal kiosk in the waiting room of a
chemotherapy clinic reduced the medication reconciliation time
by nearly 50% [51]. A retrospective longitudinal cohort study
also found that active portal users were less likely to contact or
visit their health care providers [61], whereas another
retrospective analysis of portal use showed that nonusers visited
the emergency room more often than active users, even though
active users had more outpatient and inpatient visits [62].

Discussion

Principal Findings
This synthesis of literature explored the barriers and facilitators
that patients face when they decide to generate and manage their
core medical data in (tools linked to) their PEHRs. First, we
found that a minority of registered users entered, updated, or
modified their personal and medical data. More specifically,
less than half of the registered users entered their data and less
than a quarter of users updated or modified their already
recorded data; continued use further dropped to <10% of the
user population as time increased. Patients preferred to take on
a passive rather than an active role regarding the
self-management of their health information, and they seemed
to prefer tracking vital signs above more complex medical
information, such as medications and their family health history.
We identified both patients’ and health care professionals’
(positive) perceptions about the validity, applicability, and
confidentiality of patient-generated data as well as patients’
digital and health literacy as important facilitators of patients’
active management of their personal and medical data. However,
we also found that patients’ and health care providers’ concerns
about the validity and applicability of patient-generated data
seem to be unfounded. Patients accurately reported on their
diagnoses, medications, immunizations, medical history, and
family health history, making their medical records more
complete. Moreover, patients who managed their medical data
felt more knowledgeable, more in control of their own health
care, and more adherent to their treatment than less active
patients. Both patients and clinicians felt that active patients
were also more prepared for their clinical visits because they
knew which questions they wanted answered by their health
care provider. In the following sections, we propose
recommendations that health care practices can adopt for
stimulating patient participation in the generation and
management of their electronic core medical data.

The Health Care Provider as Ambassador and
Gatekeeper
Patients felt that they were bypassing clinical staff when they
self-managed their medical data. Patients were concerned that
they would provide their physicians with inaccurate information,
especially when the nature of the medical information is
complex and sensitive. Clear guidelines and information
regarding the added value of patient-entered data for both
patients and clinicians may reduce these concerns. Clinical staff
are important ambassadors for informing their patients about
the added value of patient-generated and management data and
in reminding and encouraging their patients to prepare
themselves for each visit by reviewing the medical data in their
PEHRs. Moreover, we also found that self-management of
medical data may be higher for those patients who feel that they
are able to directly contact their provider for support. Design
features within the PEHR systems that amplify the visibility of
the health care providers’ availability for support and guidance
as well as visual feedback elements in the PEHR system that
indicate to the patients that their entered or modified data will
be checked by a professional may reassure patients that they
are not altering their medical record without their provider’s
knowledge or approval.

Ethical and Comprehensive by Design
We also found that patients were generally concerned that their
medical data were unprotected against unauthorized access and
could, therefore, be used for non–health care–related purposes.
Stressing data confidentiality and allowing patients to give their
informed consent on an opt-in and opt-out basis may diminish
their potential unease about confidentiality. Furthermore, we
have also seen that customization features may enhance the
self-management of core medical data because they make the
system more understandable and easier to use. Helping patients
to remember medical information by using prepopulated forms
or guided data entry might further aid and encourage them to
record information that might be inaccurate. This may also
address health care providers’ concerns that patients are not
able to accurately report on their medical information.

Future Directions
On the basis of our findings and recommendations, we have
outlined several priority questions for future studies (Textbox
1) that we address briefly in this section. The first 2 questions
are related to the finding that health care providers play an
important role in their patients’ uptake and continued use of
(tools linked to) their PEHRs to manage their core medical data.
It is still not known what providers need for addressing their
concerns about the validity and applicability of patient-generated
data. Thus, we invite future studies to explore the needs of
professionals in terms of (portal) assistance or (system)
requirements so that they are willing to encourage the practice
of patients’ self-management medical data and their patients
feel stimulated and supported to manage their core medical data
during their entire care journey as a result.
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Textbox 1. Priority questions for future research based on our 3 recommendations.

1. The health care provider as ambassador and gatekeeper

• What are the unmet needs of health care professionals with respect to encouraging and supporting their patients to share and manage their personal
and medical data during their care journey?

• What are the unmet needs of patients in terms of feeling encouraged and supported by their health care providers to share and manage their
personal and medical data during their care journey?

2. Ethical and comprehensive by design

• What do patients need in terms of assistance, support, and system requirements, to generate and manage their personal data during their care
journey?

• To what extent does the type of personal and medical data affect patients’ data management?

3. Stimulating the patient-provider partnership

• When do patients consider themselves to be “active” managers of their personal and medical data, and to what extent does this correspond to
health care professionals’ perspectives?

• To what extent do patients’ perspectives on their personal data management activity and role preference affect their data management?

For fear of reporting inadequate information, patients prefer to
report their core medical data in a structured, guided manner.
Our review showed that this was the case for data that were
perceived to be error-prone and sensitive, such as information
about the types, names, and dosages of patients’ medications
or information about patients’ family health history that would
be used for genetic counseling. This finding corresponds to the
findings of Esmaeilzadeh et al [73], who showed that individuals
were more willing to share sensitive and private information
about their mental or physical illnesses when they could enter
this information by following a structured, organized, and
predefined data entry model, as opposed to using an
unstructured, text-heavy interface [73]. Taken together, this
seems to indicate that guided data entry interfaces may stimulate
patients to share personal health information they would not
otherwise share because they do not feel confident or
knowledgeable enough to share it or because confidentiality or
privacy concerns prevent them from doing so. However, we
also found that in case of sensitive information, patients may
feel that closed answer options do not offer sufficient granularity
and feel the need to add additional contextual information to
their answers. Hence, we invite future studies to explore the
extent to which patients’ preference for structured data entry
models is dependent on the type of data that they wish to record.

We have also shown that patients prefer to update and monitor
data about their vital signs (eg, blood glucose levels and BMI)
over updating information about their medications, allergies,
intoxications, and social and family history. To the best of our
knowledge, no studies to date have examined the reasons for
these differences. On the basis of the findings of our review,
we hypothesize that patients prefer to manage data about their
vital signs to managing information about other core medical
data because they are trackable over time and thereby give
patients a more direct, visible insight into their health status
compared with other core medical data. We encourage future
studies to explore this explanation.

We have shown that the number of studies that focus on actual
portal use—by exploring how patients use their portal, whether
and when patients consider themselves to be active users, which

data patients share, and how frequently they do this—remains
scarce. Interestingly, it is not common practice for patient data
management papers to describe in full detail whether, how, and
how frequently and what type of medical information is entered,
updated, or modified by patients. We believe that this is mainly
caused by an undifferentiated definition of the term “active
user.” In the retrieved literature, users were predominantly
considered to be active based solely on whether they activated
their account [74], the number of times they logged in or
accessed a certain page or implemented tool [75], or their
self-reported (undefined and abstract) use of the portal [76].
Patients were described to be active when they performed an
activity once [40,42,53,56-58,65,67,70], more than once [49],
>3 times [38], >20 times [61], or more than once every 4 months
[62]. It would be a promising endeavor for future research to
define “active data management” from both the patients’ and
their care professionals’ perspectives.

Our findings are in line with research that has investigated the
extent to which patients participate in making decisions together
with their physicians regarding treatment plans. Shared
decision-making entails the collaborative exchange and
discussion of health care information among patients and their
health care providers, including information about patient
preferences and the pros and cons of all possible treatment
options [77,78]. Collaboration is the key here [79], meaning
that both patients and health care providers are jointly
responsible for reducing asymmetries in information exchange
so that treatment decisions that patients can adhere to because
they optimally align with their wishes and abilities are reached
[80]. One line of research claims that not all patients have the
desire to participate in decision-making processes [80-82] and
that this is especially the case for older and less healthy patients
who, ironically, might benefit the most from being involved
[83]. Another line of research claims that most patients do in
fact want to be informed and involved, but that they cannot
fulfill this desire because it is not acknowledged or afforded to
them by their health care provider [80,84]. Patients’ preferred
and assumed roles often do not match [85], leading to decisional
role regret [86]. In many cases, physicians do not know their
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patients well enough. Patients believe that the medical expertise
and knowledge of their health care provider are more important
than their own knowledge and preferences. Thus, our advice is
to inform patients about the complementary value that they
bring to the shared decision-making process and to improve
patients’confidence in their capability to acquire and understand
the information that is necessary to make informed decisions
based on the available options [84,87]. Our literature review
showed that these recommendations also apply when clinical
staff want to involve patients in the management of their medical
data. We invite future studies to explore the extent to which
discrepancies in patients’ preferred versus assumed roles in the
management of their medical data affect their engagement and
satisfaction with their clinical care.

Limitations
This scoping review has some limitations. We retrieved a limited
set of highly heterogeneous papers because they provided
detailed information about patients’ actual data management
activities. Despite the considerable heterogeneity in the study
objectives, designs, and outcome measures used in these papers,
we were able to identify key themes regarding the facilitators
and barriers that patients face when they decide to generate and
manage their medical data. In addition, this review concentrated
on measurable uses of PEHRs (ie, entering, updating, and
modifying data) to identify what stimulates or prevents patients’
use. Although patients who evaluate their core medical data and
subsequently decide not to add or modify information are

actively engaging with their PEHR, we chose not to include
this group because we would then need to rely on log-in
frequencies to determine the patients’ (level of) engagement
with their health data. Not only may log-in frequencies be biased
by false log-in data resulting from log-in problems, but they
also do not inform us whether a log-in moment resulted in
meaningful use of the portal. A promising endeavor for future
studies would be to identify whether and how frequently patients
review and approve of the core medical data recorded in their
PEHR and which factors contribute to this type of use.

Conclusions
Most patients do not actively review and enter, update, or
modify their medical data in a PEHR. Patients refrain from
generating and managing their medical data, especially when
medical information is complex and sensitive. The reasons for
patients’ passive behavior are their concerns about the validity,
applicability, and confidentiality of patient-generated data,
although we found that patient-generated data are often accurate
and helpful in stimulating patient engagement and satisfaction.
We have offered recommendations for implementing design
features within the (tools linked to) PEHRs and the creation of
a dedicated policy to inform both clinical staff and patients
about the added value of patient-generated data, with clinicians
being involved as important ambassadors in informing,
reminding, and encouraging patients to manage the data in their
PEHR.
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Abstract

Background: COVID-19 data have been generated across the United Kingdom as a by-product of clinical care and public health
provision, as well as numerous bespoke and repurposed research endeavors. Analysis of these data has underpinned the United
Kingdom’s response to the pandemic, and informed public health policies and clinical guidelines. However, these data are held
by different organizations, and this fragmented landscape has presented challenges for public health agencies and researchers as
they struggle to find relevant data to access and interrogate the data they need to inform the pandemic response at pace.

Objective: We aimed to transform UK COVID-19 diagnostic data sets to be findable, accessible, interoperable, and reusable
(FAIR).
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Methods: A federated infrastructure model (COVID - Curated and Open Analysis and Research Platform [CO-CONNECT])
was rapidly built to enable the automated and reproducible mapping of health data partners’pseudonymized data to the Observational
Medical Outcomes Partnership Common Data Model without the need for any data to leave the data controllers’ secure
environments, and to support federated cohort discovery queries and meta-analysis.

Results: A total of 56 data sets from 19 organizations are being connected to the federated network. The data include research
cohorts and COVID-19 data collected through routine health care provision linked to longitudinal health care records and
demographics. The infrastructure is live, supporting aggregate-level querying of data across the United Kingdom.

Conclusions: CO-CONNECT was developed by a multidisciplinary team. It enables rapid COVID-19 data discovery and
instantaneous meta-analysis across data sources, and it is researching streamlined data extraction for use in a Trusted Research
Environment for research and public health analysis. CO-CONNECT has the potential to make UK health data more interconnected
and better able to answer national-level research questions while maintaining patient confidentiality and local governance
procedures.

(J Med Internet Res 2022;24(12):e40035)   doi:10.2196/40035

KEYWORDS

COVID-19; clinical care; public health; infrastructure model; health data; meta-analysis; federated network; health care record;
data extraction; data privacy; data governance; health care

Introduction

COVID-19 introduced a new set of conditions to existing
challenges in health and clinical data collection within the
United Kingdom. Regularly updated data were required at pace
to inform decision-making and research, but were being
generated by heterogenous sources, such as new “Lighthouse”
laboratories [1] set up specifically for the pandemic, academic
research laboratories, and usual primary and secondary care
settings [2]. The diversity of data sources and the lack of
awareness of them made it challenging to identify and access
these data sources, as was highlighted by the UK Government
Chief Scientific Adviser [3]. In our experience, it was often the
case that each research or public sector group had to contact
each potential data source individually to obtain information
about the data they host, making the process complex and
lengthy even for high-level questions, such as simply finding
out what data are available. Such challenges are described in
detail in the Goldacre Review [4] and across many studies [5-8].

Typically, any analysis of patient data or electronic health
records (EHRs) requires many steps covering legal (eg, General
Data Protection Regulations [GDPR] compliance) [9],
operational (eg, data sharing agreements) [10,11], and security
aspects (eg, access to unconsented pseudonymized or
anonymized data in a secure environment where the data cannot
be exported, ie, a Trusted Research Environment [TRE] [12])
[13]. These steps are crucial to ensure appropriate reuse of data
but can take many months to complete before any data analysis
can take place [14].

The need for more streamlined and efficient methods for
discovering and analyzing EHRs is not new [15], but the
COVID-19 pandemic has played a catalytic role in highlighting
the need for these methods more than ever before. Data are
federated when held at different locations and often hosted by
different data controllers. The World Economic Forum has
recently published a guideline document that focuses on sharing
of sensitive health data in a federated consortium model
considering the post–COVID-19 world [16]. Large-scale

projects, such as the Global Alliance for Genomics and Health
[17]; Canadian Distributed Infrastructure for Genomics [18];
Common Infrastructure for National Cohorts in Europe, Canada,
and Africa [19]; and European Health Data and Evidence
Network [20] projects, have laid out principles and frameworks
supporting safe use of patient data [17,21]. While federated
academic tooling (software that works on federated data sets)
exists [22-25], the commercial sector appears to have more
capability than the best in academia [26-28]. However,
commercial systems usually come with contracts and licensing
terms that may not be suitable for everyone and also focus on
finding patients for recruitment to clinical trials rather than
cohort discovery and meta-analysis from EHR data. Equally,
the commercial nature of the systems means they are usually
based on proprietary standards, which results in further
fragmentation and lack of accessibility of data sets.

Given the need for more impactful solutions in accessing
aggregated health data, accelerated by the pandemic [29], the
COVID - Curated and Open Analysis and Research Platform
(CO-CONNECT) was established at scale and at pace. The
Health Data Research (HDR) Innovation Gateway [30]
(Gateway) is a web resource enabling discovery of and
accessibility to UK health research data, and supporting health
data research in a safe and efficient manner. The Gateway
provides detailed metadata descriptions of over 700 data sets
held by members of the UK Health Data Research Alliance,
including the Health Data Research Hubs [31]. CO-CONNECT
enhances the capabilities of the Gateway by providing a query
engine (the Cohort Discovery Tool) to support dynamic cohort
building and meta-analysis across individual-level data from
multiple data partners.

The aim of CO-CONNECT is to transform the way public health
organizations and researchers discover and access COVID-19
data and associated longitudinal health care data from across
the United Kingdom. This paper describes how CO-CONNECT
maintains patient confidentiality and data security while
supporting access to data for research at pace, and how a
multidisciplinary team tackled the architecture of this platform
as an asset for public health in the United Kingdom.
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Methods

Project Initiation and Governance
CO-CONNECT was conceived early after the start of the
pandemic when both researchers and public sector bodies were
frantically trying to find what data existed across different data
custodians to answer pressing questions, which would then
inform public policy. Many research studies were being rapidly
commissioned, and data were being collected via routine health
care, but there was no easy way for different funders and
research groups to understand what data were being collected.
Once data sets had been identified, it took significant time to
set up the agreements for data sharing and access.

For example, a key question at the time was whether someone
would be immune to COVID-19 after contracting the disease,
and if so, for how long. Low-level detailed serology results,
rather than simply “positive/negative” results, were required
for calibration of assays and to understand antibody responses
related to individual levels of immunity. However, it was
challenging for researchers to find which data controllers may
be capturing low-level data, and if so, how to rapidly access the
data for analysis.

These challenges where widely recognized at the time. When
answering questions on the lessons to be learnt from the
pandemic at the Science and Technology Committee meeting
in July 2020 [3], Sir Patrick Vallance stressed the importance
of data flows and data systems to support the pandemic
response:

One lesson that is very important to learn from this
pandemic, and for emergencies in general, is that
data flows and data systems are incredibly important.
You need the information in order to be able to make
the decisions. Therefore, for any emergency situation
those data systems need to be in place up front to be
able to give the information to make the analysis and
make the decisions.

The CO-CONNECT leads reached out to 26
individuals/organizations who were collecting research cohorts
of data or collecting data as part of routine health care provision
from the 4 devolved UK Nations to join the project as
collaborators. The benefits of the platform, how it would protect
patient confidentiality, and how individual-level data would not
have to leave the control of the data partner needed to be rapidly
communicated for each data partner to agree to the collaboration.
There were 4 co-leads on CO-CONNECT, who each bought
different expertise to the project and could share the duties of
leading such a large project delivered within a tight timeframe
during the COVID pandemic.

CO-CONNECT partnered with the National Core Studies
program [32] and reported to the UK Scientific Advisory Group
for Emergencies [33] through this program. The Advisory

Steering Committee meets every 3 months with representatives
from the 4th Pillar Testing Programme and the UK Joint
Biosecurity Centre, a Chief Scientific advisor, an ethics expert,
and the funders.

Architecture of CO-CONNECT Infrastructure

Overview
CO-CONNECT delivers a federated capability that enables the
discovery of data across multiple sources, referred to as
CO-CONNECT data partners, to make them findable, accessible,
interoperable, and reusable (FAIR) [34]. The federation has
been designed to ensure that data can be processed in line with
the GDPR and common law confidentiality requirements.

Figure 1 provides an architecture overview of the components
that reside within the secure environment of each data partner’s
network, with no inbound connectivity, and those that are
available externally to researchers and the CO-CONNECT team
via a secure login. Throughout the methods section, we reference
the components as labeled in Figure 1 (Components A-E) in
brackets after the description. Our overview video explains how
the system works [35].

In summary, a secure virtual machine (VM) (Federated Node,
dashed black box) is set up by the data partner, which is separate
from the location where identifiable data are stored (Identifiable
Data Zone, red box), but still part of their secure infrastructure.
The data partner sends metadata (“Metadata” within the red
box) about the data they hold to the CO-CONNECT technical
team that determines the rules to map the data into the
Observational Medical Outcomes Partnership (OMOP) [36]
data standard format (CO-CONNECT Infrastructure, green
box). The mapping script (JSON mapping file), developed by
the CO-CONNECT technical team, is sent to the data partners
who then apply the mapping rules to a pseudonymized version
of their data (Data Mapped to OMOP). This generates a database
of relevant linked and pseudonymized data sets in OMOP format
within their VM (Component C, green database).

Software is installed within the VM, called BC|LINK
(Component D), which provides access to the pseudonymized
OMOP database (Component C, green database) and is
configured to communicate with the Gateway tool (Component
E) where approved users can submit queries. The Gateway
contains the BC|RQUEST software (Component E) that stores
the user-submitted queries and allows the BC|LINK software
(Component D) to download these queries and run them against
the OMOP database. Only aggregate counts are posted in
response and displayed to the user. This is simultaneously
repeated across all UK-wide data partners within the federation,
which enables users to perform feasibility analysis (to discover
relevant data from different sources) and carry out
aggregate-level analysis across different UK data partners
through one system.
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Figure 1. The CO-CONNECT federated architecture. A data partner (dark box) has potentially identifiable data (A) from which an extraction is made
and pseudonymized (B). A metadata extraction is performed with WhiteRabbit (within the identifiable Data Zone, red box) and sent to the CO-CONNECT
infrastructure (green box). A mapping script to the OMOP CDM is created using the CO-CONNECT data mapping tool (CaRROT-Mapper). The
pseudonymized data are securely transferred (B) into a secure virtual machine hosted by the data partner (Federated Node, dashed dark box), mapped
to OMOP (CaRROT-CDM), and connected to the federation software (C and D). From there, the data are queryable by the Innovation Gateway (E).
Only aggregated fully anonymous data discovery and meta-analysis results are returned to the Gateway (D). CDM: Common Data Model; OMOP:
Observational Medical Outcomes Partnership.

Detailed Components of the Architecture

CaRROT Software

All CO-CONNECT developed tools (termed CaRROT
[Convenient and Reusable Rapid Ontology Transformer]) are
open source and freely available [37,38]. This suite of tools
automates the mapping of the data into OMOP and the loading
of the data into a database for external querying.

Access to Individual-Level Data

All individual-level data remain under the control of the data
partner, and there is no requirement for any direct interaction
from the CO-CONNECT pipeline with the data partner’s data
systems (Database A). The federated node (dashed black box)
is established on a VM that is separate from any systems that
hold identifiable data.

ID Management and Data Linkage

All patient identifiable data are pseudonymized locally by data
controllers (Data Extraction and Pseudonymization) through
(1) obfuscation of potentially sensitive information, such as
date of birth, and (2) removal of personal identifiable
information, such as given names and addresses.

Generating Metadata

WhiteRabbit, from Observational Health Data Science and
Informatics (OHDSI) [39], is a software tool to profile data sets
to generate metadata that includes descriptions on tables, fields,
and the distribution of values within each field [40].
WhiteRabbit resides within the Identifiable Data Zone but is
only ever run against a pseudonymized extract of the data in
CSV format (Files B), from which the WhiteRabbit report is
generated. The data partner always retains control over what

data WhiteRabbit can access, the configuration of the
parameters, and what is shared to the CO-CONNECT team.

Data Mapping Tool

To ensure consistency of data across the data partners, all of
the data sets are on-boarded using OMOP Common Data Model
(CDM) version 5.3 [36] developed as part of the OHDSI.

We developed a data mapping tool (CaRROT-Mapper [37];
CO-CONNECT Infrastructure, green box), which ingests
WhiteRabbit reports and enables the data team to generate a
mapping rule to replace each field or field value to a standard
OMOP vocabulary concept ID. From this concept ID, the
domain can be established, which in turn confirms which table
in the OMOP CDM should be used to store the data.
Importantly, rules that were generated previously can be reused
by other data partners that have similar data structures or for
subsequent updates to the data, rather than starting from scratch.
At the time of writing, the CaRROT-Mapper supports
transformation to the Person, Observation, Condition
Occurrence, Measurement, and Drug Exposure tables.

The conversion and destination tables are captured as “mapping
rules” in a single JSON file, which is sent to the data partner.

Extract, Transform, and Load Pipeline

The mapping rules developed are used by the Python Extract,
Transform, and Load (ETL) pipeline (CaRROT-CDM) [38,41],
to convert the data from its native CSV format into the OMOP
CDM. The ETL pipeline can be scheduled to run either on
demand or whenever new data are available.
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Federated Querying
The BC|RQUEST query portal (Component E) was licensed as
a white-labeled instance from BC Platforms [26-28] and
integrated into the Gateway as the Cohort Discovery Search
Tool [42]. This component provides an interface allowing
approved users (bona fide researchers) to create the definition
of their cohort (cohort queries) via a drag and drop interface of
available OMOP concepts. Cohort queries (also known as study
feasibility queries) are created within the query portal and
queued to be collected every few seconds by the BC Platforms
BC|LINK software installed (Component D) within the data
partners’ Federated Nodes. BC|LINK executes the queries and
returns the aggregated results to the query portal.

A single BC|LINK instance can interact with multiple OMOP
data sets held by each data partner, and allows each data partner
to independently set all data disclosure rules, including data
rounding, low number suppression, and whether metadata
analysis can be performed. This allows each data partner to
determine risk and set appropriate controls as required for each
data set rather than a single setting for all data sets. Although
the data are stored in software from BC Platforms, they have
no mechanism to access the data. All access to the data remains
strictly under the control of the data partner.

Feasibility Questions

The system allows researchers to dynamically and in real time
define the cohorts of interest [42]. They will receive responses
from across the network usually within a minute. Such an
approach allows the feasibility of potential studies to be

understood based on the actual data available and without
intervention from data partners. This important feature ensures
that researchers understand what is feasible in near real time,
while always ensuring the disclosure controls are applied by
each data partner.

Meta-Analysis

The capability to perform meta-analysis queries across their
data sets is configured by the data partners through an “opt-in”
mechanism. Researchers are able to request predefined analyses,
through a common user interface, to run across the “opted-in”
data sets. An example of a meta-analysis query is to undertake
a phenome-wide association study (PheWAS) analysis to
understand what phenotypes are linked to different levels of
antibody response. In the out-of-the-box capability from BC
Platforms, the PheWAS analysis is initially treated as 2
availability queries, one for the case and the other for the control
section of the selected cohorts. The subsets of individuals
returning within each availability query are then selected from
the database, and a PheWAS/Forest analysis is performed across
the OMOP CDM search space. This identifies the most
overrepresented and underrepresented terms within each cohort.
The output is returned to BC|RQUEST as an array of data, which
is combined with the information from other cohorts to find the
common “META” terms that are overrepresented and
underrepresented across all the cohorts. This information is
displayed back to the user in the form of a PheWAS plot or a
forest plot, or downloaded as a Boolean table of the results. An
example is shown in Figure 2.

Figure 2. An example phenome-wide association study plot across 4 test data sets comparing females with pneumonia against a background population
of female-only samples. The most overrepresented classes include fever (OMOP:437663), disease caused by 2019-nCoV (OMOP:37311061), dysphenia
(OMOP:312437), and cough (OMOP:254761). OMOP: Observational Medical Outcomes Partnership.
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Custom meta-analytic modules can also be implemented within
the BC Platforms ecosystem. These can be developed in either
R or Python. Work to develop more advanced statistical
meta-analysis and investigations into potential biases or
statistical challenges will form future research.

Data Access Requests

The data discovery and meta-analysis tools only report
aggregated-level data. Details of the data sources queried are
provided, so that when an appropriate cohort is identified, direct
contact with the appropriate data partner can be made to initiate
data governance approvals for a specific research study, which
requires individual-level data analysis using the cohort
identified. The Gateway-standardized governance application
process (Five Safes [safe projects, safe people, safe settings,
safe outputs, and safe data] [43,44] form) can be used to
streamline the effort required to obtain approvals from data
partners who have adopted the standard [45].

Engagement With Patients and the Public
We have patient and public representatives co-leading the
project, with 2 lay member co-investigators and a public and
patient group. Representatives attend our work package,
leadership team, and advisory board meetings. Representatives
reviewed all the controls developed for CO-CONNECT,
ensuring we are protecting patient confidentiality and
maintaining trust. We developed a series of public-facing videos:
Overview [35], Finding Data [46], and Analyzing Data [47].

We also drafted a lay summary and Frequently Asked Questions
page [48].

Ethics Considerations
Research ethics approval was not required for this project as
each data partner maintains their own governance and ethics
for the original research studies. Anyone requiring access to the
platform to perform research needs to apply for their own ethics
approval.

Results

Data Coverage
The CO-CONNECT consortium includes 41 leaders from 29
different organizations across the 4 devolved UK Nations and
is currently on-boarding over 56 different data sets into the
platform. The project was launched in October 2020, with 18
months of funding and extension for another 6 months.

CO-CONNECT is focused on the following 3 different types
of data partners: (1) COVID-19 research consented cohorts
collecting serology data; (2) routinely collected unconsented
data from across the United Kingdom; and (3) research cohorts
collected prior and during the current pandemic, which
CO-CONNECT is enhancing with the ability to link to
COVID-19 data (augmented cohorts).

The sources for each type are shown in Table 1. Approximately
half of the COVID-19 research cohorts being collected are from
health care workers.
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Table 1. List of data sources incorporated into CO-CONNECT.

SourceCohort type

COVID-19 serology cohorts

Co-STARSa [49], COVIDsortium [50], MATCH [51], Oxford Healthcare Workers [52],

PANTHERb [53], and SIRENc [54]

Health care workers

TRACK-COVID [55]Blood donors

VIVALDI [56]Care homes

ISARICd [57]Hospitalized patients

sKIDse [58]Schools

ACEf [59]Education

REACT-2g [60]Random sample of the population of adults registered
with a general practitioner in England

FOLLOW-COVIDh [61]Hospitalized and community follow-up

Augmented cohorts

ATLASi [62] (ALSPACj [63], Generation Scotland [64], GASPk [65], NIHR-BioResource
[66], TWINS-UK [67]), and Wellcome Longitudinal Population Study [68] (6 cohorts)

Longitudinal cohorts

HDRl UK BREATHE Hub [69] (17 cohorts)Respiratory cohorts

Routinely collected health data sources/Trusted Research Environments

National Health Service (NHS)–Digital [70] and UK Health and Security Agency (previ-
ously Public Health England) [71]

England

Public Health Scotland (PHS) [72]Scotland

HSCm Business Services Organisation [73] and HSC Public Health Agency [74]Northern Ireland

Secure Anonymised Information Linkage (SAIL) service [75]Wales

Office of National Statistics (ONS) [76]UK-wide

aCo-STARS: COVID-19 Staff Testing of Antibody Responses Study.
bPANTHER: Pandemic Tracking of Healthcare Workers.
cSIREN: SARS-CoV-2 Immunity and Reinfection Evaluation Network.
dISARIC: International Severe Acute Respiratory and emerging Infections Consortium.
esKIDS: COVID-19 Surveillance in School Kids.
fACE: Asymptomatic COVID-19 in Education.
gREACT-2: Real-time Assessment of Community Transmission 2.
hFOLLOW-COVID: Focused Longitudinal Observational Study to Improve Knowledge of COVID-19.
iATLAS: Access Points to Tissue, Longitudinal Data, Archives, and Samples.
jALSPAC: Avon Longitudinal Study of Parents And Children.
kGASP: Genetics of Asthma Severity and Phenotypes.
lHDR: Health Data Research.
mHSC: Health and Safety Commission.

Data Sets Onboarded
The HDR UK Cohort Discovery Service was first launched in
April 2021. At the time of writing, the following data partners
are live within the HDR Cohort Discovery Tool: ALSPAC
(Avon Longitudinal Study of Parents And Children), PANTHER
(Pandemic Tracking of Healthcare Workers), GASP (Genetics
of Asthma Severity and Phenotypes), ACE (Asymptomatic
COVID-19 in Education) Cohort, MATCH, Generation
Scotland, NIHR Bioresource, FOLLOW-COVID (Focused
Longitudinal Observational Study to Improve Knowledge of
COVID-19), Co-STARS (COVID-19 Staff Testing of Antibody

Responses Study), TRACK-COVID, and COVIDSortium. The
following data partners have governance approvals in place and
are in the process of being on-boarded: ISARIC4C (International
Severe Acute Respiratory and emerging Infections Consortium),
UKHSA (SIREN [SARS-CoV-2 Immunity and Reinfection
Evaluation Network] and sKids [COVID-19 Surveillance in
School Kids]), REACT-1 (Real-time Assessment of Community
Transmission 1), REACT-2 (Real-time Assessment of
Community Transmission 2), Oxford Healthcare Workers,
TWINS-UK, Wales/SAIL (COVID Vaccination Dataset
[CVVD] and COVID Test Results [PATD]), Public Health
Scotland (13 different data sets), and Northern Ireland (COVID
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antigen testing pillar 1 and 2, COVID-19 Vaccination,
Admissions, and Discharges, Emergency Department).
CO-CONNECT is currently working with the remaining data
partners to obtain relevant governance approvals for their data
sets to be incorporated into the platform.

This is an innovative infrastructure project to support research
at scale across the United Kingdom. The unique nature of the
project made it challenging to onboard data sets from different
organizations in terms of (1) different data governance processes
with varying information required, (2) different levels of
understanding of governance requirements and the technical
solution, and (3) delays in governance due to capacity during
a pandemic. To overcome these challenges, approaches, such
as one-to-one sessions, technical guidance workshops, and
sharing a governance guidance pack [77] with data partners,
were used. We also commissioned explainer videos to explain
the system and how it protects patient confidentiality for both
data partners and the general public [35,46,47]. We plan on
describing these challenges and lessons learnt elsewhere.

User Feedback
HDR UK undertook market research in December 2021 and
January 2022 led by an external agency. The research included
audience mapping, analysis, and 30 interviews with health data
users from a range of sectors, including industry, academia, and
the National Health Service (NHS). Overall, Cohort Discovery
was very positively received, and a short-term goal now for
HDR is to “build on perceived successes in search functionality,
that is, the Cohort Discovery Tool.” The feedback from users

was that the Cohort Discovery Tool could help address some
of the needs around metadata and that the approach reflected
the way in which many want to understand, assess, and access
data. The users recognized the value of standardization across
data collection/data terms to vastly increase the options for
linking and comparing data and wanted to see the tool developed
further. There are currently 150 active users. We expect this to
increase with additional data sets live on the system and
promotion of the resource.

Key Outcome of the CO-CONNECT Infrastructure
CO-CONNECT is enabling rapid data discovery of data sets
available from each data partner via near instantaneous
aggregate-level cohort building queries. Figure 3 shows the
Cohort Discovery Tool, available from the Gateway, with an
example query of “all females with asthma” against all available
data sets. The aggregated results presented in the Figure 3
example include overall counts, and age and gender distributions
across all data partners down to the individual data set level,
enabling researchers to rapidly refine their cohorts of interest.

Prior to the Cohort Discovery Tool being embedded within the
Gateway, the only information a researcher could access was a
static metadata catalogue of data sets/cohorts, such as overall
population size, table names, and field names with their data
types and descriptions, as shown in Figure 4. In contrast, the
Cohort Discovery Tool enables researchers to dynamically
define a cohort search query and get aggregate counts matching
the cohort search criteria for the data sets.

Figure 3. The HDR UK Cohort Discovery Tool. The interface enables the user to define their cohort search criteria and displays aggregate results
across different data sets. The available cohort search criteria (A) are used to create selected cohort criteria (a drag and drop feature, B). Results matching
the cohort search criteria across different data sets are presented in the output once the federated queries are completed (C). HDR: Health Data Research.
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Figure 4. An example of the static metadata found in the data catalogue of the HDR Innovation Gateway (MATCH data set). (A) Summary of the
MATCH data set. (B) Technical details – a list of tables with their field names and data types. HDR: Health Data Research.

CO-CONNECT allows meta-analysis across the data sets, such
as time series or binary comparisons. When researchers and
public health groups need access to individual-level
pseudonymized data for detailed analysis (over and above
aggregate-level analysis available in the tool), the data for the
analysis can be moved to a TRE for access by the researchers.
The CO-CONNECT architecture is being enhanced to support
semiautomated streamlined extracts of standardized linked data
from across multiple data partners for access within a TRE [12].

Future Work
We are working with data partners to research mechanisms in
which, where practical to do so, global pseudoidentifiers are
identical across different data partners. This would be achieved
by the use of a common one-way irreversible cryptographic
hashing algorithm applied to identifiers, such as NHS and
Community Health Index numbers, and would enable data
linkage across data partners. These global pseudoidentifiers are
never shared outside of the group of data partners. This would
enable data linkage across data sets from different data sources
(see section on extraction into a TRE below) and would support
duplicate detection.

To support duplicate detection for the aggregate-level data
discovery and meta-analysis functionality, we have a minimum
viable product developed with BC Platforms ensuring that for
each query, the global pseudoidentifiers are replaced by
query-specific identifiers within the VM. The list of
query-specific identifiers is returned along with the
aggregate-level counts associated with the query to a secure
temporary location, and the IDs from each data partner can then
be automatically compared, providing the user who initiated
the query with an estimate of the overlap of individuals across
different cohorts. For example, 200 people met the search
criteria from data partner A, while 350 people met the search
criteria form data partner B, and 27 people were the same
individuals from data partners A and B. The query-specific
identifiers are never made visible to the user and are generated
afresh using a new salt (random data that is used as an additional
input to a one-way function that hashes data) for each query

before being deleted at the query end. CO-CONNECT is
working across data partners to assess the feasibility of enabling
such functionality.

Extraction Into a TRE
The CO-CONNECT architecture is being enhanced to support
the linkage and extraction of individual-level data from the
pseudonymized databases within each data partner into a TRE.
There are many TREs operating across the United Kingdom,
such as the National TREs for England [70], Scotland [72],
Northern Ireland [74], and Wales [75]. These example TREs
were also data partners of CO-CONNECT. Data partners can
choose whether to use the CO-CONNECT semiautomated
pipeline or their own in-house methods for data extraction.
When extracting research project–specific individual-level data
into a TRE, the global pseudoidentifiers will be replaced with
new project-specific pseudoidentifiers prior to export. This
means that data from different data partners are linkable by the
research group within the TRE for the specific research project
without the global identifiers being shared. As the
pseudoidentifiers are project specific, linkage across different
research projects is safeguarded against.

Discussion

Hybrid Infrastructure
We have brought together EHR data of national importance
into a federated platform. The data can be queried via the Cohort
Discovery Tool in the HDR UK Innovation Gateway. An
open-source set of tools were developed to standardize the
mapping of data into the OMOP standard without the need to
view the individual-level data.

CO-CONNECT evolved from a recognized need across multiple
domains for a transformative step in the ability for researchers
to discover data across a range of data assets. Centralized data
architectures have historically been used when it is possible to
set up flow of data to a single location, under a single set of
governance approvals (such as national registries) and usually
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from a small number of organizations. This has been very
effective in the United Kingdom with flow of data from the
NHS bodies to respective national data repositories, especially
when there is a legal mandate, such as the registration of a
disease. Such approaches are successful at supporting certain
research activities, such as epidemiology, where evaluating the
prevalence of a disease can be undertaken with relative ease.

Centralized infrastructure brings economy of scale and the
ability to have a specialized team of technologists that can bring
standardization to the process and policy. However, such
centralized infrastructure cannot infinitely scale to accommodate
all data that might be required to perform analyses. It is also
clear that while certain aspects of epidemiological research can
be undertaken via a centralized model, such as the prevalence
or risk associated with different demographic characteristics, it
is likely there will never be enough data held in a single location
to help answer questions of causation rather than retrospective
observations. There is a need to combine information from
multiple sources to increase power and generalizability. Aside
from technical constraints, the public are equally uncomfortable
with their sensitive data being shared widely or within a central
database, and thus, keeping all individual-level data local
improves patient trust [78,79].

COVID-19 brought a set of challenges such that data analysis
and infrastructure were required across and between the national
centralized databases of the 4 nations of the United Kingdom.
CO-CONNECT was tasked to deliver an overarching platform
across existing centralized infrastructure, as well as cater to
academic collection of data. This was not a simple distinction
between federated or centralized models, but a hybrid
infrastructure to support both federation across national
centralized TREs and inclusion of specific research data sets
into a single ecosystem of collaboration and co-existence.

Federated Cohort Discovery
CO-CONNECT has been designed to work for the whole
population of the United Kingdom. These data come from many
databases with thousands of fields held within each of the 4
nations. The technical novelty of the architecture lies in the fact
that it supports reproducible and semiautomated
processing/tooling for inclusion of new data sets and addition
of new fields without significant additional effort compared
with OHDSI’s tooling available [80]. Therefore, while federated
cohort discovery tools do exist, this is the first time such a
system has been designed to be deployed at this scale. The
CO-CONNECT approach federates cohort discovery from one
simple-to-use application. It will enable the querying of data
sets from the 4 nations within the United Kingdom without
separate data governance applications. Researchers are able to
query data sets immediately and interactively as part of their
feasibility study without the substantial overhead of contacting
each data partner to ask about running multiple bespoke
feasibility queries.

Centralized Data Curation
All source data are transformed into the OMOP data model via
our teams in Dundee, Nottingham, and Edinburgh. The software
developed allows the maps to be created centrally but applied

locally by each data partner. This retains a clear separation for
data governance and importantly enables data partners to be
included with minimum effort for them. This is performed via
reproducible code, which ensures transformations to the data
from the source to the new model are consistent across projects.
The mapping of the data into OMOP is supported by the core
data science team across all the data partners, ensuring
standardization in mapping. Using a reproducible workflow
works in concert with automation to support the regular updating
of data across the platform via a consistent ETL mechanism.

Data Extraction
Federated analytics is emerging as a credible alternative, but it
was recognized that certain analyses cannot be undertaken using
current federated approaches. Therefore, despite putting in place
a federated architecture, we are designing the approach to allow
subsets of pseudonymized data for answering a specific research
project to be extracted into a single TRE. Data curation to a
standard will aid this process significantly, as all data have
already been curated to the OMOP CDM. The automation of
these steps streamlines the process of transitioning to
individual-level data from a higher-level query and reduces
costs. The data partners who chose to adopt the automated
process will require limited resource to release data, and
throughput can scale without additional investment. Researchers
will receive data in a familiar format, allowing them to reuse
existing methodologies. The data in the original format can also
be provided to the researchers should this be required.

Comparison With Other International COVID-19
Initiatives
We reviewed other existing COVID data efforts across the world
[81-86]. Most projects focus on the analysis of data sets that
were already known to the researchers, whereas CO-CONNECT
(as well as CODEX [84,85]) also provides the capability to
search for specific cohorts of data for feasibility analysis across
population-wide data.

Projects, such as 4CE [83], N3C [86], and the COVID-19 Data
Exchange Platform [84], took a centralized approach. 4CE [83]
transformed data into a common format at each data source and
then obfuscated the values. 4CE transferred the files to a shared
central location, merging the files from different sources so
analysis could take place. N3C [86] supported data in 4 different
CDMs: PCORnet [87], OMOP, i2b2/ACT [88,89], and TriNetX
[27], bringing the data into a central cloud platform for secure
analysis. The COVID-19 Data Exchange Platform supported
federated nodes in the i2b2 [23] format and federated queries,
and also provided a centralized analysis platform. They
encountered challenges with obtaining ethical approval for
transferring data onto the centralized platform, and at the time
of writing, data from only 350 patients had been transferred.

The COVID-19 SCOR project [81] plans to utilize the MedCo
software [82], which uses collective homomorphic encryption
and obfuscation across decentralized data sources. MedCo is
deployable on top of standardized systems, such as i2b2
[23]/SHRINE [90] and TranSMART [91]. The unCoVer project
aims to use the DataSHIELD [25] software to perform federated
analytics across 18 countries [92]. As far as we are aware, all
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these federated analytics solutions require inbound connections
to the data and opening ports on firewalls. In the case of MedCo,
encryption of the data reduces the privacy risks associated with
inbound connections to the data.

The approach taken really depends on the attitudes of the data
partners. In CO-CONNECT, most partners would not accept
inbound connections into their secure environment and would
not be happy to place sensitive data in an area where an inbound
connection could be allowed, regardless of encryption or access
controls. For those reasons, CO-CONNECT was built on the
assumption of never requiring an inbound connection to the
federated data to either curate the data or run a feasibility
analysis and meta-analysis. As an additional level of security,
on top of not allowing inbound queries, the CO-CONNECT
architecture could adopt homomorphic encryption in the future
to support more advanced federated queries where researchers
need to see the underpinning data.

CO-CONNECT, unlike other COVID-19 solutions, supports
data partners to automate the mapping of their data into a CDM
without having to see the underpinning data. This is
advantageous as most data partners do not have their data
mapped into the OMOP CDM or the technical capability to do
so.

Current Status and Contributions
Metadata covering the data sources are now available to search
openly within the Gateway [30]. National and international
researchers can request access to the enhanced dynamic cohort
discovery capability within the Gateway. Access to
individual-level subsets of data by national and international
researchers can also be requested via the streamlined governance
application process [45].

We welcome requests to onboard data sets into CO-CONNECT;
further details are available via the corresponding author.

The platform has been designed to be disease agnostic.
COVID-19 has supported the need for such a platform to provide
data at pace. However, the model can be reused to support
research at pace for other disease areas. The platform underpins
the recently funded HDR UK/MRC Alleviate Hub for Pain

Research [93], and the architecture and support for cohort
building will be supported and enhanced by HDR after the end
of CO-CONNECT funding. Exemplar projects using the
architecture are planned for the next phase of HDR funding.

Conclusions
We have introduced the CO-CONNECT federated architecture,
which addresses the challenges of fragmentation of data and
lack of interoperability and standardization, as well as the
challenge of linkage of high value data assets to other data assets
providing new scientific insights. The architecture has been
designed around the following core principles: (1) maintaining
patient confidentiality, trust, and data security; (2) empowering
data partners to be interconnected in a sustainable environment;
(3) utilization and re-enforcement of TREs to analyze data; (4)
a focus on data engineering to ensure technical legacy for wider
use; and (5) a standard-based approach to ensure interoperability,
repeatability, and connectivity to other initiatives, responding
to the most pressing needs of the public health and research
communities.

The development of this platform will empower public health
organizations, research groups, and industry bodies to answer
key questions about the COVID-19 pandemic and its effects on
human health in a streamlined timely manner, as has been
needed for EHRs for many years [15,21]. The solution enables
rapid cohort-building data discovery across data partners. None
of the data partners had such capability for researchers prior to
CO-CONNECT. CO-CONNECT has simplified the complex
task of requesting access to each individual data set, by
providing transparency on what data are available and from
where, and how to request access if individual-level data
analysis is required. CO-CONNECT provides novel real-time
functionality compared to static metadata dictionaries and
descriptions of cohorts already provided within the Gateway.

The immediate impact of CO-CONNECT is the fast, accessible,
and standardized availability of aggregate COVID-19–related
data, to inform key public health decisions and help tackle the
COVID-19 pandemic at pace. As more data sets are onboarded,
this will become more powerful.
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Abstract

The pervasiveness of social media is irrefutable, with 72% of adults reporting using at least one social media platform and an
average daily usage of 2 hours. Social media has been shown to influence health-related behaviors, and it offers a powerful tool
through which we can rapidly reach large segments of the population with tailored health messaging. However, despite increasing
interest in using social media for dissemination of public health messaging and research exploring the dangers of misinformation
on social media, the specifics of how public health practitioners can effectively use social media for health promotion are not
well described. In this viewpoint, we propose a novel framework with the following 5 key principles to guide the use of social
media for public health campaigns: (1) tailoring messages and targeting them to specific populations—this may include targeting
messages to specific populations based on age, sex, or language spoken; interests; or geotargeting messages at state, city, or zip
code level; (2) including members of the target population in message development—messages should be designed with and
approved by members of the community they are designed to reach, to ensure cultural sensitivity and trust-building; (3) identifying
and addressing misinformation—public health practitioners can directly address misinformation through myth-busting messages,
in which false claims are highlighted and explained and accurate information reiterated; (4) leveraging information sharing—when
designing messages for social media, it is crucial to consider their “shareability,” and consider partnering with social media
influencers who are trusted messengers among their online followers; and (5) evaluating impact by measuring real-world outcomes,
for example measuring foot traffic data. Leveraging social media to deliver public health campaigns enables us to capitalize on
sophisticated for-profit advertising techniques to disseminate tailored messaging directly to communities that need it most, with
a precision far beyond the reaches of conventional mass media. We call for the Centers for Disease Control and Prevention as
well as state and local public health agencies to continue to optimize and rigorously evaluate the use of social media for health
promotion.

(J Med Internet Res 2022;24(12):e42179)   doi:10.2196/42179

KEYWORDS

social media; digital heath; health communication; campaign; public health; framework; health promotion; public awareness;
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Introduction

The pervasiveness of social media is irrefutable; 72% of adults
and 84% of adults aged 18-29 years report use of at least one
type of social media platform and an average daily usage of 2
hours [1,2]. Social media has been shown to influence public

opinion, political views, and purchasing behaviors, as well as
health-related behaviors such as diet and exercise [3-6]. This
offers a powerful tool through which we can rapidly reach large
segments of the population with tailored health messaging. It
has also become a potent arena for widespread dissemination
of misinformation and disinformation, posing its own public
health threat [7-9]. However, although numerous studies have
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explored the dangers of misinformation and have used data from
social media to interpret public attitudes [10], the specifics of
how public health practitioners can effectively use social media
for health promotion are not described. In this viewpoint, we
propose a new framework with the following 5 key principles
to guide the use of social media for public health campaigns:
(1) tailoring messages and targeting them to specific
populations; (2) including members of the target population in
message development; (3) identifying and addressing
misinformation; (4) leveraging information sharing; and (5)
evaluating impact by measuring real-world outcomes.

Tailoring Messages and Targeting Them
to Specific Populations

In addition to connecting individuals, social media platforms,
including Facebook, Instagram, Twitter, and TikTok, have
sophisticated advertising platforms that facilitate targeting of
advertisements to specified populations with far greater precision
than conventional mass media. For example, a multivitamin
company can send advertisements to women aged 25-40 years
living in Manhattan with a household income in the top 10%
in the United States and an interest in organic food. Researchers
have used these targeted advertising tools for the purpose of
study recruitment [11]. For example, Reiter et al [12] used
Facebook’s targeted advertising to recruit young gay and
bisexual men for a human papillomavirus vaccination
intervention by selecting for English-speaking males in the
United States aged 18-25 years with any of the following
“interest” filters: bisexuality; homosexuality; same-sex
relationship; genderqueer; gay pride; lesbian, gay, bisexual, and
transgender (LGBT) community; LGBT culture; or rainbow
(LGBT movement) [12]. Public health practitioners can leverage
ad targeting to send tailored health messages to specific
populations based on age, sex, or language spoken; interests,
such as “smoking,” “aerobic exercise,” or “McDonalds”; or
geotarget messages at state, city, or zip code level. Targeting
messages by language spoken is particularly relevant to
immigrant and refugee communities, for whom language barriers
may limit understanding of alternative sources of health
information; for example, in Germany, social media
advertisements in migrants’ languages of origin increased
COVID-19 vaccine appointment bookings by 133% for Arabic
speakers and 76% for Russian speakers [13]. Of note, Facebook
continually reviews the available ad targeting options and ad
controls with the aim of reducing the possibility of ad
discrimination; for example, in January 2022 they removed
previously available detailed targeting options that “relate to
topics people may perceive as sensitive,” which include health
causes such as “lung cancer awareness” and “chemotherapy”
[14]. We therefore recommend frequent monitoring of targeting
options when planning campaign implementation to ascertain
what will be available for use.

A key challenge in using social media for public health is that
algorithms are designed to present advertisements a person is
likely to agree or engage with [15], but in public health, we
often seek to reach those who disagree, for example, convincing
a smoker to quit or a reluctant parent to vaccinate their child.

One way to address this is to tailor messages and separate them
into narrower ad sets for specific populations. For instance,
although COVID-19 vaccine promotion messages might be
unpopular among vaccine-hesitant groups, we can increase
message salience by tailoring them to subsets of the target
population—a message debunking fertility concerns could be
sent to women aged 25-30 years with an interest in
“motherhood”; a video by a Spanish-speaking doctor could be
delivered to Spanish-speaking adults in a zip code area with
low vaccination rates; and a video by a Methodist priest could
be sent to people interested in the “Methodist church” [16]. The
ability to rapidly pilot-test multiple iterations can identify the
most engaging messages for each group. By structuring
campaigns into ad sets, we can also allocate more budget to
populations who need it most; for example, using indices such
as the California Health Place Index, we can preferentially
allocate funds to lower health index zip code areas. An et al
[11] propose a useful precision public health campaign
framework to guide the use of targeted advertising tools on
social media to deliver tailored health messages to particular
population segments.

Including Members of the Target
Population in Message Development

Engaging community partners when designing public health
messaging is paramount in building trust and ensuring
effectiveness. Messages should be designed with and approved
by members of the community they are designed to reach, to
ensure cultural sensitivity and trust-building. One way to achieve
this is to assemble an advisory board, including members of the
target population, and reflecting the demographics of users of
the intended platform. For example, approximately 43% of
TikTok’s audience is 18-24 years of age, and only 3% is aged
>55 years [17]; thus, input from younger, Gen Z voices would
be crucial for a campaign running on TikTok. Further, any ad
targeting strategies should be transparent and sensitive to the
potential for discriminatory ad targeting. Indeed, journalists
have demonstrated, with historical ad targeting options available
on Facebook, how easy it would be to exclude users whom
Facebook classifies as a member of a racial or ethnic minority
group from target audiences [18]. Although race categories have
subsequently been removed from explicit targeting options on
Facebook, the ability to direct ads to specific racial groups is
still implicitly possible (to varying degrees of accuracy) via
proxies such as zip code targeting. Therefore, we call for
discussion with and approval by an advisory board of any
proposed ad targeting strategies, alongside a clearly documented
rationale that aims to benefit the target audience, prior to
campaign implementation. When translating messages, using
input from native speakers to ensure optimal language choice
rather than relying on automated translations is crucial.

Identifying and Addressing Misinformation

Misinformation on social media has been shown to influence
health attitudes; in a randomized controlled trial assessing the
effect of web-based misinformation on COVID-19 vaccine
intentions, recent exposure to misinformation decreased vaccine
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intent by 6.4% among participants who previously stated they
would definitely accept a vaccine [19]. The extent to which
social media facilitates dissemination of misinformation was
exemplified by infodemics—defined by the World Health
Organization as an overabundance of both inaccurate and
accurate information—during the COVID-19 pandemic [20,21].
Vosoughi et al [8] hypothesize that false news reaches more
people than the truth does because it has a higher degree of
novelty and provokes stronger emotional reactions of recipients,
making it more likely to be passed on. Public health practitioners
can directly address misinformation through myth-busting
messages, in which false claims are highlighted and explained
and accurate information reiterated. This should be an iterative
process, beginning with message design and continuing through
active comment moderation, including direct responses to false
comments during a live campaign. In a randomized controlled
trial of messages debunking highly prevalent health information
in Sierra Leone, direct and detailed debunking was most
effective [22]. Live interactions are a key part of how
information is disseminated on social media, yet traditional
mass media communication models do not account for this
interactivity. Parackal et al [23] propose the dynamic
transactional model of communication as a suitable framework
for modelling the “two-way communication” in which both the
sender and the receiver actively participate in the communication
process that takes place on social media [23].

Leveraging Information Sharing by the
Target Population

Trusted messengers, including healthcare providers, religious
leaders, and celebrities, can play an important role in public
health messaging; for example, basketball player Magic
Johnson’s announcement of his HIV-positive status in 1991
was correlated with increased condom use among Black and
Hispanic individuals [24]. Yet social media differs from
traditional broadcast media in the rapidity at which messages
disseminated from an original source can be publicly reshared
by the target population. In a survey experiment on Facebook
of 1489 adults, 51% reported that a health article on diabetes
was well reported and trustworthy when it was shared by a
public figure they trusted, whereas only 34% thought the same
article was trustworthy when it was shared by someone they
did not trust [25]. When designing messages for social media,
it is crucial to consider their “shareability”—can the message
be designed in a way that encourages users to share it with their
friends? Partnering with social media influencers—users of
social media with established credibility among their

followers—is a useful approach for leveraging trusted
messengers.

Evaluating Impact by Measuring
Real-world Outcomes

Evaluation of social media–based public health campaigns
should include measurement of the health-related behavior of
interest in the target population. Breza et al [26] provide an
excellent example, as follows: in a cluster randomized controlled
trial, investigators used distance travelled in treatment regions,
measured using mobile phone location data of Facebook users,
as well as COVID-19 infections recorded at the zip code level,
as the outcome measures to assess the impact of a social media
advertising campaign asking participants to avoid holiday travel
to reduce COVID-19 infections. In our own work, we have
piloted an approach using analysis of foot traffic data to tanning
salons as an outcome measure to assess the impact of a social
media campaign aiming to reduce indoor tanning. Social media
platforms also record web-based evaluation metrics, including
number of people reached, average duration of videos viewed,
reactions, shares, unique link clicks, and cost per individual
reached. How these web-based metrics map onto real-world
behaviors is unclear; reporting of web-based outcome measures
alongside real-world measures can improve our understanding
of how these metrics correlate with health-related behavioral
change.

Conclusions

Leveraging social media to deliver public health campaigns
enables us to capitalize on sophisticated for-profit advertising
techniques to disseminate tailored messaging directly to
communities that need it most, with a precision far beyond the
reaches of conventional mass media. We do not present social
media as a public health panacea; grave concerns about
cyberbullying, privacy breaches, and misinformation on social
media must be addressed in parallel [27]. Further, collaboration
between public health scientists and technology companies will
be vital to support widespread and potentially expensive ad
campaigns, with the success of such partnerships highlighted
by extensive COVID-19 vaccine promotion efforts supported
by Facebook ad credits [16]. However, in a nation in which
three-quarters of adults use social media, for some of whom
social media will be the only source of health information, the
Centers for Disease Control and Prevention as well as state and
local public health agencies must optimize and rigorously
evaluate its use for health promotion.
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Abstract

Reducing research waste and protecting research participants from unnecessary harm should be top priorities for researchers
studying interventions. However, the traditional use of fixed sample sizes exposes trials to risks of under- and overrecruitment
by requiring that effect sizes be determined a priori. One mitigating approach is to adopt a Bayesian sequential design, which
enables evaluation of the available evidence continuously over the trial period to decide when to stop recruitment. Target criteria
are defined, which encode researchers’ intentions for what is considered findings of interest, and the trial is stopped once the
scientific question is sufficiently addressed. In this tutorial, we revisit a trial of a digital alcohol intervention that used a fixed
sample size of 2129 participants. We show that had a Bayesian sequential design been used, the trial could have ended after
collecting data from approximately 300 participants. This would have meant exposing far fewer individuals to trial procedures,
including being allocated to the waiting list control condition, and the evidence from the trial could have been made public sooner.

(J Med Internet Res 2022;24(12):e40730)   doi:10.2196/40730
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Introduction

Overview
Substantial effort is often expended on recruiting and collecting
data from participants in behavioral intervention trials.
Delivering interventions to participants often incur additional
costs that need to be considered in restricted budgets. These
efforts and costs need to be balanced with study objectives, as
increasing the number of participants leads to reduced
uncertainty in effect estimates. It is, therefore, not surprising
that sample size considerations are given serious attention during
the planning of trials, mixed in with feelings of despair,
disbelief, and above all, hope.

With misguided faith in null hypothesis testing delivering
certainty about effects in otherwise uncertain circumstances [1],
power calculations to determine sample sizes have become a
staple in study protocols as well as in ethics approval and grant
applications. Fixating the risks of false negatives and false
positives (power and significance) at widely adopted rates,

researchers conducting power calculations tend to focus on the
magnitude of effects they wish to detect as the variable dictating
sample sizes. However, effects of interventions are uncertain,
which is precisely why trials are conducted in the first place,
and so deciding on the magnitude of effect a priori is in practice
impossible. What sometimes then happens is that researchers,
in fear of underrecruiting and not having enough power to detect
statistically significant effects, pick the smallest effect size that
they would not want to miss [2,3]. This results in unnecessary
costs and efforts to recruit, intervene, and collect data from
participants if effect sizes turn out to be greater than this minimal
effect size. Other times, the effect size is assumed to be
unreasonably large to reduce the required sample size and
convince ethics and grant boards that the trial is feasible [2].
This leads to underrecruiting, and it leads to the null hypothesis
not being rejected, and as is often the case, misinterpreted to be
evidence of no effect, despite the existence of an observable
difference between groups [4,5].

Over- and underrecruiting participants is both costly and
unethical [3]. It leads to subjecting more than necessary
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participants to unnecessary effects from study procedures [6],
potentially harmful or noneffective interventions and control
conditions [7-9], or ending a trial with ambiguous findings when
recruiting more participants could deliver less uncertain evidence
[10]. One solution is to abandon a priori fixed sample sizes
altogether, letting the data collected during the trial dictate when
recruitment should end. Bayesian sequential designs are
examples of this approach [11-13], where data are continuously
analyzed and decisions are made throughout the trial period on
whether or not recruitment should end.

Objective
The objective of this study is to demonstrate how a recently
completed trial of a digital alcohol intervention would have
played out had a Bayesian sequential design been used, rather
than following a traditional fixed sample size based on a priori
power calculations. We will show that participants were
excessively overrecruited, resulting in costs and efforts wasted
when the evidence was already at hand.

Bayesian Statistics and Sequential
Designs

The literature on Bayesian statistics and sequential designs is
substantial [1,10-13], and readers should have no problem
finding in-depth descriptions. Therefore, we will introduce both,
while at the same time assuring readers that they should feel
comfortable moving on to the real-world examples even if not
all details in this section are understood.

Bayesian Statistics
To understand Bayesian sequential designs, one needs to have
at least a general understanding of Bayesian statistics. Within
the Bayesian paradigm, one is interested in estimating the
posterior probability distribution of parameters. In trials, the
parameter that is given the most attention is the one that
represents the effect of the intervention. The posterior
probability distribution tells us how likely different parameter
estimates are relative to one another. For instance, in a trial of
a smoking cessation intervention, we could report the probability
that the odds ratio (OR) of successful smoking cessation is
greater than 1, that it is greater than 1.5, or that it lies between
0.9 and 1.1, and so on. As a concrete example, Figure 1 show
two posterior probability distributions over OR estimated from
a trial of a digital smoking cessation intervention among high
school students [14-16]. The posterior distributions in Figure 1
show us that the effect of the intervention on 8-week prolonged
abstinence from cigarettes 3 months post baseline (left plot)

was approximately 1.2, and that 73.8% of the posterior
probability distribution was above an OR of 1—leaving some
uncertainty about the effectiveness of the intervention on this
outcome measure. The right plot in Figure 1 shows that the OR
for 4-week point prevalence of abstinence from smoking was
approximately 1.8, and that 98.4% of the posterior probability
distribution was above an OR of 1, suggesting strong evidence
that there was a difference between groups with respect to this
outcome measure.

The posterior probability distribution is calculated by combining
the information available through the data collected, with what
is known as the prior probability distribution—known simply
as the prior. The prior represents our belief regarding the
parameters before we collect data (ie, in a trial, the prior
represents our belief about the effects before the trial
commenced). The prior can be used to take a skeptical stance
regarding effects by centering the prior around the null or to
incorporate findings from previous studies by centering the
prior around effect sizes estimated in previous trials. When data
are scarce, the prior will influence the posterior distribution to
a larger extent but will fade away as more data are collected.
When using skeptical priors, this means that effect estimates
are pulled toward the null when data are scarce, which is a
powerful method of ensuring that conclusions of effects are not
drawn prematurely using small sample sizes.

To illustrate this, Figure 2 shows three prior distributions. In
Figure 2A, a prior distribution in the form of a normal
distribution with a mean of 2 (SD 1) is shown. This prior says
that, before we see any data, we believe that the effect of the
intervention being studied is most likely to be around 2 but we
also are uncertain about this, encoded by the width of the
distribution. In Figure 2B, a prior distribution in the form of a
normal distribution with a mean of 0 (SD 1) is shown. This prior
says that, before we see any data, we believe that the effect of
the intervention is most likely to be around 0 (ie, taking a
skeptical stance); similarly, we are encoding uncertainty in this
assumption through the width of the distribution. Finally, in
Figure 2C, a prior distribution in the form of a normal
distribution is shown, which is centered at 0 but has a SD of 0.1
and is therefore much narrower than the normal distributions
in Figure 2A and Figure 2B. This prior encodes a strong belief
that the effect is close to 0. In all cases, the priors influence on
the final posterior probability distribution will be strongest when
there are fewer data points; thus, when the sample size grows,
the data speak louder than the prior, and our prior beliefs will
be overridden by the data.
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Figure 1. Marginal posterior distributions of odds ratios for smoking cessation (prolonged abstinence and point prevalence of smoking
abstinence)—comparing study participants who had access to a digital smoking cessation intervention versus waiting list control group participants.

Figure 2. Examples of prior distributions; (A) normal distribution with mean 2 and SD 1; (B) normal distribution with mean 0 and SD 1; (C) normal
distribution with mean 0 and SD 0.1.

Bayesian Sequential Designs
Rather than targeting a fixed sample size, a trial adopting a
Bayesian sequential design aims to recruit enough participants
so that the posterior distribution of the effect estimate is
informative relative to the study objectives. For instance, in a
trial of a smoking cessation intervention, where our main
concern is the OR of abstinence, we may decide that we want
to show that the posterior probability of the OR being greater
than 1 is at least 89% (or any other probability we find sufficient
relative to the study context). Therefore, we collect data and
continuously analyze it until we have reduced the uncertainty
enough so that we can show that the OR is greater than 1 with
at least 89% probability. There is, however, no need to have
only one target; rather, it is often reasonable to include at least
one more target defining when the intervention seems ineffective
and it is futile to continue the trial. An example of this would
be if the posterior probability is at least 92% that the OR is
greater than 0.9 and less than 1.1 (ie, close to the null). The
targets, often referred to as criteria, are succinctly expressed
using formal notation. Thus, for the smoking cessation
intervention trial example given above, the target criteria could
be as follows:

• Effect: p ( OR > 1 | D ) > 89%
• Futility: p ( 0.9 < OR < 1.1 | D ) > 92%
• Harm: p ( OR < 1 | D ) > 89%

Note that criteria should be defined relative to the study
objectives, the context in which they are evaluated, and their
potential benefits and harms. If one was evaluating the effects
of a surgical procedure, perhaps the 89% probability of effect
should be closer to 98% probability, while the probability for
harm should perhaps be revised down to 75%.

A Trial of a Digital Alcohol Intervention

Overview
To demonstrate how a trial may develop using a Bayesian
sequential design in contrast to a fixed sample size, we revisit
a randomized trial of a digital alcohol intervention [17,18]. The
effects of the intervention were estimated using a 2-arm parallel
group trial, where one group was given access to the intervention
for 4 months, while the other group was given information about
alcohol and health aimed to motivate them to drink less and
given access to the intervention after the trial. The trial was
prospectively registered in the ISRCTN registry (48317451).
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Ethics Approval
The trial received ethics approval on November 6, 2018, by the
regional ethical committee in Linköping, Sweden (DNR
2018/417-31).

Study Procedures
In this tutorial, we will only give a brief overview of the trial
procedures; a full description of the trial is available in the study
protocol [18]. The target population was Swedish-speaking
adults seeking help on the internet to reduce their alcohol
consumption. Individuals were required to be at least 18 years
of age, have access to a mobile phone, and be classified as risky
drinkers according to Swedish guidelines. Participants who
showed interest in the study and gave informed consent were
asked to respond to a baseline questionnaire (which also assessed
eligibility) and were subsequently randomized. Participants
were not blind after allocation, as they were aware whether or
not they received immediate access to the digital intervention.

The core element of the digital intervention was a text message
sent to participants each Sunday afternoon. The text message
included a prompt to self-monitor one’s current alcohol
consumption, with a hyperlink to a web-based tool. Those who
decided to click on the link were asked to report their recent
drinking and were then given access to personalized support.
More information on the intervention is available in the study
protocol [18].

Participants allocated to the control group were advised that
they would receive information designed to motivate them to
think more about reducing their alcohol consumption and that
after 4 months they would receive additional support delivered
to their mobile phone. Participants in the control group also
received a single text message with basic health information
regarding short- and long-term effects of alcohol consumption
that also included a link to a website with information about
alcohol.

Outcomes and Follow-up
There were two primary outcomes in the trial, as follows:

• Frequency of heavy episodic drinking (HED), which was
assessed by asking participants how many times they
consumed 4 (for women), 5 (for men), or more standard
drinks on one occasion the past month.

• Total weekly alcohol consumption (TWC), which was
measured using a short-term recall method by asking
participants the number of standard drinks consumed the
past week.

Outcomes were assessed at 2- and 4-month postrandomization,
initiated by sending text messages to participants with hyperlinks

to questionnaires. Participants were called to collect responses
if there was no response to reminders.

Original Sample Size Calculation
The required sample size was determined using Monte Carlo
simulations. A full description of the simulations is available
in the study protocol [18]; thus, for succinctness, we restrict the
description in this tutorial to the most relevant parts. We
believed that a minimal relevant effect for the type of
intervention studied, taking into consideration the unguided
nature of the intervention and the setting, would be if the
intervention group were consuming 15% less alcohol per week
at the 4-month follow-up in comparison to the control group.
We aimed for an expected power of 80% at the 0.05 significance
threshold. Based on our previous studies of digital interventions
in Sweden, we expected an attrition rate between 5% and 25%.
The simulations suggested an expected sample size of 2126
individuals (interquartile range 2031-2198).

Participants were recruited over a series of 6-month periods.
Between each period, we checked if the planned sample size
had been achieved. Between April 25, 2019, and November 26,
2020, at which time recruitment was stopped, we randomized
2129 participants. This equated to approximately 19 months of
recruitment, having allowed an initial grace period of 1 month
for advert placement algorithms to optimize their performance.

Estimates Over Time
Putting aside the required sample size of 2129 participants, what
would our null hypothesis-based analyses have looked like if
we had stopped the trial after collecting data from only 15
participants? What about after 100 or 200 participants? In Figure
3, two pairs of plots are presented that show our analyses of
HED and TWC given a certain number of responders to the
4-month follow-up. Looking at Figure 3, we can see in the plots
on the top row the incidence rate ratio (IRR) and 95% CI. The
analyses showed an IRR less than 1 (ie, the intervention group
was drinking less than the control group) already from the first
few responders. In the bottom row, the P value can be seen to
fluctuate heavily in the beginning, crossing the line of statistical
significance on multiple occasions and settling below the .05
line at approximately 200 responders. After 200 responders, the
IRR estimates (top row) continue to move around somewhat
but staying close to approximately an IRR of 0.75. In our main
analyses of the trial [17], which included the full sample size,
we concluded that the IRR for TWC was 0.77 (95%
compatibility interval 0.69-0.86), and the IRR for HED was
0.71 (95% compatibility interval 0.63-0.79)—findings that were
already at hand if we had stopped recruiting after collecting
data from approximately 250 participants (ie, 12% of the
planned sample size).
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Figure 3. Maximum likelihood estimates and P values plotted against the number of respondents.

Bayesian Sequential Design
If we had decided to not use a fixed sample size but had rather
adopted a Bayesian sequential design, we would have foregone
a power calculation and instead defined target criteria for when
recruitment should end. These criteria may have been the
following:

• Effectiveness: p ( IRR < 1 | D ) > 97.5% and p ( IRR < 0.87
| D ) > 50%

• Futility: p ( 0.87 < IRR < 1.15 | D) > 97.5%

The effectiveness criterion says that we should stop recruitment
if the probability that the intervention group is drinking less
than the control group is greater than 97.5%; it also says that
the probability of the estimated IRR being less than 0.87 should
be greater than 50%. An IRR of 0.87 is comparable with our
fixed sample size power calculation assumption of 15% less
alcohol consumption in the intervention group versus the control
group. The futility target criterion says that we will stop
recruitment if it is more than 97.5% likely that the estimated
IRR is between 0.87 and 1.15, that is, within a range of effect
sizes that are considered too small to be of importance
considering the context.

Just like we did for the null hypothesis analyses in Figure 3, we
can plot the target criteria over time to see what they would
look like given a certain number of participants. Since these are
Bayesian analyses, we must decide on priors for coefficients
before we do inference. In our demonstration, we compare the
use of standard normal priors, that is, normal distributions with
a mean of 0 (SD 1), with more conservative normal priors, with
a mean of 0 (SD 0.1), as in Figure 2B and Figure 2C.

Figure 4 shows, for HED, the evaluated target criteria over
number of respondents. In the top left plot, we see the median
of the posterior distribution of the IRR using standard normal
priors (ie, SD of 1). The analysis shows that the estimated effect
was in the direction of the intervention group consuming less
alcohol than the control group already early in the trial. In the
bottom left plot of Figure 4, the effectiveness criteria are
represented by the blue and green lines and the futility criteria
by the red line. As it can be seen, after approximately 225
participants, the criteria are fulfilled, and the trial could have
ended with evidence of the intervention producing lower HED.
However, scrutiny of the bottom left plot shows that the same
conclusion could have been made after 175 participants, as the
criteria were fulfilled briefly. Generally, we would like to avoid
making conclusions with small sample sizes, and the plots show
that findings are not stable early on. We can avoid making
claims when data are scarce by encoding skepticism using priors.
In the two plots on the right in Figure 4, the same analyses are
presented but with a normal prior distribution with a SD of 0.1.
As it can be seen in the top right plot, effect estimates are
strongly pulled toward an IRR=1 at the beginning of the trial,
and in the bottom right plot, both effect criteria are below their
respective target lines. It is not until after approximately 300
participants that the criteria settle down and show strong
evidence that the intervention has a positive effect on alcohol
consumption. This shrinkage of estimates plays a crucial role
in protecting from spurious findings when data are scarce.

In Figure 5, IRR estimates and effect criteria are plotted for
TWC. In the left plots, we can see that the effectiveness criteria
are above their respective lines (97.5% and 50%) already after
15-20 participants, and then they begin to waver until settling
down after approximately 300 participants. The futility criterion
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never comes close to crossing the 97.5% line. Although
mathematically correct, most researchers should feel uneasy
about making claims of effectiveness after only 15-20
participants, and the left-hand side of Figure 4 shows rightly
that. Again, skepticism encoded in the prior may help, and as
it can be seen in the plots on the right in Figure 5, early claims
of effect are protected against. However, scrutiny of the

right-hand side of Figure 5 also reveal that there are multiple
instances when both effectiveness criteria are fulfilled but later
cross below their target lines again, prior to data being available
from 300 participants. Even more skeptical priors may protect
against these early findings; however, good judgement from
researchers when studying the development of their evidence
may be more effective.

Figure 4. Posterior probability distributions and target criteria plotted over available data from respondents with respect to total weekly consumption
(TWC) using both standard normal priors (left) and skeptical priors (right). IRR: incidence rate ratio.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e40730 | p.286https://www.jmir.org/2022/12/e40730
(page number not for citation purposes)

BendtsenJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 5. Posterior probability distributions and target criteria plotted over available data from respondents with respect to total weekly consumption
(TWC) using both standard normal priors (left) and skeptical priors (right). IRR: incidence rate ratio.

Discussion

A trial of a digital alcohol intervention could have stopped
recruitment after approximately 15% of the prespecified sample
size had been recruited if a Bayesian sequential design had been
used. The consequences would have been fewer participants
recruited to a control condition that made them wait for the
novel support tool and reduced costs of recruitment; in addition,
evidence of the intervention’s effectiveness could have been
made public sooner. Instead, overrecruitment was the result of
anticipating small effects from a public health intervention of
this type, while also controlling for the risk of type 1 and 2
errors.

Trials are conducted because effects of interventions are not
known; thus, the design of trials should facilitate discovery
efficiently. This is not to say that prior knowledge cannot be
useful when designing Bayesian sequential designs; on the
contrary, both conservative views on the effects and data from
previous trials can be incorporated into the priors used during
analysis. Priors are ideal in this circumstance since they
dominate the analysis when data are scarce, protecting from
spurious findings, yet their influence is lessened as more data
become available.

Bayesian sequential designs do not rely on an a priori fixed
sample size; nevertheless, planning, ethics approval, and grant
applications often require one. This can still be achieved by
estimating the final sample sizes using simulation [12].
Statistical software can generate synthetic data simulating the
planned trial, and analyses can be done using these synthetic
data to evaluate the criteria specified in the trial design. By

repeating this procedure multiple times, with varying effect
sizes, an estimate of how many participants it will require to
fulfill the criteria can be produced.

One caveat that should be avoided when using Bayesian
sequential designs is to view the target criteria as hard and fast
rules—making them shortcuts to going back to dichotomizing
evidence into effect and no effect. Instead, the target criteria
should be viewed as researchers’ intentions for what is
considered findings of interest. One may have fulfilled some
criteria of the trial but not others and still decide to end the trial.
The trial should be stopped when, on the basis of accumulated
results, the answer to a scientific question is sufficiently well
known that the results can be used in a broader context [12].
The posterior distribution of effect can be estimated and
reported, with the probability of a difference between groups
indicating the certainty about findings.

In some trials, it will not be possible to access follow-up data
continuously throughout the trial period to check the criteria,
and so a Bayesian sequential design may not be possible to
adopt. This may be the case if data are collected at multiple
sites, possibly internationally, and it is time-consuming to collate
all data to do analyses. However, it should be noted that the
benefits of sequential designs may still be used in cases where
it is possible to analyze data at least occasionally, for instance
for every 50-100 participants. Analyses do not have to be done
for every new data point available but rather for larger sets of
participants.

Finally, reducing research waste and protecting research
participants from unnecessary harm should be top priorities for
researchers studying interventions. To avoid under- and
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overrecruitment, which occurs when using fixed sample sizes,
is an important mitigation, and Bayesian sequential designs
allow for exactly this. Examples of their use in behavioral

intervention trials can be found in the literature [19-22], and
when appropriate, they should become standard procedure.
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Abstract

Background: Web-based advance care planning (ACP) programs may support patients in thinking about and discussing their
preferences for future treatment and care. However, they are not widely available, and only a limited number of programs are
evidence based.

Objective: We aimed to develop and evaluate an evidence-based, interactive web-based ACP program that guides users through
the process of thinking about, discussing, and recording of preferences for treatment and care.

Methods: The program “Explore your preferences for treatment and care” was developed, pilot-tested on feasibility, and
subsequently evaluated; engagement in ACP was assessed before program completion and 2 months after program completion
using the ACP Engagement Survey (score 1-5) among 147 persons with chronic disease. Usability (score 0-100) and user
satisfaction (score 1-5) were also assessed.

Results: ACP engagement increased from 2.8 before program completion to 3.0 two months after program completion (P<.001);
contemplation about ACP increased from 2.6 to 2.8 (P=.003), and readiness for ACP increased from 2.2 to 2.5 (P<.001). No
changes were found for knowledge about ACP (3.0-3.2; P=.07) and self-efficacy for ACP (3.8-3.8; P=.25). The program was
perceived as usable (mean 70, SD 13), attractive (mean 3.8, SD 0.7), and comprehensible (mean 4.2, SD 0.6).

Conclusions: We developed an evidence-based, interactive web-based ACP program in cocreation with patients, relatives, and
health care professionals. Before-and-after evaluation showed that the program can support people in taking first steps in ACP
and in reflecting on preferences for treatment and care, by guiding them through the process of ACP using a stepwise approach.
Participants perceived the program as usable and understandable, and they were satisfied with the program and with the amount
of information. Health care professionals may use the program as a tool to start ACP discussions with their patients. The program
may increase awareness of ACP.

(J Med Internet Res 2022;24(12):e38561)   doi:10.2196/38561
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Introduction

Advance Care Planning
Reflecting on future treatment and care can be relevant for
everyone, but especially for older persons and people with
chronic diseases [1]. Advance care planning (ACP) enables
patients to define their goals and preferences for future medical
treatment and care, to discuss these with relatives and health
care professionals, and to record these in a document such as
an advance directive [1]. ACP facilitates decision-making by
patients, relatives, and health care professionals [1,2]. In case
patients’health condition worsens and they are unable to express
their preferences themselves, it is important that their
preferences are known by relatives and health care professionals
to facilitate care in concordance with patients’ values, goals,
and preferences for treatment and care [1,2].

ACP is typically conducted through face-to-face conversations
between patients, their relatives, and health care professionals
[2]. However, ACP conversations do not take place as often as
patients, their relatives, and health care professionals would
prefer [3,4]; patients expect health care professionals to initiate
such conversations, whereas health care professionals are
hesitant to do so and lack time and training [4,5].

Web-Based ACP Programs
Interactive web-based programs may support patients in the
first steps of ACP, for instance, in communicating their
preferences and in recording these preferences [6]. Web-based
programs can be accessed at any preferred time and place and
therefore a larger audience can access ACP (information) [6].
Furthermore, as web-based programs can be tailored and
delivered in an interactive and stepwise format, this may
complement ACP processes as facilitated by health care
professionals, for example, by supporting people in preparing
discussions with their health care professionals, and consider
their preferences for treatment and care, goals, and values [6].

Examples of web-based ACP programs that have been shown
to support people in ACP include the Prepare For Your Care
program [7] and the Making Your Wishes Known program [8].
A scoping review showed that web-based ACP programs have
the potential to support people in ACP [6]. Furthermore, the
scoping review showed that most evidence-based, interactive
web-based ACP programs have been developed in the United
States and only a few have been thoroughly evaluated [6].
Evaluation of the web-based ACP programs (including their
feasibility, usability, and user satisfaction) is important to ensure
the program is reliable and feasible to users. The results of such
an evaluation can be used to improve web-based ACP programs
and may be incorporated in other ACP interventions.

The aim of this study was to develop and evaluate an
evidence-based, interactive web-based program for ACP in the
Netherlands.

Methods

Developmental Process of the Web-Based ACP
Program
The developmental process of the web-based ACP program was
based on the main principles of the Medical Research Council
guidance for developing and evaluating complex interventions,
which consists of four phases: development or identification of
the intervention, feasibility, evaluation, and implementation;
while in each phase considering context, developing and refining
program theory, engaging stakeholders, identifying key
uncertainties, refining the intervention, and economic
considerations [9]. From the start of the study, we aimed to
include several stakeholders in all phases of the study (patients,
health care professionals, and patient organizations) and for the
program to be inclusive, including persons with low health
literacy. First, we gained insight into the needs, preferences,
and values of the stakeholders. On the basis of the needs,
preferences, and values, we created a prototype of the web-based
program in collaboration with the stakeholders. Next, we
evaluated (feasibility and effect evaluation) and implemented
the program.

The objectives of the program were to develop a web-based
program that (1) informs about ACP and its possibilities and
impossibilities; (2) invites patients to think about preferences
and goals for future treatment and care; (3) invites patients and
relatives to share preferences and goals for future treatment and
care with each other and with health care professionals; (4)
invites patients to record preferences and goals for treatment
and care; and (5) invites patients to appoint a health care
representative. Users could choose the steps of ACP they are
ready to engage in and are not required to complete the entire
program.

Input for the program’s content and structure came from several
sources (Table 1):

1. In a scoping review, we examined the content, feasibility,
and effectiveness of evidence-based, interactive web-based
ACP programs [6]. We identified effective ACP elements,
such as the exploration of values and goals, communication
with relatives and health care professionals, and the
recording of ACP [6]. Furthermore, we identified important
functionalities of web-based programs such as the use of
videos, the option to have the program content read aloud,
and the option to print a document. Finally, the scoping
review helped to select appropriate outcome measures for
the evaluation of the web-based ACP program, for instance,
engagement in ACP, the program’s usability, and the users’
level of satisfaction with the program [6].

2. In an interview study, we identified information needs of
patients with chronic diseases and their relatives regarding
web-based ACP, such as the need for information about
ACP and its relevance, the need for reliable information
about their disease and (arranging) care, and the need for
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peer support, as well as search terms for finding ACP related
information [10].

3. A stakeholder group was formed to include the perspectives
of different stakeholders during the development,
evaluation, and implementation of the web-based ACP
program. The stakeholder group included 1 patient
(co-author FRMDVH), 2 relatives, and representatives of
the Dutch College of General Practitioners (Nederlands
Huisartsen Genootschap), the Dutch Association for Kidney
Patients (Nierpatiënten Vereniging Nederland), the Dutch
Association for Patients (de Nederlandse
Patiëntenvereniging), and Agora (organization to promote
the palliative approach). Furthermore, the stakeholder group
included 1 expert in health communication of the Nivel
(Netherlands institute for health services research), 1 expert
in eHealth of the University of Twente, 1 representative of
Vital Innovators, an organization that conducts Social
Return of Investment analyses, and the researchers (DvdS,
IJK, JACR, and AvdH) with expertise in shared

decision-making, care at the end of life, and eHealth. During
the entire 4-year project, the stakeholder group met
approximately 2 to 3 times per year for 2-hour meetings.
During these meetings, the progress of the project,
preliminary results, and planned next steps were discussed.
The stakeholders provided their feedback, which was
processed by the researchers. The members of the group
also assisted in the implementation of the program, for
example, by disseminating the program, and participating
in media interviews and in seminars about the program.
The program was embedded in the general practitioners’
platform Thuisarts.nl [11] (English version: GPinfo.nl [12]).
Representatives of Thuisarts.nl participated in the
stakeholder group. Thuisarts.nl provides health-related
information for patients and had 1.6 million unique visitors
per month in 2016 [13]. It is visited by patients, and 90%
of general practitioners reported to at least sometimes use
Thuisarts.nl during consultations [13,14].

Table 1. Main content and characteristics of the web-based program and the studies these were based on.

Study findingsMain elements of the web-based ACPa program

Content

Information about ACP, thinking about values and quality of life, communication about preferences
with relatives and health care professionals, appointing a health care representative, recording of
preferences in an advance directive, reviewing the advance directive.

• Consensus definition of ACP (includ-
ing ACP elements) [1,15]

• Scoping review [6]
• Interview study [10]
• Stakeholder group meetings

References to other information pages and websites with information about disease, patient organi-
zations, and peer support.

• Interview study [10]

Structure

Interactive program; people can answer questions, watch videos, and click on additional information. • Scoping review [6]
• Stakeholder group meetings

Option to save and print one’s responses to the questions in the program. • Scoping review [6]
• Stakeholder group meetings

Functionalities such as hyperlinks to external websites, videos, and text-to-speech option. • Scoping review [6]
• Stakeholder group meetings

Clear and simple structure, range of topics not too broad, text not too long (taking people with
lower health literacy or computer skills into account).

• Stakeholder group meetings

Embedment in well-known and reliable general practitioners’ information platform (Thuisarts.nl
[11]), possibilities to link to additional health information.

• Stakeholder group meetings

Inclusion of search terms as indicated by users (eg, “What is ACP?” “Recording of preferences”). • Interview study [10]
• Stakeholder group meetings

aACP: advance care planning.

Evaluation of the Web-Based ACP Program

Pilot Study
The program’s feasibility was evaluated in a pilot study. On the
basis of the definition of feasibility of Bowen et al [6,16], we
explored how users perceived the acceptability of the program,
usability, and understandability of the text. A total of 6 patients
with chronic diseases (aged 28-73 years) were included,
including multiple sclerosis, cancer and kidney disease, and 3

physicians (1 male and 2 females, aged 47-66 years), 2 general
practitioners and 1 surgeon with ACP experience. The three-step
test interview method was used [17]. In step 1, we observed
how the interviewees completed the program, while they
expressed their thoughts out loud (concurrent think aloud) [17].
Step 2 was aimed at clarifying the expressions observed during
step 1 [17]. In step 3, interviewees were asked about their
experiences and opinions about the program [17]. The interviews
were conducted at the participant’s home or the study center
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and lasted approximately 1 hour. The interviews were video
recorded. The researcher watched the videos and made notes
of important feedback, verbalizations, or actions by the
interviewees.

The pilot study and evaluation study were approved by the
Medical Research Ethics Committee of the Erasmus MC,
University Medical Center Rotterdam on October 21, 2019
(MEC-2019-0590). Participants provided written informed
consent. The data for the pilot study were collected in February
2020, and the data for the evaluation study were collected from
April 2020 to June 2020.

Evaluation Study: Before-and-After Evaluation

Study Population and Study Design

Participants were recruited via an internet-based Dutch research
portal [18]. In this portal, people can sign up to participate in
research; they can collect points per completed survey, which
they can exchange for a gift card. Inclusion criteria were as
follows:

1. Having a chronic disease, defined as a disease that lasts 3
months or longer, is not (completely) curable, and which
reoccurs regularly. Examples are chronic obstructive
pulmonary disease, multiple sclerosis, and cancer.
Participants with a psychological disorder or dementia were
not invited to the study.

2. Participants aged ≥18 years were included.

We used purposive sampling by inviting comparable numbers
of men and women, with diverse educational backgrounds,
living across the Netherlands.

Members of the research portal were asked to (1) complete the
baseline survey on ACP engagement, health literacy, and
demographics; (2) complete the web-based ACP program and
a survey on usability and user satisfaction; and (3) complete a
survey on ACP engagement after 2 months. Reminders were
sent if participants had not completed the measurement within
1 to 2 weeks. All participants had completed the baseline survey
before the launch of the web-based ACP program.

Participant Characteristics

We assessed participants’ age, level of education, country of
birth [19], and the type of chronic disease. We assessed
participants’ level of health literacy by using the Dutch version
of the Set of Brief Screening Questions on a 5-point Likert scale
(1=not at all or never; 5=completely or always) [20,21]. We
also asked the time it took to complete the web-based ACP
program and whether they completed the program together with
someone else.

ACP Engagement

ACP has evolved from focusing on completing advance
directives to an ongoing behavior change process of considering,
discussing, and recording goals, values, and preferences for
treatment and care [1,15]. The goal of the web-based ACP
program is to make users aware of ACP and to provide guidance
in the first steps of ACP, such as thinking about preferences
and how to discuss and record these preferences. We
hypothesized that the program will influence attitudes toward

initiating ACP and involvement in ACP. To assess the
participants’ behavior change and involvement in ACP, we
considered the ACP Engagement Survey to be a suitable
instrument as it is about the entire behavior change process of
ACP, considering that ACP is an ongoing process [22-24]. As
the web-based ACP program is also aimed at informing users
about ACP, it could be useful for people who are not yet familiar
with ACP, including people who may not be ready for ACP.
Research has shown that people need to feel some readiness to
start engaging in ACP; however, the ACP process itself can
have a positive influence on people’s readiness [25]. The
participants in the study were recruited via a web-based research
portal so they may not have had any prior knowledge of ACP;
therefore, we expected a change in ACP engagement comparing
baseline with a measurement 2 months after completion of the
program.

Participants completed the validated Dutch ACP Engagement
Survey (34 items) [22-24] before and 2 months after program
completion. This survey focused on four ACP domains: (1)
surrogate decision makers; (2) values and quality of life; (3)
flexibility in surrogate decision-making; and (4) asking doctors
questions [24]. ACP behavior change is measured by four
subscales, namely knowledge about ACP (2 questions),
contemplation about ACP (3 questions), self-efficacy for ACP
(12 questions), and readiness for ACP (17 questions) [22-24].
The response options of knowledge, contemplation, and
self-efficacy have a 3-point scale in the Dutch survey version,
coded as 1=1, 2=3, and 3=5 [22]. The readiness subscale has a
5-point scale, ranging from 1=I have never thought about it to
5=I have already done it; the fifth answer option can be used to
analyze specific ACP behaviors [22-24]. The total ACP
engagement score is the mean score of all questions in the
survey.

Usability and User Satisfaction of the Web-Based ACP
Program

We assessed the program’s usability with the System Usability
Scale (SUS; 5-point scale: 1=completely disagree to
5=completely agree) [26,27]. A total SUS score was computed
using the scoring formula (score of 0-100) [26,27]. We assessed
users’ satisfaction with the attractiveness and clarity of the
program (4 questions), its comprehensibility (3 questions), and
emotional support (2 questions) [28,29]. We also asked (1)
whether participants would recommend the program to others
(1=completely disagree; 5=completely agree); (2) how satisfied
they were with the program (1=not at all satisfied; 10=very
satisfied) with the possibility to add an explanation; and (3)
their view about the amount of information the program
provided (1=too little, 5=exactly enough, and 10=too much)
with the possibility to add an explanation.

Statistical Analysis

We statistically analyzed participants’ responses on the ACP
Engagement Survey using the software IBM SPSS Statistics.
As the data were not entirely normally distributed, we conducted
nonparametric testing with Wilcoxon Signed Rank statistical
tests to compare participants’ responses on the ACP Engagement
Survey before and 2 months after program completion. To see
whether the readiness items indicated a behavior change since
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baseline, for instance, whether participants moved from the
precontemplation behavior change stage to contemplation,
action, or maintenance (from 1 to 2 points on the Likert scale
at baseline to 3, 4, or 5 points after 2 months), we conducted
McNemar tests [23]. To assess whether the change in scores
was clinically meaningful, we applied the effect sizes as
determined in the validation study of the original ACP
Engagement Survey of Shi et al [30]. According to Shi et al
[30], mean change scores of approximately 0.2 to 0.3 points are
considered to indicate small effect sizes (0.20-0.49), 0.4 to 0.5
points are considered to indicate moderate effect sizes
(0.50-0.79), and changes of ≥0.6 points are considered to
indicate large effect sizes (≥0.80). To assess the association of
level of education with ACP engagement, we performed a
subgroup analysis by 2 mixed ANOVAs with a post hoc
Bonferroni test. To check for selection bias, we compared age,
level of education, and outcomes on ACP engagement of
participants who completed all measurements with those who
only completed the baseline. A power calculation indicated that
we needed a sample size of 70 participants.

Ethics Approval and Patient Consent
This study was approved by the Medical Research Ethics
Committee of the Erasmus MC, University Medical Center
Rotterdam on October 21, 2019 (MEC-2019-0590). All methods
were performed in accordance with the relevant guidelines and
regulations (Declaration of Helsinki). The study conforms with
the International Committee of Medical Journal Editors (ICMJE)
recommendations for the conduct, reporting, editing, and
publication and for the protection of research participants.

Participants were recruited via an internet-based Dutch research
portal [18] and provided written informed consent. The authors
confirm that all patient or personal identifiers have been
removed or disguised so the persons described are not
identifiable and cannot be identified through the details of the
story.

Results

The Web-Based ACP Program
The web-based ACP program Explore your preferences for
treatment and care [31] consists of three steps, guiding users
through the following processes:

1. Thinking about preferences for future medical treatment
and care

2. Discussing preferences for treatment and care with relatives
and health care professionals and appointing a personal
representative

3. Recording preferences for treatment and care; instructions
are provided on how to record preferences in an advance
directive and to review preferences (it is not possible to
create an advance directive in the program itself)

Users can choose the steps of ACP they are ready for to engage
in and are not required to complete the entire program. The
program contains videos, questions, and links to information
on health and disease. The user can print or save a document in
PDF with the responses to the questions in the program. Textbox
1 shows the content of the program; Multimedia Appendix 1
presents screenshots of the program.
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Textbox 1. Content and functionalities of the web-based advance care planning (ACP) program “Explore your preferences for treatment and care” [31].

Content of the program

Main topic (every bullet point is described on a separate page):

Home page

• About the program

• About ACP

• For whom and when

• Useful websites

• Disclaimer

Step 1: Thinking about your treatment and care preferences

• Information about what is important in life and thinking about preferences (with video)

• Question: what is important to you?

• Question: what does this mean for your treatment and care preferences?

• Question: which care would you like to receive or not?

• Your preferences when being severely ill and when you will not recover anymore

• Question: what have you learned from previous experiences?

• Statements:

• I want to live as long as possible, even when my quality of life is not good.

• I want to try various treatments, but I want to stop when my quality of life is no longer good.

• I want to live as comfortable and free from pain as possible, even if this would mean my life would be shorter.

Step 2: Discussing your treatment and care preferences

• The health care representative (with video)

• Question: have you already thought about a health care representative?

• Question: who would you choose as your health care representative?

• The role of your health care representative

• Question: are there additional things you would want your health care representative to address?

• Discussing your preferences with your health care representative

• Question: what do you need to start the conversation with your health care representative?

• Discussing your preferences with your doctor

• Question: what do you want to discuss with your doctor?

Step 3: Recording your treatment and care preferences

• How to make an advance directive (with video)

• Question: have you already recorded your preferences in an advance directive?

• Question: what topics would you want to record in an advance directive?

• Discussing your advance directive and sharing it

• Question: when would you review your advance directive?

End of program

• Your answers as given while completing this program (user sees answers and can save these in PDF or print these)

Functionalities of the program

• Users can generate a document with the questions and their answers, this document can be printed and saved in PDF

• Users can navigate in the program: they can skip steps or can go back and forward in the program
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Users can track their progress in the program•

• Users can answer open and closed questions, and statements

• The program is interactive: users can answer questions, click on links for additional information

• Users can watch videos with patient experiences with ACP

• The program refers to useful information about disease, treatment and care, information for relatives, patient associations, and peer support,
partly within the website “Thuisarts.nl.”

• Audio can be used, text-to-speech option: text can be read out loud

• The program can be accessed by phone, computer, and tablet

• Clear and understandable language

• Clear structure and layout

Evaluation of the Web-Based ACP Program

Pilot Study
In the pilot study, patients mentioned that the program made
them think about their treatment and care preferences and they
understood the questions in the program well. The participating
physicians thought the program would be valuable for patients
to support them in ACP. All interviewees were able to complete
the program without problems. Some minor suggestions were
given to the web design team. For example, sometimes
interviewees clicked on a hyperlink to an external website
without noticing they left the program website. Subsequently,
the web design team inserted a notification, and they also applied
small language improvements based on the interviewees’
feedback. All participants thought the program was interesting.
Some interviewees mentioned that they would recommend the
program to others.

Evaluation Study: Before-and-After Evaluation

Participant Characteristics

The baseline questionnaire was sent to 550 members of the
research portal with chronic disease. The baseline measurement

was completed by 70.9% (390/550) of the participants, the
second measurement (program completion and additional
questionnaire) was completed by 40.8% (159/390) of the
participants, and the measurement after 2 months was completed
by 92.5% (147/159) of the participants (Figure 1).

Participants who completed all questionnaires (n=147) were
included in this study. They were 60.5 years of age on average
(SD 10.7, range 26-82 years), and of the 147 participants, 82
(55.8%) were male and 65 (44.2%) were female; this was largely
representative for the general Dutch population of people aged
≥18 years (with 49% males and 51% females in 2019) [32]. Of
the 147 participants, 143 (97.3%) were born in the Netherlands.
Levels of education differed: low, 36 (24.5%) participants;
medium, 61 (41.5%) participants; and high, 50 (34%)
participants; this was largely representative for the general Dutch
population of people aged ≥18 years (with 28% low, 43%
middle, and 29% highly educated in 2019) [32]. Levels of health
literacy were high on average (mean 4.5, SD 0.5; scale 1-5).
Participants completed the program within 26.1 minutes on
average (SD 22.2 minutes). Two participants completed the
program together with a family member or partner.
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Figure 1. A flowchart of participants’ responses.

ACP Engagement

The total ACP engagement score increased from 2.8 before
program completion to 3.0 after 2 months (P<.001).
Contemplation about ACP increased from 2.6 to 2.8 (P=.003).
Readiness increased from 2.2 to 2.5 (P<.001). No changes were
found for knowledge about ACP (3.0-3.2; P=.07) and for
self-efficacy for ACP (3.8-3.8; P=.25). Comparing baseline and
the measurement after 2 months, we found significant increases
for three of four domains: (1) surrogate decision makers
increased from 2.8 to 3.0 (P<.001); (2) what matters most in
life: health situations increased from 3.0 to 3.2 (P=.003) and
care at the end of life increased from 2.9 to 3.0 (P=.02); and (3)
flexibility in medical decision-making increased from 2.6 to
2.9 (P<.001). We found no significant differences for domain
4, ask your doctors questions (3.1-3.2; P=.20). Table 2 presents
the results. According to the validation study of the original
ACP Engagement Survey, the changes in scores indicate
clinically meaningful changes [30].

The McNemar test showed no significant difference in
participants’ stages of behavior change after 2 months compared
with baseline (P=.11), except for the domain “flexibility in
medical decision-making”; participants moved from
precontemplation to higher stages of behavior change

(contemplation, action, or maintenance); this difference was
significant (P=.04).

The mixed ANOVAs with a post hoc Bonferroni test indicated
no significant differences on level of education (low, middle,
and high) for the subscales (knowledge: P=.06; contemplation:
P=.51; self-efficacy: P=.90; readiness: P=.19; and total ACP
engagement score: P=.56) and neither for the domains (surrogate
decision makers: P=.49; what matters most in life: health
situations: P=.41; and care at the end of life: P=.55; flexibility
in medical decision-making: P=.39; and ask your doctors
questions: P=.82).

The incomplete responses or dropout in the measurement in
which the program needed to be completed was 53.2% (181/340)
of participants; they started the questionnaire, which contained
the (external) link to the web-based ACP program, but did not
complete the postprogram questionnaire. As user data are not
recorded in the program, we were not able to see whether these
participants completed the program. When comparing the 147
participants who completed all measurements with the 390
participants who completed only the baseline, we found no
significant differences among the groups for age (P=.19),
education level (P=.29), and levels of ACP engagement (the
subscales: knowledge, P=.92; contemplation, P=.34;
self-efficacy, P=.40; readiness, P=.61; and the total ACP
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engagement score, P=.81) and the domains: surrogate decision
makers, P=.98; what matters most in life: health situations,
P=.74; and care at the end of life, P=.99; flexibility in medical

decision-making, P=.43; and ask your doctors questions, P=.33),
suggesting there was no selection bias owing to the dropout.

Table 2. Results of the ACPa Engagement Survey (34 items) per subscale and domain (N=147).

P value2 months after the ACP program,
mean (SD)

Before the ACP program,
mean (SD)

Item

Subscaleb

.073.2 (1.2)3.0 (1.4)Knowledge about ACP

.0032.8 (1.2)2.6 (1.1)Contemplation about ACP

.253.8 (0.9)3.8 (0.8)Self-efficacy for ACP

<.0012.5 (1.1)2.2 (1.0)Readiness for ACP

Domainb

<.0013.0 (1.0)2.8 (1.0)Surrogate decision makers

What matters most in life

.0033.2 (0.9)3.0 (0.9)Health situations

.023.0 (1.0)2.9 (0.9)Medical care at the end of life

<.0012.9 (1.0)2.6 (1.0)Flexibility in medical decision-making

.203.2 (1.0)3.1 (1.0)Asking your doctors questions

<.0013.0 (0.9)2.8 (0.8)Total of all questions in the ACP Engagement Survey

aACP: advance care planning.
bThe ACP Engagement Survey evaluates 4 behavior change constructs (the subscales) within 4 the ACP domains—scale 1 to 5.

Usability of the Web-Based ACP Program

Of the 147 participants, 50 (34%) participants indicated they
would use the program frequently, 25 (17%) participants would
not and 72 (49%) participants were neutral. Of the 147
participants, 115 (78.2%) thought the program was easy to use

and 26 (17.7%) participants were neutral. In total, of the 147
participants, 96 (65.3%) participants thought the functions were
well-integrated and 115 (78.2%) participants felt they did not
need to learn a lot before they could use the program. The mean
total SUS score was 70 (SD 13; score 0-100). Table 3 presents
the results.

Table 3. Usability of the web-based ACPa program according to the participants (N=147).

Participants, n (%)Usability

AgreedNeutralcDisagreeb

50 (34)72 (49)25 (17)I think I would use this web-based program frequently.

12 (8.2)31 (21.1)104 (70.7)I found the web-based program unnecessarily complex.

115 (78.2)26 (17.7)6 (4.1)I thought the web-based program was easy to use.

11 (7.5)13 (8.8)123 (83.7)I think I would need tech support to be able to use this web-based program.

96 (65.3)45 (30.6)6 (4.1)I found the various functions in this web-based program were well-integrated.

6 (4.1)25 (17)116 (78.9)I thought there was too much inconsistency in this web-based program.

95 (64.6)41 (27.9)11 (7.5)I would imagine that most people would learn to use this web-based program very quickly.

17 (11.6)21 (14.3)109 (74.1)I found the web-based program very cumbersome to use.

73 (49.7)61 (41.5)13 (8.8)I felt very confident using the web-based program.

11 (7.5)21 (14.3)115 (78.2)I need to learn a lot about this web-based program before I could effectively use it.

aACP: advance care planning.
bNumber of participants who scored 1 to 2 on the Likert scale.
cNumber of participants who scored 3 on the Likert scale.
dNumber of participants who scored 4 to 5 on the Likert scale.
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Satisfaction With the Web-Based ACP Program

On average, participants rated the attractiveness of the program
as 3.8 (SD 0.7; scale1-5), its comprehensibility as 4.2 (SD 0.6;
scale 1-5), and the emotional support it provided as 3.4 (SD 0.8;
scale 1-5). Of the 147 participants, 96 (65.3%) would
recommend the program to others (Table 4). Participants rated
their satisfaction with the program with 7.6 on average (SD 1.6;
scale 1-10). Of 147 participants, a total of 80 (54.4%)
participants added an explanation, of which 70 (88%) were
positive, mentioning that the program was clear, easy to use,
and important and that it made them think about preferences

for treatment and care. Several mentioned that they would like
to start with ACP. A few participants mentioned that it was
confronting to complete the program or that they already
arranged ACP.

Participants thought the amount of information in the program
was enough (mean 5.6, SD 1.2; 1=too little, 5=exactly enough,
and 10=too much). Of 147 participants total of 54 (36.7%)
participants added an explanation, of which 47 (87%) were
positive, mentioning the content of the program was enough
and the information was clear; 6 (11.1%) participants found the
information quite a lot to complete at once.

Table 4. Satisfaction with the web-based ACPa program according to the participants (N=147).

Participants, n (%)User satisfaction

AgreedNeutralcDisagreeb

Satisfaction with attractiveness (mean 3.8, SD 0.7)

98 (66.7)34 (23.1)15 (10.2)The web-based program is pleasant.

118 (80.3)21 (14.3)8 (5.4)The web-based program is clear.

113 (76.9)27 (18.4)7 (4.8)The web-based program is well-developed.

87 (59.2)50 (34)10 (6.8)The web-based program is attractive.

Satisfaction with comprehensibility (mean 4.2, SD 0.6)

131 (89.1)13 (8.8)3 (2)The web-based program is understandable.

134 (91.2)11 (7.5)2 (1.4)The texts in the web-based program are understandable.

132 (89.8)13 (8.8)2 (1.4)The web-based program is easy to read.

Satisfaction with emotional support (mean 3.4, SD 0.8)

73 (49.7)61 (41.5)13 (8.8)The web-based program gives me self-confidence.

63 (42.9)64 (43.5)20 (13.6)The web-based program gives me ease of mind.

96 (65.3)42 (28.6)9 (6.1)I would recommend the web-based program to others.

aACP: advance care planning.
bNumber of participants who scored 1 to 2 on the Likert scale.
cNumber of participants who scored 3 on the Likert scale.
dNumber of participants who scored 4 to 5 on the Likert scale.

Discussion

Principal Findings
The web-based ACP program Explore your preferences for
treatment and care [31] was considered usable and
understandable. The program supported participants to engage
in ACP and in thinking about their treatment and care
preferences and to feel ready for ACP. The program supported
participants to engage in several ACP domains, such as
appointment of a health care representative and to think about
what matters most in life. Participants were satisfied with the
program and with the amount of information. The program gave
almost half of the participants ease of mind, 65.3% (96/147)
participants would recommend it to others.

Strengths and Limitations
The program was evidence-based and developed in cocreation
with patients, relatives, and health care professionals; their input
ensured that it would meet the needs of its potential users. We

had a varied sample of participants with chronic diseases with
different ages and levels of education.

As user data are not recorded in the program, we were not able
to see whether participants completed the program and were
unable to analyze their responses. Numbers of incomplete
responses or dropout were quite high in the measurement
immediately following the completion of the ACP program.
Filling in the measurement required participants to return to the
questionnaire after completing the program on a separate website
or web page. It may be the case that this was not clear to
participants or, alternatively, that they thought the program was
too long or too difficult. However, the response rates in the
measurement 2 months after completion of the program were
sufficient and rather high according to the research portal: 92.5%
(147/159); and we found no significant differences in participant
characteristics in our baseline measurement that suggested we
had no selection bias owing to the dropout.
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Comparison With Prior Work
Most evidence-based, web-based ACP programs have been
developed in the United States and only a few have been
thoroughly evaluated [6]. We developed an evidence-based,
interactive web-based ACP program in cocreation with patients,
relatives, and health care professionals and sustainably
embedded it in the frequently used and trusted general
practitioners’ platform Thuisarts.nl. We used the ACP
Engagement Survey to evaluate the program’s effects and found
that it could support patients in ACP engagement. This
confirmed the findings considering the web-based ACP program
Prepare For Your Care from the United States [33-35]. We
found changes in scores for contemplation about ACP, readiness
for ACP, what matters most in life, surrogate decision makers,
flexibility in medical decision-making, and total ACP
engagement scores, which, according to the validation study of
the original ACP Engagement Survey, indicated clinically
meaningful changes [30].

The availability of the program on the web may improve access
to ACP information at any preferred time and place; this can
be important as ACP is considered a process over time. The
web-based ACP program may be an addition to the traditional
ACP process as facilitated by health care professionals, as it
includes information, questions to be answered, and videos. We
believe web-based programs should not replace discussions
with relatives or health care professionals, but the program may
support patients in preparing for ACP discussions [6]. Health
care professionals may use the program as a tool to start ACP
discussions with their patients. The program can support blended

care by a combination of face-to-face conversations and the
web-based ACP information; this fits within current
developments of self-management and eHealth [6,36,37].

The program was launched in April 2020, and it has been
frequently used (>78,000 visits by June 1, 2022).

Recommendations for Future Research
As most participants are born in the Netherlands, we recommend
to evaluate the program in persons with other countries of birth
as well. In addition, since the participants were members of an
internet-based research portal, their level of computer skills
may be above the average skill of the Dutch population. As
readiness for ACP can differ across patients [25], we recommend
to examine how web-based ACP programs affect ACP
discussions between patients and health care professionals.

Conclusions
We developed an evidence-based, web-based ACP program
Explore your preferences for treatment and care in cocreation
with patients, relatives, and health care professionals. The
before-and-after evaluation showed that the program can support
people in taking first steps in ACP and in reflecting on
preferences for treatment and care, by guiding them through
the process of ACP using a stepwise approach. Participants
perceived the program as usable and understandable, and they
were satisfied with the program and the amount of information.
Health care professionals may use the program as a tool to start
ACP discussions with their patients. The program may increase
awareness of ACP.
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Multimedia Appendix 1
Example screenshots of the web-based advance care planning program "Explore your preferences for treatment and care".
[PDF File (Adobe PDF File), 907 KB - jmir_v24i12e38561_app1.pdf ]
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Abstract

Background: Continuous positive airway pressure (CPAP) is the mainstay obstructive sleep apnea (OSA) treatment; however,
poor adherence to CPAP is common. Current guidelines specify 4 hours of CPAP use per night as a target to define adequate
treatment adherence. However, effective OSA treatment requires CPAP use during the entire time spent in bed to optimally treat
respiratory events and prevent adverse health effects associated with the time spent sleeping without wearing a CPAP device.
Nightly sleep patterns vary considerably, making it necessary to measure CPAP adherence relative to the time spent in bed.
Weight loss is an important goal for patients with OSA. Tools are required to address these clinical challenges in patients with
OSA.

Objective: This study aimed to develop a mobile health tool that combined weight loss features with novel CPAP adherence
tracking (ie, percentage of CPAP wear time relative to objectively assessed time spent in bed) for patients with OSA.

Methods: We used an iterative, user-centered process to design a new CPAP adherence tracking module that integrated with
an existing weight loss app. A total of 37 patients with OSA aged 20 to 65 years were recruited. In phase 1, patients with OSA
who were receiving CPAP treatment (n=7) tested the weight loss app to track nutrition, activity, and weight for 10 days. Participants
completed a usability and acceptability survey. In phase 2, patients with OSA who were receiving CPAP treatment (n=21)
completed a web-based survey about their interpretations and preferences for wireframes of the CPAP tracking module. In phase
3, patients with recently diagnosed OSA who were CPAP naive (n=9) were prescribed a CPAP device (ResMed AirSense10
AutoSet) and tested the integrated app for 3 to 4 weeks. Participants completed a usability survey and provided feedback.

Results: During phase 1, participants found the app to be mostly easy to use, except for some difficulty searching for specific
foods. All participants found the connected devices (Fitbit activity tracker and Fitbit Aria scale) easy to use and helpful. During
phase 2, participants correctly interpreted CPAP adherence success, expressed as percentage of wear time relative to time spent
in bed, and preferred seeing a clearly stated percentage goal (“Goal: 100%”). In phase 3, participants found the integrated app
easy to use and requested push notification reminders to wear CPAP before bedtime and to sync Fitbit in the morning.

Conclusions: We developed a mobile health tool that integrated a new CPAP adherence tracking module into an existing weight
loss app. Novel features included addressing OSA-obesity comorbidity, CPAP adherence tracking via percentage of CPAP wear
time relative to objectively assessed time spent in bed, and push notifications to foster adherence. Future research on the effectiveness
of this tool in improving OSA treatment adherence is warranted.

(J Med Internet Res 2022;24(12):e39489)   doi:10.2196/39489
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Introduction

Approximately one-third of the world’s population is considered
overweight or obese [1]. Obesity is a major risk factor for
obstructive sleep apnea (OSA), a sleep disorder characterized
by recurrent complete or partial upper airway obstruction that
results in reduced oxygen levels at night, sleep fragmentation,
and poor sleep quality [2]. OSA is a global public health and
economic burden, estimated to affect one billion people
worldwide [3-5]. Untreated OSA is commonly associated with
daytime sleepiness and neurocognitive impairment, which
increase the risk of motor vehicle accidents [6]. Furthermore,
there is strong evidence that beyond the effects of excess weight,
OSA is associated with increased cardiometabolic risk and
all-cause mortality [7-9]. Currently, continuous positive airway
pressure (CPAP) applied at night is considered the treatment of
choice for OSA, and there is no US Food and Drug
Administration–approved drug treatment for OSA [10]. CPAP
works by delivering continuous air pressure and preventing
upper airway closure during sleep. It can be easily applied using
a variety of masks worn on the face at night and is highly
efficacious in treating OSA. However, poor adherence to CPAP
therapy is a common problem [11-13]. CPAP adherence is
defined as CPAP use for >4 hours per night; evidence from
clinical research studies and real-world data suggests that
adherence is variable among individuals, with a large proportion
of patients being nonadherent to the treatment [13-16]. Several
interventions such as educational materials, motivational
interviewing, remote monitoring, and mobile health (mHealth)
technologies have been used to promote adherence to CPAP
therapy but have provided limited clinical translation to routine
patient care [11,17-19]. For implementation in clinical practice,
interventions aimed at fostering treatment adherence should be
cost-effective and scalable to large and diverse patient
populations. Therefore, novel approaches are urgently needed
to promote adherence to CPAP therapy. In addition, weight loss
is often recommended for patients with OSA, but it remains a
major challenge in this patient population [20,21]. Thus, there
is a critical need to develop new tools to address these important
clinical barriers in OSA management.

Effective OSA treatment requires all-night CPAP use, that is,
100% of the time spent in bed, to optimally treat respiratory
events, hypoxia, and sleep fragmentation and thus prevent
adverse health effects associated with hours slept without
wearing a CPAP device. Therefore, an accurate calculation of
adherence to CPAP use requires a “denominator,” that is, hours
spent in bed, which differs from adherence to, for example,
medication use. However, current CPAP adherence tracking
systems (eg, smartphone apps) simply capture the number of
hours the CPAP device is used per night but do not account for
hours spent in bed without using the CPAP device [22].
Moreover, in clinical practice, according to Medicare criteria,
patients who wear their CPAP device for ≥4 hours per night for
70% of the nights are considered “adherent” to therapy. These
policy recommendations also have implications on health equity,

given the known racial or ethnic and socioeconomic differences
in sleep patterns, particularly sleep duration [23]. The use of
4-hour CPAP wear as a cutoff point defining adequate treatment
adherence is arbitrary and could be misleading because sleep
patterns can vary considerably from night to night and among
individuals, making it necessary to measure CPAP adherence
relative to time spent in bed. For example, based on a 4-hour
CPAP adherence threshold, a patient who uses a CPAP device
for 5 hours but spends 8 hours in bed per night would be
considered adherent. However, the patient’s true CPAP
adherence should be only 63% as a percentage of time spent in
bed. Hence, the patient’s treatment adherence should be
considered suboptimal, and the patient should be advised
clinically to increase their CPAP use. Implementing more correct
CPAP adherence goals and guidelines requires quantification
of CPAP wear time in proportion to the time spent in bed. In
this regard, wearable mHealth devices offer a promising tool
for at-home monitoring of sleep using accelerometry-based
technology [24-26]. Combining such mHealth technology with
CPAP use data provides a unique opportunity to revolutionize
OSA treatment adherence guidelines and fulfill a critically
unmet need for patients and health care providers.

Our goal was to develop a customized mHealth tool to support
treatment adherence to both CPAP and weight loss
recommendations in patients with OSA. We developed and
tested a unique CPAP adherence tracking module that measured
CPAP wear in proportion to the time spent in bed. We aimed
to integrate this new CPAP adherence tracking module into our
previously developed mHealth technology targeting lifestyle
behaviors (nutrition and physical activity) to achieve weight
loss in the population with OSA. This is a formative work that
used an iterative, user-centered process to design a new CPAP
adherence tracking module that integrated with an existing
weight loss app; thus, the effectiveness of this tool in treatment
adherence has not been tested or reported.

Methods

Overview
This study was conducted between January 2020 and March
2021. This study leveraged our existing technology platform
for delivering smartphone apps to patients and web-based
dashboards to interventionists [27]. The platform was built
specifically to support behavioral interventions [27-29] and has
the flexibility to display participant- and coach-facing features
according to specifications such as the research study to which
they belong and the behaviors targeted for change. Existing
participant-facing smartphone apps include features for behavior
change interventions to foster weight loss, healthier diet quality,
physical activity, and smoking cessation.

Through an iterative user-centered design process, we developed
and tested a new CPAP adherence tracking module that
integrated our existing weight loss app with nutrition, activity,
and weight tracking features. Our platform combined
information from multiple devices, including Fitbit activity
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trackers and Fitbit Aria scale using the Fitbit application
programming interface (API) and CPAP devices (ResMed
AirSense 10 AutoSet) using the AirView API. In addition, we
refined a companion interventionist web-based dashboard [28]
to present interventionists with relevant information from the
new CPAP adherence tracking module and the integrated diet,
activity, and weight tracking features that they use to tailor
coaching.

Iterative User-Centered Design Process
A 3-phase iterative user-centered process was implemented to
develop a new CPAP adherence tracking module that integrated
our existing weight loss app. Figure 1 provides details of the
study design methods and participant characteristics for each
study phase. Adult men and women were recruited according
to inclusion criteria of age (aged 20-65 years) and an OSA
diagnosis. There were no exclusion criteria based on BMI, race
or ethnicity, or other demographic characteristics.

In phase 1 (mean age 45, SD 8 years), we aimed to collect
feedback on the existing weight loss app from patients with
known OSA who were receiving CPAP treatment. Patients who
returned for a follow-up appointment at the University of
Chicago Sleep Disorders Clinic were recruited if they had a
prior diagnosis of OSA and a previously prescribed CPAP
device. Potential participants were given a study flyer by their
treating physician during clinic visits. Interested individuals
discussed the study details with the study coordinator and were
enrolled in the study after obtaining informed consent. The
participants tested the existing weight loss app along with
connected devices, including a wrist-worn Fitbit activity tracker
(Fitbit Inspire HR) and a Fitbit weight scale (Fitbit Aria), to
self-monitor and receive feedback on their dietary intake,
physical activity, and weight for 10 days. At the end of the
10-day period, they completed a survey about the app design
that included the System Usability Scale [30], a measure of
usability on a 0- to 100-point scale where 65 is the threshold
for a system to be considered usable. Participants were
compensated US $100 for participation.

In phase 2 (mean age 47, SD 9 years), patients with known OSA
who were receiving CPAP treatment were studied. Patients who
returned for a follow-up appointment at the University of
Chicago Sleep Disorders Clinic were recruited after obtaining
informed consent if they had a prior diagnosis of OSA and a
previously prescribed CPAP device. The participants completed
a web-based survey to provide their preferences for graphical
displays and interpretations of various wireframe images
displaying information from the CPAP tracking module. Figure
2 illustrates examples of the wireframes shown to the
participants. Using the various metrics of CPAP use that are
available via the AirView API, the phase 2 of the study aimed
to develop a customized CPAP adherence tracking module that
displayed information deemed most relevant and helpful by
patients receiving CPAP treatment. Participants were asked to

describe their understanding of the information displayed on
each screen (eg, percentage adherence—percentage CPAP wear
time relative to objectively assessed time spent in bed; mask
leak; and apnea-hypopnea index [AHI], that is, number of
respiratory events per hour of sleep) and how they would react
or change their CPAP use behavior after seeing that particular
screen displayed on the app. This phase was performed
iteratively such that participants’ survey responses elicited
subsequent modifications in the wireframe images, which led
to a revised survey design capturing features of the updated
wireframe images. A total of 4 consecutive versions of the CPAP
tracking module and survey were produced and presented to
participants based on the prior participants’ feedback. Thus,
during phase 2, participants completed a version of this iterative
survey. Design decisions were made based on the participants’
feedback and survey data, and a new CPAP module was
developed for Android smartphones. Participants were
compensated US $100 for participation.

In phase 3 (mean age 55, SD 8 years), patients who were newly
diagnosed with OSA at the University of Chicago Sleep
Disorders Clinic, who were CPAP naive, and who owned an
Android smartphone were recruited after obtaining informed
consent. This phase involved in-field testing of the CPAP
tracking module of the app while participants were using a
newly prescribed ResMed autoadjusting CPAP machine
(AirSense 10 AutoSet), Fitbit Aria scale, and Fitbit. The app
combined the new CPAP module with weight loss tracking
features to enable participants to experience and evaluate the
integrated app. The home screen of the CPAP module
graphically depicted CPAP adherence as CPAP use relative to
the time spent in bed, expressed as a percentage. The home
screen also displayed CPAP use and time spent in bed separately
in hours and minutes. An additional page in the app displayed
CPAP adherence over a time frame of weeks or months as well
as details of daily adherence and mask leak. Each participant
was provided with a ResMed AirSense 10 AutoSet CPAP
device, Fitbit Aria scale, and Fitbit activity monitor (Fitbit
Inspire HR) to use for 3 to 4 weeks. Fitbit data were used to
track the time spent in bed, and ResMed data were used to track
CPAP wear time to allow calculation of percentage of CPAP
adherence relative to the time spent in bed. The participants
also received weekly phone calls to troubleshoot any CPAP-,
Fitbit-, or app-related issues. In addition, some participants in
the later part of the testing received push notifications within
an hour of their self-reported bedtime as a reminder to wear
CPAP device in the evening. Moreover, a message was sent
upon Fitbit sensing waking to remind the participant to wear
and synchronize the Fitbit device. Upon completion of phase
3, participants completed a survey that included the System
Usability Scale [30] and questions about their positive and
negative feedback on the app’s design and burden of use.
Participants were compensated US $230 for participation.
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Figure 1. Study design and participant characteristics for each study phase. CPAP: continuous positive airway pressure; OSA: obstructive sleep apnea.

Figure 2. Example wireframes displaying continuous positive airway pressure tracking module shown to participants by web-based surveys.CPAP:
continuous positive airway pressure; AHI: apnea-hypopnea index.

Ethics Approval
This study was approved by the University of Chicago
Institutional Review Board (#19-1446). All participants provided
informed consent before the study after a member of the research
team explained all details of the study and the participants
received satisfactory answers to all of their questions.

Results

Overview
A total of 37 patients with OSA (27 men and 10 women)
participated in this study. Table 1 summarizes the primary
questions and main findings of each study phase.

During phase 1, a total of 7 participants (6 men and 1 woman)
were enrolled. All participants found the app easy to use, except
for some difficulty in searching for specific foods in the
database. All participants also endorsed that they felt confident

when using the app. Of the 7 participants, 3 (43%) reported that
they did not like the overall design of the app, and all 3 of them
attributed their dislike to the nutrition tracking. When asked
about the feature they liked best, of the 7 participants, 3 (43%)
endorsed nutrition tracking, 3 (43%) endorsed weight tracking,
and 2 (29%) endorsed physical activity tracking. None of the
participants found the app too difficult to use, reported that they
would need help, or stated that it was too complex. None of the
participants encountered problems with the connected devices,
that is, Fitbit activity tracker (Fitbit Inspire HR) or Fitbit weight
scale (Fitbit Aria), and the participants commented that both
were “easy to use” and that they liked “how the information
from it went straight into the app.” Overall, the participants
rated the app on an average of 83 on the 100-point System
Usability Scale, a score considered to be indicative of a highly
usable system compared with other similar systems from a
recent review [30,31].
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During phase 2, a total of 21 patients were enrolled. The first
6 participants completed the first version of the survey and
provided initial responses to graphical representations (an
example shown in Figure 2) of the percentage of CPAP use
relative to time spent in bed as well as mask leak indicator. In
addition to seeing percentage of adherence, participants also
wanted to see details of the time spent in bed and CPAP wear
time. They also preferred to have mask leak indicators that were
always displayed rather than only when a problem arose. The
next 3 participants were shown the representations preferred by
the initial 6 participants and were asked questions about their
understanding of the information displayed. Moreover, they
were shown a wireframe that included AHI in addition to mask
leaks. Participants accurately interpreted the meaning of the
information displayed by the preferred wireframes and the
follow-up behavior they should do in response. However, they
were confused about how to interpret AHI. Given this feedback,
the next 5 participants were shown 3 options for displaying
information related to CPAP goal attainment and 2 options for
showing mask leak information without the AHI. Participants
correctly interpreted the percentage of success and matched
their percentage to a goal. However, their opinions about the
best way to display the percentage of time adherent to CPAP
wear relative to the time spent in bed were mixed. Participants
interpreted leak information correctly, but some had concerns
about having a green light indicator for the absence of leak,
particularly when it was displayed, in addition to poor CPAP
adherence (ie, low percentage of success), which they found
confusing. The final 7 participants responded to visuals depicting
adherence with and without the CPAP percentage goal indicated
and displayed leak information with and without “no leak” text

to represent the absence of a problem. Most preferred having
no indicator displayed when there was not a problem with leak.
Participants preferred seeing the CPAP percentage goal for
which they were striving. The results of this phase characterized
the Android version of the app delivered in phase 3 of the study.

The phase 3 study used app interfaces, as shown in Figure 3. A
total of 10 patients with newly diagnosed OSA who were CPAP
naive consented to participate. A patient discontinued
participation after providing consent, and no data were collected.
All 9 participants endorsed that they liked the design and that
the app was easy to navigate. Of the 6 users who received push
notifications, all found them helpful and well timed. When asked
about their favorite features, participants reported a mix of
nutrition, physical activity, and CPAP adherence, with half of
them endorsing physical activity. When asked about their least
favorite features, nutrition, activity, and CPAP adherence were
each chosen by 20% (2/10) of the participants. Participants rated
the app an average of 80 on the 100-point System Usability
Scale, a score considered to be indicative of a highly usable
system [31]. Some participants reported during calls that the
app interface did not always show 100% CPAP adherence even
when they wore their CPAP device for the entire time they spent
in bed. After carefully examining our data in response to this
feedback, we adjusted the percentage of CPAP adherence
calculation logic to allow a 15-minute buffer for the time spent
in bed captured by the Fitbit activity tracker. This minor
adjustment in our calculation logic protected against a margin
of measurement error for time spent in bed as captured by Fitbit
[32], while not compromising the accuracy of the percentage
of CPAP adherence measure.

Table 1. Primary questions and main findings.

Main findingsPrimary questionsPhase

1 •• Rated easy to use by all participants (rated ≥65 on the System
Usability Scale); scores ranged 70 to 92.5 out of a possible 100

Are the previously developed weight loss app features and the
connected devices usable by the study sample?

•• Helpful and easy to use devices; no issues noted; positive aspect
of devices noted by all participants

Are Fitbit activity tracker and Fitbit Aria scale use helpful for
tracking their activity and weight, respectively?

• •What design aspects of the weight loss app need improvement? Difficulty searching for specific foods in the database by 4 par-
ticipants

2 •• Less information preferable (eg, AHIb not displayed)What CPAPa adherence tracking information is helpful to partic-
ipants? • Color to indicate mask leak only when there is a problem is

preferred• Which graphical displays about CPAP are easy to interpret?
• Clearly displayed 100% success goal is needed• Which CPAP tracking features lead to accurate interpretations

by participants? • Success depicted as percentage of adherence is easily and accu-
rately interpretable

3 •• Found to be not burdensome and has an excellent usability rating;
all participants rated >65 on the System Usability Scale with a
range of 72.5 to 92.5

Is the new CPAP module integrated with the weight loss app
usable and acceptable to participants?

• Request for reminders at appropriate times of day, that is, re-
minder 1 hour before bedtime to wear a CPAP device and re-
minder to synchronize Fitbit in the morning upon waking

aCPAP: continuous positive airway pressure.
bAHI: apnea-hypopnea index.
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Figure 3. Final app with integrated continuous positive airway pressure, nutrition, activity, and weight tracking features. CPAP: continuous positive
airway pressure.

Final App Description
The final app design is shown in Figure 3. The app allowed
participants to track CPAP adherence, nutrition, physical
activity, and weight. The CPAP tracking module showed the
percentage of CPAP adherence each night by darkening a
portion of a circle’s circumference to represent the percentage
of time the CPAP device was used (conveyed by the CPAP
device via the AirView API) during the time spent in bed
(conveyed by the Fitbit wrist activity monitor). “Goal: 100%”
was displayed above the circle to remind participants to wear
their CPAP the entire time they spent in bed. The section also
displayed, in hours and minutes, the duration of CPAP wear
time and time spent in bed separately on the right side of the
circle. Thus, CPAP tracking in the final app provided
participants with meaningful feedback that aimed to encourage
and improve their CPAP adherence. If a participant’s mask had
a high leak at any point, the app marked the night with the label
“LEAK” and a red dot to alert the participant to troubleshoot
mask issues and contact their health care provider, as required.
Individualized push notifications approximately 1 hour before
the participant’s bedtime reminded participants to use the CPAP
device every night and to synchronize their Fitbit every morning
upon waking. Notifications were tailored to the participant’s
self-reported bedtime for the first week and then adjusted to
their average bedtime shown by Fitbit, as data become available.

Nutrition intake was tracked when participants searched for and
selected foods in the app or added custom foods or recipes by
recording calories and fat gram content. Calories and fat gram
intake were calculated every day. Participants were shown daily
calorie and fat gram goals within the nutrition section, which
were calculated based on their weight. Physical activity was
tracked in the app by automatically transferring data from the
participants’ wrist-worn Fitbit activity monitor via Bluetooth.

Physical activities could also be manually entered by searching
the app database, which included a compendium of physical
activities rated by their intensity. An activity could be tracked
by selecting the specific activity and its duration. Weight was
tracked automatically by synchronizing with the Fitbit Aria
scale; weight could also be manually entered into the app if
needed. For every element tracked by the app, progress over
time could be viewed as a weekly or monthly line graph.

Figure 3 illustrates the final app screenshots for a representative
participant on 2 consecutive days. As seen, CPAP wear times
are quite similar on Wednesday and Thursday nights (3 hours
55 minutes vs 4 hours 7 minutes). On the basis of the current
clinical threshold that defines 4 hours of CPAP wear as adherent,
this patient would be considered CPAP “nonadherent” on
Wednesday night (3 hours 55 minutes of CPAP wear time) and
“adherent” on Thursday night (4 hours 7 minutes of CPAP wear
time). However, when time spent in bed was considered using
our newly developed CPAP tracking module, the patient’s true
CPAP adherence relative to the time in spent bed was 93% on
Wednesday night and 51% on Thursday night. Thus, our new
CPAP adherence metric accounting for time spent in bed
provided important and clinically meaningful information about
CPAP adherence, which is not captured by current CPAP
tracking technologies.

Discussion

Principal Findings
We engaged in a 3-phase iterative, user-centered process to
develop and test a smartphone app that aimed to support both
CPAP adherence and weight loss behaviors in patients with
OSA and overweight or obesity. Our user-centered design
process identified key information that participants found useful
for tracking their adherence to CPAP as well as user interfaces
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that participants found easy to interpret. We found that
participants were not only satisfied with less information about
their CPAP use but also that their interpretations were more
accurate when less information was provided. In addition, there
was a need for explicit descriptions of the information provided,
which we accomplished by providing descriptors or comparators
such as “Goal: 100%.” The information collected via the surveys
supported our design decisions regarding appropriate features,
functions, and user interface for the study. Overall, the
participants rated the system’s usability as high [31] and reported
positive impressions of the app features. In addition, based on
participants’ feedback during phase 3, we enhanced the
usefulness of the app by adding push notifications to remind
users to use their CPAP device (ie, 1 hour before bedtime) and
wrist activity monitor (ie, synchronize device every morning)
at meaningful times of the day.

Comparison With Prior Work
A unique feature of our app was the tracking of CPAP use
relative to objectively assessed time spent in bed, represented
as percentage of CPAP adherence. To harvest the data needed
to calculate percentage of CPAP adherence, we leveraged
connected technologies, in this case, a ResMed CPAP device
(AirSense 10 AutoSet) to track CPAP wear time and a Fitbit
wearable activity sensor to track the time spent in bed. This
novel CPAP adherence metric provided markedly different
information than the available CPAP tracking technologies,
which simply report how many hours a CPAP device was used
without accounting for the time spent in bed without using a
CPAP device. Although OSA can be effectively treated only
when CPAP is used during the entire time spent in bed, current
clinical guidelines categorize patients as adherent to treatment
based on a cutoff point of 4 hours of CPAP use [33]. This
adherence definition is widely accepted, but it is primarily based
on expert opinion and remains in common use today despite
lack of evidence showing that it is sufficient or has any health
benefits compared with other more specific measures of use
duration [11]. By leveraging wearable sensor technology that
can objectively capture time spent in bed, our new app provided
a novel, more informative, and clinically meaningful measure
of CPAP adherence that can be implemented into clinical
guidelines. First, we defined a new CPAP adherence metric that
considered both CPAP wear and time spent in bed. Second, our
mHealth tool was the first technology to capture this novel
percentage of CPAP adherence metric. Thus, the use of the app
and the data it provided filled an important gap in the
management of OSA for patients and health care providers.
Future rigorous research in diverse populations with OSA is
warranted using this new CPAP adherence metric and mHealth
technology to investigate the role of percentage of CPAP
adherence in a variety of patient-centered and clinical outcomes.
Future studies can also provide novel insights into the
dose-response effect of CPAP adherence on cognitive,
cardiovascular, and metabolic outcomes [34].

To date, the effectiveness of eHealth interventions in improving
CPAP adherence remains uncertain, highlighting the need for
newly designed technology-supported interventions for OSA
[19]. As our app fed back information about CPAP use relative
to the time spent in bed, it can support patients in reaching their

goal of 100% CPAP adherence, that is, wearing their CPAP
during the entire time they spent in bed. Real-time app data on
percentage of CPAP adherence can be used not only as a
self-management tool for patients but also as a monitoring tool
for health care providers. Our existing technology platform also
allowed for a web-based dashboard to display patient
information from the app so that both the patient and provider
can see progress toward goals. In addition, the app integrated
lifestyle behavior tracking features (diet, physical activity, and
body weight) and thus has the potential to enhance
self-management and positive behavior change toward weight
loss goals in patients with OSA [19]. Similar to our integrated
app design, other emerging mHealth technologies target multiple
behavior change interventions in the population with OSA
[35,36].

The iterative user-centered design process used to develop our
final app integrating CPAP tracking has notable strengths
[37,38]. A few prior apps designed for populations with OSA
relied primarily on the views expressed by clinical experts in
focus groups with minimal feedback from patients [35]. By
engaging patients in the design process from the outset and
throughout, we increased the likelihood that the final app would
be easy to use, helpful, and engaging to the targeted end users
[37,39,40]. We used low-fidelity wireframes to represent user
interfaces and embedded them in surveys to gather feedback
quickly, without requiring time-consuming programming. The
iterative nature of the surveys allowed us to respond promptly
to end-user feedback about features or graphical displays that
were not functional, not interpreted correctly, or not liked,
bringing us closer to a feasible and acceptable interface. The
process allowed our research team to progress by finding
features, functions, and interfaces that accurately represented
the required information and that satisfied the intended users,
before engaging in extensive and costly programming efforts
involved in app design.

Limitations
Our study has several limitations. Although new participants
were enrolled in each study phase, resulting in a total sample
of 37 that included patients with OSA who were experienced
with CPAP use and those who were CPAP naive, the sample
was collected from a single center, and a larger, more diverse
sample size may provide additional insights and feedback for
further improvements and refinements to the app. In this
formative work to cocreate an app to support end users, we did
not collect demographic characteristics, except for age and
gender. Indeed, additional patient characteristics (eg, race or
ethnicity, socioeconomic status, and prior CPAP adherence)
may affect the usability outcomes of our tool. Thus, as a next
step, large studies in diverse patient populations are needed to
derive more generalizable assessments of the usability and
efficacy of this mHealth tool. In the future, an iOS version of
the app will also be needed to increase generalizability.

Our mHealth tool relied on specific manufacturers and used
“consumer grade” sleep trackers, which was a pragmatic choice.
Although each sleep-tracking device has its own margin of
measurement error, the devices and apps are meant to support
behavior as part of an intervention rather than for diagnostic
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validity. Notably, the research-grade devices (eg, Actigraphy)
do not allow people to receive real-time feedback on their
behavior from the device, which is critical for self-monitoring
and intervention success. Although absolute values may have
some margin of error depending on the tracking device, they
can still reliably assess trends over time for a given individual.
Moreover, in our study, a recent generation Fitbit model (ie,
Fitbit Inspire HR) was used, which performs better than the
early generation models (owing to the addition of heart rate into
the algorithm), especially in differentiating wake from sleep
[24]. Nevertheless, over time, improvements and updates will
need to be made to our algorithm to keep pace with the rapidly
changing technology. Our final CPAP module does not display
“AHI” based on feedback from participants who were confused
about how to interpret it and preferred less information to be
displayed. However, misinterpretation of AHI is possible. In
future versions of the app, an AHI metric, that is, apnea burden
during the “off-CPAP time,” could be displayed to track
treatment effectiveness [41]. Such an additional feature could
potentially foster patient adherence, which warrants further
rigorous testing in larger samples.

In this study, we opted to measure the percentage of CPAP
adherence based on the time spent in bed captured by Fitbit and
not the actual time spent asleep, which may appear as a potential

limitation. CPAP use would ideally be required during the entire
sleep period. However, CPAP adherence displayed as a
percentage of time spent in bed is more meaningful for patients
(ie, end users) in meeting the goal of CPAP use during all sleep
periods occurring over time spent in bed. In addition, there is
evidence to suggest that Fitbit activity trackers have acceptable
levels of measurement accuracy for the time spent in bed
compared with research-grade accelerosensors but may either
overestimate or underestimate the actual sleep duration
depending on the selected sleep-mode setting [24,32]. Finally,
it is noteworthy that testing the efficacy of the app was beyond
the scope of this study; thus, future trials are necessary.

Conclusions
We developed a new mHealth tool that filled a significant gap
in the clinical management of patients with OSA. Our app used
a novel CPAP adherence metric, that is, percentage of CPAP
adherence that measures CPAP use relative to the time spent in
bed and allows tracking of lifestyle behaviors targeting weight
loss, such as diet, physical activity, and weight, for use in the
population with OSA and comorbid overweight or obesity. The
newly developed mHealth technology allowed tracking of both
CPAP adherence and lifestyle behaviors, giving it the potential
to support multiple behavior changes that optimize care for
patients with OSA.
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Abstract

Background: “Healthy Living for People with type 2 Diabetes (HeLP-Diabetes)” was a theory-based digital self-management
intervention for people with type 2 diabetes mellitus that encouraged behavior change using behavior change techniques (BCTs)
and promoted self-management. HeLP-Diabetes was effective in reducing HbA1c levels in a randomized controlled trial (RCT).
National Health Service (NHS) England commissioned a national rollout of HeLP-Diabetes in routine care (now called “Healthy
Living”). Healthy Living presents a unique opportunity to examine the fidelity of the national rollout of an intervention originally
tested in an RCT.

Objective: This research aimed to describe the Healthy Living BCT and self-management content and features of intervention
delivery, compare the fidelity of Healthy Living with the original HeLP-Diabetes intervention, and explain the reasons for any
fidelity drift during national rollout through qualitative interviews.

Methods: Content analysis of Healthy Living was conducted using 3 coding frameworks (objective 1): the BCT Taxonomy v1,
a new coding framework for assessing self-management tasks, and the Template for Intervention Description and Replication.
The extent to which BCTs and self-management tasks were included in Healthy Living was compared with published descriptions
of HeLP-Diabetes (objective 2). Semistructured interviews were conducted with 9 stakeholders involved in the development of
HeLP-Diabetes or Healthy Living to understand the reasons for any changes during national rollout (objective 3). Qualitative
data were thematically analyzed using a modified framework approach.

Results: The content analysis identified 43 BCTs in Healthy Living. Healthy Living included all but one of the self-regulatory
BCTs (“commitment”) in the original HeLP-Diabetes intervention. Healthy Living was found to address all areas of
self-management (medical, emotional, and role) in line with the original HeLP-Diabetes intervention. However, 2 important
changes were identified. First, facilitated access by a health care professional was not implemented; interviews revealed this was
because general practices had fewer resources in comparison with the RCT. Second, Healthy Living included an additional
structured web-based learning curriculum that was developed by the HeLP-Diabetes team but was not included in the original
RCT; interviews revealed that this was because of changes in NHS policy that encouraged referral to structured education.
Interviewees described how the service provider had to reformat the content of the original HeLP-Diabetes website to make it
more usable and accessible to meet the multiple digital standards required for implementation in the NHS.

Conclusions: The national rollout of Healthy Living had good fidelity to the BCT and self-management content of HeLP-Diabetes.
Important changes were attributable to the challenges of scaling up a digital intervention from an RCT to a nationally implemented
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intervention, mainly because of fewer resources available in practice and the length of time since the RCT. This study highlights
the importance of considering implementation throughout all phases of intervention development.

(J Med Internet Res 2022;24(12):e39483)   doi:10.2196/39483

KEYWORDS

type 2 diabetes; Healthy Living; digital interventions; behavior change; self-management; fidelity; implementation; mixed
methods; mobile phone

Introduction

Background
Type 2 diabetes mellitus (T2DM) is one of the most common
long-term conditions worldwide [1]. T2DM can lead to a range
of health complications, but many of these complications can
be prevented if individuals effectively self-manage their
condition through healthy eating, physical activity, blood
glucose monitoring, medication adherence, problem-solving
skills, coping skills, and risk-reduction behaviors [2]. However,
performing effective self-management is demanding and
influenced by many contextual factors (eg, family, financial
status, and community environment) [3], which means it can
be difficult to meet the challenges of self-management without
support. Self-management interventions can give people the
knowledge, skills, and confidence to improve self-management
through education, training, and support. Self-management
interventions for people with T2DM are recommended by the
UK National Institute for Health and Care Excellence for all
people diagnosed with T2DM [4].

Self-management interventions for people with T2DM are
typically delivered through face-to-face or group-based courses
[5-7]. Although these interventions can improve clinical and
psychosocial outcomes in people with T2DM [8] and are
cost-effective [9], attendance can be extremely low. For
example, data from the UK National Diabetes Audit suggest
that just 7% of people newly diagnosed with T2DM who were
offered structured education were recorded as attending within
1 year of diagnosis [10]. As an alternative, digital interventions
(via digital technologies such as websites or smartphones) have
the potential to be more convenient for patients as they can be
delivered at scale in multiple locations, which also consumes
fewer primary care resources. Mounting evidence suggests that
digital self-management interventions can improve glycemic
control (HbA1c) in people with T2DM [11-13].

A digital self-management intervention that has demonstrated
effectiveness is Healthy Living for People With Type 2 Diabetes
(HeLP-Diabetes), mainly consisting of a theory- and
evidence-based website. In a randomized controlled trial (RCT)
in 21 primary care practices in England, HeLP-Diabetes led to
a significant, albeit modest, reduction in HbA1c levels of 0.24%
(95% CI −0.44% to –0.049%; P=.01) at 12 months and was
found to be cost-effective [14]. The HeLP-Diabetes website
contained information about understanding and treating T2DM,
behavior change modules, self-help tools, self-assessment
quizzes, videos from people with T2DM, a moderated
web-based forum, and an electronic health record. Facilitated
access with a practice nurse was provided as part of the
HeLP-Diabetes intervention, which consisted of an introductory

training session with the practice nurse. Follow-up telephone
calls were offered to support patients with using the website.

HeLP-Diabetes was originally designed as an unstructured
digital intervention that patients could access without following
a linear pathway, and it was this intervention that was tested in
the RCT; this study focuses on this intervention. However, in
2013, general practitioners in England were offered incentives
to refer people newly diagnosed with diabetes to structured
education, and self-management programs were only eligible
for accreditation if they followed a structured pathway with a
clear curriculum and learning goals. In response to this, the
HeLP-Diabetes researchers developed “HeLP-Diabetes: Starting
Out”—an additional web-based structured education course
based on the content of the original HeLP-Diabetes website.
Previous research has tested this structured education course
within 5 general practices in London in a small sample of
patients (N=791) and found that there were problems with
uptake and completion [15]. No studies to date have tested the
effectiveness or cost-effectiveness of HeLP-Diabetes: Starting
Out in a trial or assessed the fidelity of implementing this
intervention in practice.

In 2019, National Health Service (NHS) England commissioned
HeLP-Diabetes to be rolled out nationally in routine care under
the name “Healthy Living” (Healthy Living for People With
Type 2 Diabetes program). NHS England commissioned an
external digital service provider to develop and offer Healthy
Living as an NHS service. Figure 1 provides an overview of
the development of HeLP-Diabetes, HeLP-Diabetes: Starting
Out, and Healthy Living.

This study explored the fidelity of the national rollout of Healthy
Living to the original HeLP-Diabetes intervention. Intervention
fidelity is defined as the extent to which an intervention is
delivered as intended [16]. Without good fidelity to the original
HeLP-Diabetes intervention, there would be no strong
justification for the implementation of Healthy Living, and
reasons for intervention effectiveness would be unclear. The
fidelity of diabetes self-management interventions remains
largely underinvestigated [17], and fidelity evaluations are less
common in routine practice than in research studies [18].
Therefore, Healthy Living presents a unique opportunity to
assess the fidelity of a real-world national rollout of a digital
intervention that has demonstrated effectiveness in an RCT.
This study considers the extent to which Healthy Living shows
fidelity to the design of the original HeLP-Diabetes intervention
in relation to 3 aspects of design.

First, HeLP-Diabetes was guided by behavior change techniques
(BCTs), which are the “active ingredients” of interventions that
are designed to change behavior [19]. HeLP-Diabetes contained
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BCTs that were likely to change important health behaviors for
people with T2DM, including diet, physical activity, medication
adherence, alcohol consumption, and smoking. In the
HeLP-Diabetes final report [20], the researchers emphasized
the importance of self-regulatory BCTs, which facilitate a
negative feedback loop consisting of goal setting, recognizing
inconsistencies between goals and current behavior, and
developing plans to mitigate these inconsistencies [21].

Second, the self-management content in HeLP-Diabetes was
guided by the Corbin and Strauss [22] model for managing a
long-term condition. This model states that self-management
comprises 3 types of tasks: medical management (eg, adopting

healthy behaviors, working with health professionals, and
keeping appointments), emotional management (managing the
emotions that accompany long-term conditions), and role
management (changing, creating, and maintaining new
meaningful life roles, such as changes in relationships, work
patterns, and day-to-day activities).

Third, the effectiveness of a digital intervention is influenced
by features of intervention delivery [23]. This includes all
features through which the BCT and self-management content
are conveyed, such as the format, materials, intensity, tailoring,
and style. Therefore, it is important to assess fidelity to the
features of delivery in the original HeLP-Diabetes intervention.

Figure 1. Timeline of the intervention development since 2010. GP: general practitioner; HeLP-Diabetes: Healthy Living for People With Type 2
Diabetes; NHS: National Health Service; QOF: Quality and Outcomes Framework; RCT: randomized controlled trial.

Objectives
Thus, the objectives of this study were to (1) describe Healthy
Living in terms of BCTs, self-management tasks, and features
of intervention delivery; (2) compare the fidelity of these aspects
with the original HeLP-Diabetes intervention; and (3) explain
the reasons for any fidelity drift during national rollout.

Methods

Design
This study used a mixed methods design. A content analysis of
Healthy Living was conducted using 3 coding frameworks
(objective 1). The extent to which BCTs and self-management
tasks were included in Healthy Living was derived and
compared with published descriptions of HeLP-Diabetes

(objective 2). One-to-one semistructured interviews were
conducted with the key stakeholders involved in the
development of HeLP-Diabetes or Healthy Living to understand
the reasons for any changes during national rollout (objective
3).

Content Analysis

Coding Materials

HeLP-Diabetes Intervention

The HeLP-Diabetes website had been deleted at the time of this
study, and the intervention had not been previously coded in
detail for BCTs or self-management tasks. Therefore, the
following publications provided the most comprehensive
description of HeLP-Diabetes: (1) the HeLP-Diabetes final
report [20]; (2) a journal article describing the theoretical content
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of the HeLP-Diabetes intervention [24]; and (3) journal articles
relating to the 3 pre-existing behavior change interventions that
were integrated into the HeLP-Diabetes
intervention—DownYourDrink [25,26], POWeR [27,28], and
StopAdvisor [29,30].

Healthy Living

The content analysis assessed all aspects of the Healthy Living
service available to users in June 2021. At this point, the website

was in the “private beta” phase of service development, where
a limited number of people with diabetes were invited to use
the service and offer feedback to improve it [31]. At this stage,
the website was classified as a “minimum viable product,”
meaning that all the core features were in place and unlikely to
change but it was still undergoing refinement [32].

Healthy Living comprised the components outlined in Textbox
1.

Textbox 1. Components of the Healthy Living intervention.

• A website of 895 web pages containing written articles, videos, self-assessment quizzes, and tools; website content was broken down into 3 main
components (refer to Multimedia Appendix 1 for screenshots):

• “Learn”: a structured curriculum where users worked through modules in a linear fashion, based on the Healthy Living for People With
Type 2 Diabetes (HeLP-Diabetes): Starting Out website [23]

• “Find answers”: sections dedicated to various topics relating to type 2 diabetes mellitus where users could dip in and out of different pages
and sections, based on the HeLP-Diabetes website [21]

• “Tools”: a range of “Goals” and “Tracker” tools based on the HeLP-Diabetes website

• Communication with users via email to encourage engagement

Coding Procedures
Content analysis of Healthy Living was carried out using 3
coding frameworks between June 2021 and October 2021.

BCT Content

The BCT Taxonomy v1 [19] defines 93 distinct BCTs and offers
a reliable and valid method for coding the BCT content of
behavior change interventions [33]. BCT coding was carried
out independently by the first author, who underwent training
in the use of the BCT Taxonomy v1 [34]. Coding was performed
using data collection forms and coding procedures that have
previously been used to code intervention design [35,36] (see
Multimedia Appendix 2 for the BCT coding instructions and
data collection checklist).

A second author (REH) double-coded 30 web pages of the
Healthy Living website to assess the interrater reliability of
BCT coding. These 30 web pages were purposively selected to
ensure diversity in the type of web page (eg, written article,
video, and quiz) and topics (eg, physical activity, working with
diabetes, and emotional management).

The following health behaviors were coded as they were the
target behaviors in the development of HeLP-Diabetes [20]:
diet, physical activity, alcohol consumption, smoking, and
medication adherence. Additional health behaviors that were
identified in Healthy Living but were not the key target
behaviors in HeLP-Diabetes were also coded (eg, sleep-related
behaviors and sexual health behaviors). A new instance of a
BCT was coded on commencement of a new activity (eg, a new
web page or a video on a web page) or if a different health
behavior was targeted (eg, diet or smoking). A new instance of
a BCT was coded for the technique “Information about health
consequences” when a different level of health behavior was
targeted (eg, levels of the target behavior “diet” included
information about carbohydrates, fats, and sugar). The number
of distinct instances of BCTs on each web page was calculated.

Self-management Content

In the absence of a published coding framework for assessing
self-management tasks, the authors developed a new set of
coding rules. A prespecified list of self-management tasks under
each of the 3 types of self-management in the Corbin and Strauss
[22] model (medical, emotional, and role management) was
created through team discussion (Multimedia Appendix 3). This
prespecified list of self-management tasks was informed by the
HeLP-Diabetes final report and additional literature on
self-management in people with T2DM [37-39].

Self-management tasks were coded for each web page if at least
one of the prespecified self-management tasks (Multimedia
Appendix 3) was addressed. Coding was intended to assess the
extent to which the intervention addressed all aspects of
self-management rather than how well. Therefore,
self-management tasks were coded if a task was addressed
regardless of the nature of the content (eg, basic information
provision, advice, and prompting of self-assessment). More
than one type of self-management task could be coded on a
single web page; for example, both medical and role
management were coded if a web page provided information
about checking blood sugar levels (medical) before driving
(role).

Features of Intervention Delivery

Healthy Living was described using the Template for
Intervention Description and Replication (TIDieR) framework
for describing complex interventions [40]. TIDieR items (eg,
materials, procedures, and modes of delivery) were extracted
by the first author from the Healthy Living materials. The
TIDieR description was member checked [41] by representatives
from NHS England and the service provider for accuracy.

Comparison With HeLP-Diabetes

BCTs specified in the HeLP-Diabetes publications [20,24-30]
were extracted into a separate data collection form for
comparison with the BCTs identified in Healthy Living.
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No comparison was attempted for self-management tasks as the
HeLP-Diabetes publications did not provide an exhaustive
description of self-management tasks to facilitate a meaningful
comparison.

The TIDieR framework has previously been used to describe
the HeLP-Diabetes intervention in detail [24], which enabled
comparison with Healthy Living in terms of features of delivery.

Analysis
The Cohen κ coefficient [42] was used to assess interrater
reliability between the 2 authors who independently coded 30
web pages for BCTs. κ values were calculated for each web
page, and the mean of all 30 web pages was calculated. Any
coding discrepancies were discussed between the authors until
agreement was reached.

The presence and frequency of specific BCTs were compared
between Healthy Living and HeLP-Diabetes to assess whether
both used similar techniques to achieve behavior change.
Particular attention was given to a comparison of the
self-regulatory BCTs (eg, goal setting and action planning) as
these were identified as important in the development of
HeLP-Diabetes. The proportion of additional BCTs that were
identified in Healthy Living but were not specified in
HeLP-Diabetes was also calculated.

Qualitative Interviews

Sampling and Recruitment
To ensure that the interviews provided an in-depth understanding
of the reasons for any changes during national rollout, a
purposive sampling strategy was used to select stakeholders
who had a high level of involvement in the development of
HeLP-Diabetes or Healthy Living. Stakeholders involved in the
development of HeLP-Diabetes were identified by emailing
members of the original academic research team. Healthy Living
stakeholders were sampled through discussions with NHS
England and the service provider. Additional stakeholders were
identified via snowball sampling. Views were sought from
stakeholders in a range of professional roles, including academic
researchers, digital content developers, and program managers.
As the population who could usefully comment on the
intervention development process was small, the sample
interviewed was small; hence, the population of interest was
exhausted through the sampling strategy used.

Procedure and Materials
Topic guides were used to organize the semistructured
interviews, with open-ended questions and additional probes.
Topics covered participants’ knowledge and understanding of
the HeLP-Diabetes intervention content and features of delivery,
how Healthy Living had changed from the original intervention,

and the reasons for any changes. All interviews were audio
recorded using an encrypted audio recording device following
full verbal or written consent.

Analysis
Audio recordings were transcribed verbatim by an external
transcription company and thematically analyzed using a
modified framework approach [43]. The first author read and
reread transcripts, noting key ideas, and then independently
coded the first 4 interviews, generating a combination of
data-driven and a priori thematic codes. The data-driven codes
were generated inductively from the data alone without reference
to other sources. The a priori codes were based on the author’s
understanding of what had changed from the original
HeLP-Diabetes intervention and participants’ explicit rationale
for any changes. The codes were summarized into initial themes,
which were refined through discussion between 2 authors (JSB
and DPF). These themes were then systematically applied to
the remaining interviews, with ongoing adaptations until no
new themes emerged. Themes were discussed at length between
all authors until an agreement was reached on the final themes.
The data were coded electronically using NVivo (version 12;
QSR International).

Ethics Approval
The wider program of research of which this study is a part was
reviewed and approved by the Yorkshire and the Humber –
Leeds West NHS Research Ethics Committee (reference
20/YH/0250, September 29, 2020). Full verbal or written
consent was obtained from all interview participants. Interview
data were anonymized at the point of transcription.

Results

BCT Content

Interrater Reliability
The mean κ value for the coding of BCTs was 0.80 (SD 0.31),
thus demonstrating strong agreement [42] between coders before
resolving discrepancies (see Multimedia Appendix 4 for all κ
values).

Healthy Living
Table 1 shows the number of distinct instances of BCTs
identified in Healthy Living. There were 43 BCTs identified in
Healthy Living. The most common BCT was information about
health consequences (849/2088, 40.7%). Diet was the behavior
most commonly targeted by BCTs (targeted by 659/2088, 31.6%
of all BCTs), followed by physical activity (471/2088, 22.6%)
and medication adherence (454/2088, 21.7%). Multimedia
Appendix 5 shows the frequency of BCTs by each health
behavior.
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Table 1. Instances of behavior change techniques (BCTs) in Healthy Living and how this compares with Healthy Living for People With Type 2
Diabetes (HeLP-Diabetes).

Specified in
HeLP-Dia-
betes?

Healthy Living
(all 895 pages;
n=2088), n (%)

Healthy Living components, n (%)BCTs

Email communication
(20 messages; n=9)

“Tools” (39
pages; n=110)

“Find answers”
(583 pages;
n=1401)

“Learn” (273
pages; n=568)

Self-regulatory BCTs

Yes70 (3.4)0 (0)14 (12.7)46 (3.3)10 (1.8)Problem-solving

Yes68 (3.3)2 (22.2)6 (5.5)43 (3.1)17 (3)Self-monitoring of outcomes of
behavior

Yes60 (2.9)1 (11.1)9 (8.2)18 (1.3)32 (5.6)Goal setting (behavior)a

Yes42 (2)0 (0)23 (20.9)2 (0.1)17 (3)Review behavior goals

Yes34 (1.6)0 (0)16 (14.5)14 (1)4 (0.7)Action planning

Yes28 (1.3)2 (22.2)4 (3.6)21 (1.5)1 (0.2)Self-monitoring of behavior

No15 (0.7)1 (11.1)3 (2.7)4 (0.3)7 (1.2)Goal setting (outcome)a

Yes14 (0.7)0 (0)2 (1.8)3 (0.2)9 (1.6)Feedback on behavior

No13 (0.6)0 (0)0 (0)9 (0.6)4 (0.7)Biofeedbacka

No11 (0.5)1 (11.1)5 (4.5)2 (0.1)3 (0.5)Review outcome goals

Yes3 (0.1)0 (0)3 (2.7)0 (0)0 (0)Feedback on outcomes of be-
havior

Yes0 (0)0 (0)0 (0)0 (0)0 (0)Commitment

Other BCTs

Yes849 (40.7)0 (0)0 (0)617 (44)232 (40.8)Information about health conse-
quences

Yes210 (10.1)2 (22.2)2 (1.8)133 (9.5)73 (12.9)Social support (unspecified)

Yes109 (5.2)0 (0)0 (0)68 (4.9)41 (7.2)Information about emotional
consequences

No98 (4.7)0 (0)8 (7.3)57 (4.1)33 (5.8)Behavior substitution

No43 (2.1)0 (0)0 (0)21 (1.5)22 (3.9)Credible source

Yes41 (2)0 (0)0 (0)41 (2.9)0 (0)Instruction on how to perform
the behavior

No41 (2)0 (0)0 (0)29 (2.1)12 (2.1)Social support (practical)

No39 (1.9)0 (0)0 (0)31 (2.2)8 (1.4)Information about social and
environmental consequences

Yes38 (1.8)0 (0)0 (0)36 (2.6)2 (0.4)Information about antecedents

Yes36 (1.7)0 (0)0 (0)32 (2.3)4 (0.7)Behavioral practice or rehearsal

Yes35 (1.7)0 (0)0 (0)32 (2.3)3 (0.5)Demonstration of the behavior

Yes32 (1.5)0 (0)4 (3.6)24 (1.7)4 (0.7)Adding objects to the environ-
ment

Yes21 (1)0 (0)0 (0)16 (1.1)5 (0.9)Reduce negative emotions

Yes21 (1)0 (0)2 (1.8)13 (0.9)6 (1.1)Restructuring the physical envi-
ronment

No19 (0.9)0 (0)4 (3.6)13 (0.9)2 (0.4)Restructuring the social environ-
ment

No17 (0.8)0 (0)0 (0)13 (0.9)4 (0.7)Social support (emotional)

Yes15 (0.7)0 (0)2 (1.8)10 (0.7)3 (0.5)Prompts and cues

J Med Internet Res 2022 | vol. 24 | iss. 12 |e39483 | p.320https://www.jmir.org/2022/12/e39483
(page number not for citation purposes)

Benton et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Specified in
HeLP-Dia-
betes?

Healthy Living
(all 895 pages;
n=2088), n (%)

Healthy Living components, n (%)BCTs

Email communication
(20 messages; n=9)

“Tools” (39
pages; n=110)

“Find answers”
(583 pages;
n=1401)

“Learn” (273
pages; n=568)

No9 (0.4)0 (0)0 (0)7 (0.5)2 (0.4)Increase positive emotionsb

No9 (0.4)0 (0)0 (0)9 (0.6)0 (0)Nonspecific reward

Yes9 (0.4)0 (0)0 (0)9 (0.6)0 (0)Self-reward

Yes7 (0.3)0 (0)2 (1.8)5 (0.4)0 (0)Avoidance or reducing expo-
sure to cues for the behavior

No7 (0.3)0 (0)0 (0)7 (0.5)0 (0)Distraction

No7 (0.3)0 (0)0 (0)2 (0.1)5 (0.9)Salience of consequences

Yes5 (0.2)0 (0)0 (0)3 (0.2)2 (0.4)Pros and cons

Yes3 (0.1)0 (0)0 (0)3 (0.2)0 (0)Pharmacological support

No2 (0.1)0 (0)0 (0)2 (0.1)0 (0)Material incentive (behavior)

No2 (0.1)0 (0)0 (0)2 (0.1)0 (0)Self-incentive

No2 (0.1)0 (0)0 (0)2 (0.1)0 (0)Social incentive

No1 (0)0 (0)0 (0)1 (0.1)0 (0)Mental rehearsal of successful
performance

No1 (0)0 (0)0 (0)1 (0.1)0 (0)Reattribution

No1 (0)0 (0)1 (0.9)0 (0)0 (0)Salience of behaviorc

Yes1 (0)0 (0)0 (0)0 (0)1 (0.2)Social reward

Yes0 (0)0 (0)0 (0)0 (0)0 (0)Conserving mental resources

Yes0 (0)0 (0)0 (0)0 (0)0 (0)Graded tasks

Yes0 (0)0 (0)0 (0)0 (0)0 (0)Identity associated with
changed behavior

Yes0 (0)0 (0)0 (0)0 (0)0 (0)Identification of self as role
model

Yes0 (0)0 (0)0 (0)0 (0)0 (0)Information about others’ ap-
proval

Yes0 (0)0 (0)0 (0)0 (0)0 (0)Self-talk

Yes0 (0)0 (0)0 (0)0 (0)0 (0)Social comparison

aIncludes BCTs that were “prompted” rather than directly delivered regardless of whether the BCT Taxonomy v1 (BCTTv1) definition specified that
the BCT can be prompted. For example, the definition in the BCTTv1 for goal setting (behavior) was as follows: “Set or agree on a goal defined in
terms of the behavior to be achieved.” However, this BCT was coded when patients were prompted to set a goal elsewhere as part of the intervention
(eg, by clicking on the “Physical activity goal” tool). Refer to Multimedia Appendix 3 for further details on BCT coding procedures.
bIncrease positive emotions is not listed in the BCTTv1 but was noted by the authors for inclusion in the next version of the taxonomy.
cSalience of behaviors is not listed in the BCTTv1 but has been identified as a new BCT by the authors of this paper.

Comparison With HeLP-Diabetes
There were 32 BCTs specified in the HeLP-Diabetes
intervention (Table 1). Healthy Living included 75% (24/32)
of these BCTs (Table 1). There were an additional 37% (19/51)
of BCTs that were identified in Healthy Living but were not
specified in HeLP-Diabetes (Table 1).

All but one of the self-regulatory BCTs (“commitment”)
specified in HeLP-Diabetes were identified in Healthy Living,
including problem-solving (70/2088, 3.4%), self-monitoring of
outcomes of behavior (68/2088, 3.3%), self-monitoring of

behavior (28/2088, 1.3%), goal setting (for behavior; 60/2088,
2.9%), review behavior goals (42/2088, 2%), action planning
(34/2088, 1.6%), feedback on behavior (14/2088, 0.7%), and
feedback on outcomes of behavior (3/2088, 0.1%; Table 1).
There were also other self-regulatory BCTs identified in Healthy
Living that were not explicitly specified in the HeLP-Diabetes
final report, including goal setting (for outcomes; 15/2088,
0.7%), biofeedback (13/2088, 0.6%), and review outcome goals
(11/2088, 0.5%; Table 1).
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Self-management Content
The number of distinct instances of self-management tasks that
were addressed in Healthy Living is summarized in Table 2.
Most of the Healthy Living intervention addressed medical

management tasks (821/895, 91.7% of all web pages). Emotional
management tasks were addressed in 35.4% (317/895) of all
web pages, and role management tasks were addressed in 30.9%
(277/895) of all web pages.

Table 2. Instances of self-management tasks addressed in Healthy Living.

Healthy Living (all 895 pages;
n=1415), n (%)

Healthy Living components, n (%)Self-management tasks

Email communication
(20 messages; n=7)

“Tools” (39
pages; n=41)

“Find answers”
(583 pages; n=975)

“Learn” (273
pages; n=392)

821 (58)7 (100)38 (92.7)565 (57.9)211 (53.8)Medical

317 (22.4)0 (0)3 (7.3)211 (21.6)103 (26.3)Emotional

277 (19.6)0 (0)0 (0)199 (20.4)78 (19.9)Role

Features of Intervention Delivery

Healthy Living
Multimedia Appendix 6 [14,15,40,44-51] contains a detailed
description of Healthy Living using the TIDieR framework. In
brief, Healthy Living was a free digital NHS service for people
living with T2DM developed for use on a range of digital
devices (ie, smartphones, desktops, and tablets). The website
contained 895 web pages, including information about what
T2DM is, its causes, and how it can be managed and treated;
behavioral advice on diet, physical activity, alcohol, smoking,
and medication adherence; and emotional and practical support.
There were tools for users to set and review goals, make action
plans, and self-monitor. Healthy Living was intended for people
diagnosed with T2DM in England, carers, and health care
professionals. The service was available by self-referral,
although there were ongoing plans to develop primary care
referral once beta testing was complete and once health services
opened up after the COVID-19 pandemic. Technical support
was provided, but there were no health care professionals to
support the use of the website or behavior change.

Comparison With HeLP-Diabetes
When comparing Healthy Living with HeLP-Diabetes, there
were similarities in relation to the written content and topics
(eg, understanding diabetes and preexisting interventions) and
types of materials (eg, articles, videos, and tools).

However, there were a number of important differences
(summarized in Table 3). The HeLP-Diabetes intervention
offered patients facilitated access through a 5- to 10-minute
onboarding process with a health care professional in primary
care. There were ongoing plans to develop primary care and
community hub referral pathways for Healthy Living, but there
were no plans to include facilitated access by a health care
professional. The Healthy Living website also included an
additional structured curriculum, which was based on the
HeLP-Diabetes: Starting Out course developed after the RCT
by the HeLP-Diabetes team [15]. However, this structured
curriculum was not included in the original HeLP-Diabetes
intervention tested in the RCT. Features of the HeLP-Diabetes
website that were not retained in Healthy Living included a
moderated forum (where users could interact with other users
and ask health professionals questions) and a health record
(where users could record and keep track of appointments and
tests with health care professionals).
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Table 3. Summary of differences in the features of delivery between Healthy Living for People With Type 2 Diabetes (HeLP-Diabetes), HeLP-Diabetes:
Starting Out, and Healthy Living.

“Healthy Living”“HeLP-Diabetes: Starting Out”“HeLP-Diabetes” (RCTa version)Feature

Self–sign-up (plans to develop referrals
through primary care and community
hubs but no facilitated access)

Self–sign-up, with optional telephone
support for those who had difficulty
registering or using the website

Facilitated access by a practice nurse
through a 5- to 10-minute appointment

Registration

3 sections, 895 pages5 sections, with selected content from
HeLP-Diabetes; users also had access to
the HeLP-Diabetes website via a com-
mon home page

8 sections, 560 pagesSize of website

Linear and nonlinear—users worked
through modules one by one but also had
access to the nonlinear component,
where they could dip in and out of sec-
tions as they pleased in any order

Linear and nonlinear—users worked
through modules one by one but also had
access to the nonlinear component,
where they could dip in and out of sec-
tions as they pleased in any order

Nonlinear—users could access any part
of the website and dip in and out as they
pleased in any order

How the intervention
was delivered

Structured curriculum—users had access
to a series of modules that could be
worked through in a spiral fashion

Structured curriculum—users had access
to a series of modules that could be
worked through in a spiral fashion

No curriculum—users could choose
which topics to access depending on in-
terest

Curriculum

No moderated web-based forum or tai-
lored support

Users had access to the HeLP-Diabetes
nonlinear website, where they could ac-
cess the web-based forum, “Ask the Ex-
pert,” and all the additional tailored re-
sources

There was a moderated web-based forum
where users could interact with other
users, and there was an “Ask the Expert”
option where users could ask health
professionals questions; additional re-
sources included local resources tailored

to the CCGb and a list of frequently
asked questions

Forum and help

No health record, but an HbA1c tracker
was offered

Users had access to the HeLP-Diabetes
website, where they could record and
keep track of health care appointments
and test results

Users could record and keep track of
appointments with health care profession-
als and of the results of tests used to
monitor diabetes (eg, HbA1c, blood
pressure, cholesterol level, and kidney
and liver function)

Health record

Information leaflets for patients in prima-
ry care

No physical materials were offeredPractice nurses were provided with
training leaflets for facilitated access;
information leaflets for patients

Physical materials

Emails onlyEmails onlyEmail, SMS text message reminders, and
follow-up phone calls

Engagement

aRCT: randomized controlled trial.
bCCG: clinical commissioning group.

Qualitative Interviews

Participants
A total of 9 participants were interviewed, including
stakeholders from the HeLP-Diabetes academic team (n=5,
56%), the NHS England diabetes program team (n=1, 11%),
and the service provider (n=3, 33%). Most interviews (8/9, 89%)
were carried out between May 2021 and June 2021, and 11%
(1/9) of the interviews were conducted in September 2020.
Interviews lasted between 46 and 102 (mean 70) minutes.

A total of 3 overarching themes were identified: changes because
of scalability issues, changes to improve user engagement and
outcomes, and digital development challenges.

Theme 1: Scalability Issues
The NHS England interviewee indicated that some features
from the original HeLP-Diabetes intervention were not
implemented as there were fewer resources (staff and time)

within general practices compared with the RCT to deliver these
features at scale. Issues of scalability predominantly related to
features that required additional support from health care
professionals.

Subtheme 1.1: Fewer Resources Available to Provide
Facilitated Access

The NHS England interviewee reported that health care
professionals would be unable to spend time supporting patients
to register and onboard them to the intervention because of
capacity issues and time constraints that were not necessarily
an issue in the RCT. Interviewees from the HeLP-Diabetes team
said that they encountered similar difficulties in their
implementation research, which was conducted in parallel to
the RCT:

We already felt that it wasn’t scalable and that we
were already very aware that it would have been a
big request of general practices to spend time
onboarding the user, when we were already aware
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of some of the capacity issues and time constraints
within an annual review already...We worked with
the early engagement areas to sort of validate that
understanding and it was a universal confirmation
that they would not implement if we maintained that
onboarding mechanism. [Participant 4, NHS England]

When asked about the implications of removing facilitated
access to the intervention, the NHS England interviewee
believed that it would not necessarily have a negative impact
on patients as the program would still involve referral from a
health care professional, thus retaining the trust associated with
health care professional recommendations. This interviewee
also believed that removing facilitated access increased buy-in
from health care professionals, which was important to
encourage patient referrals to the intervention.

Although acknowledging implementation issues, interviewees
from the HeLP-Diabetes team suggested that facilitated access
was an important component of the original intervention to
support people with lower education or limited computer skills:

Our ideal model was facilitated access. Someone from
the surgery, it didn’t have to a doctor, but maybe a
nurse or someone like that could sign you up thereby,
signposting that this was a recommended intervention,
but also help overcome any initial inertia of a digital
device, showing people around, this is how you can
log on, this is your password. [Participant 2,
HeLP-Diabetes]

Subtheme 1.2: Omission of the Moderated Web-Based
Forum

The service provider was informed by the HeLP-Diabetes team
that the uptake of the forum was quite low in the RCT, in part
because the RCT did not “reach the critical mass of users to
populate the forum” (participant 1, HeLP-Diabetes). As a result,
participants generally reported that the moderated forum was
not perceived to be an integral feature of the intervention.
Therefore, the service provider preferred not to invest substantial
staff time in the moderation of a web-based forum, which had
been underused in the RCT, and this was supported by NHS
England:

The decision was made to drop that particular feature
of the programme [the moderated forum]. So, it was
obviously partly because we had heard from the HeLP
team that the uptake had not been great, and then
there was also not the resource to support it in the
way it would need. [Participant 9, service provider]

Subtheme 1.3: Encouraging Users to Seek External Support

The moderated forum in the original HeLP-Diabetes website
included an “Ask the expert” option, where users could submit
questions to a health care professional as “a way of getting help
and advice” (participant 3, HeLP-Diabetes). However, the
interviewee from NHS England believed that this was not a
scalable option for a national program because of limited
resources. Furthermore, providing clinical advice would require
access to patient medical records and, without this, the service
provider would only be able to provide generic advice:

[‘Ask the expert’] wasn’t a scalable option for the
programme...There’s information for a user to
self-manage, but there is clear direction throughout
the programme that if they need something specific
for their self-management, that they need to speak to
their own healthcare professional. [Participant 4,
NHS England]

Theme 2: Improving User Engagement and Outcomes
The service provider believed that the original HeLP-Diabetes
website needed modifying to improve engagement and outcomes
for users.

Subtheme 2.1: Perceived Importance of the Structured
Curriculum

On the basis of their experiences from other projects, the service
provider believed that the structured curriculum (“Learn”)
provided the most effective way of improving patient outcomes
and monitoring patients’ progress. As a result, they perceived
the structured curriculum “as the core content” (participant 7,
service provider) and wanted most patients to use the structured
curriculum, although they acknowledged that some users would
prefer to engage in free exploration that was offered in the “Find
answers” component of Healthy Living:

We are quite geared towards encouraging people to
the Learn Journey because it is a structured
programme, it quite often will get better results. Like
we’ve seen in other programmes, if someone
completes a certain percentage of a learning
programme, they’re more likely to achieve the
outcomes and the goals that they’re setting alongside
it. [Participant 9, service provider]

When originally designing the intervention, interviewees from
the HeLP-Diabetes team expressed difficulties in grappling with
the decision of whether to include a structured curriculum. Even
though the evidence base suggested that a structured curriculum
was more likely to be effective, participants’ main concern was
that it was difficult to get users to complete an entire curriculum,
especially without additional support or encouragement.
Interviewees from the HeLP-Diabetes team explained that
patients in their qualitative research said that they would prefer
to have access to self-management information as and when
they needed it rather than having the burden of completing
modules in a prescribed manner; this was a key factor in not
including a structured curriculum in the original HeLP-Diabetes
intervention:

There was definitely a big debate in it, because I think
in the literature there was some evidence to say if it’s
structured it’s more likely to be effective, but in all
of our qualitative work, people didn’t want it like that.
But I know we did have a bit of back and forth, but
we were mainly led from our work with people that
were going to use it, who just sort of said that that
would really put them off using it full stop, if it was
that sort of more structured, and that they felt that
they just wanted to come and be able to dip in and
dip out, search for things, and use bits from websites
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that they felt they needed in that moment. [Participant
3, HeLP-Diabetes]

Subtheme 2.2: User Research

An independent user research organization was commissioned
by NHS England to conduct user research to inform the
development of Healthy Living. This was required as part of
the UK Government Digital Service Standard [44] that was
originally published in 2016. This user research was perceived
as having a positive impact on user engagement, especially as
the original HeLP-Diabetes website was perceived as
“overwhelming” (participant 4, NHS England) and “visually
cluttered” (participant 9, service provider). Interviewees from
the service provider reported examples in which this user
research led to modifications of the original HeLP-Diabetes
website, often because of changes in how people now use digital
technology:

The medication tracker was not a particularly popular
one [from user research]. I think, if I remember
rightly, I think in the time that the HeLP programme
was live, people have become a lot more dependent
on a mobile phone for their reminders and prompts
and things like that, and the notion of using a
third-party website to support that was perhaps a bit
less attractive to people by that point. [Participant 9,
service provider]

Subtheme 2.3: Data-Driven Optimization of the Intervention

Participants recognized the potential of using data analytics to
assess and iteratively modify the website to improve user
engagement over time. The service provider described how they
planned to continually use real-time data to improve the website
as they did not perceive the current website as the definitive
version:

You also have real time analytics, so that you can
then start to evolve that programme in real time to
optimise retention, completion outcomes. [Participant
6, service provider]

Theme 3: Digital Development Challenges
The service provider experienced a number of digital challenges
when developing the original website.

Subtheme 3.1: Adhering to Digital Standards

The service provider emphasized the challenges of adhering to
digital standards, including the UK Government Digital Service
Standard [44], Web Content Accessibility Guidelines [45],
Digital Technology Assessment Criteria [46], and NHS Digital
content [47] and style guidelines [48]. The service provider had
to reformat a lot of the original content to abide by these
standards, which included “making the content more readable
for the average reader” (participant 4, NHS England), “reducing
some of the repetition” (participant 9, service provider), and
“reformatting the way that the information is provided so that
it is in smaller chunks” (participant 4, NHS England). This
process of adapting the content to meet digital standards was a
new experience for the service provider and was perceived as
arduous, especially given the sheer amount of content on the

original website. Despite these challenges, interviewees from
the service provider were pleased with the end result:

We’ve certainly had quite a steep learning curve
around the GDS [Government Digital Service]
assessment process that sits alongside the work, that
was kind of a new area for us, and I think for many
of the NHS team as well...I would say we’ve learned
an awful lot in the process of this project around GDS
in itself, but I think we’re at a point now where what
we have is a good product. [Participant 9, service
provider]

Subtheme 3.2: Lack of Iterative Development Over Time

The service provider said that the HeLP-Diabetes website had
not undergone any iterative development for a number of years,
which was an issue owing to the significant level of
technological evolution in the time since the original website
was developed. The service provider felt that they had to
significantly update the website in line with current user
expectations of a digital service. Interviewees from the
HeLP-Diabetes team acknowledged that they had limited
internal web development expertise, which was problematic for
developing the website and keeping it up-to-date with advances
in technology:

As a research project that’s fundamentally not based
in tech, an outside company came in and did the tech
for us. But I think that was a real limitation in terms
of keeping up to date with the tech and helping the
intervention adapt change to the different ways in
which people engage with physical content.
[Participant 2, HeLP-Diabetes]

Subtheme 3.3: Reverse Engineering the Original Website

The service provider explained that they did not receive any
documents to help them build the original website, such as a
site map or a master file of content, which is what would usually
happen in other similar digital projects that they had worked
on. This meant that they were forced to spend a lot of time
working out what the original content was and how it was
structured to “reverse engineer the website” (participant 6,
service provider). An interviewee from the service provider
highlighted the difficulties of translating the underlying theory
and BCTs into a digital service:

People talk a lot about behavioural frameworks and
behaviour change techniques. And then, they talk very
little about how they’ve operationalised them in a
digital service. And I think there’s a big gap there,
because it’s easy to write a behavioural framework,
it’s hard to show how it works in the digital
intervention. [Participant 6, service provider]

Discussion

Summary of Principal Findings
The national rollout of Healthy Living included all but one
(“commitment”) of the self-regulatory BCTs that were specified
in the original HeLP-Diabetes intervention, including goal
setting, self-monitoring, and problem-solving. Healthy Living
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predominantly addressed medical self-management tasks
(821/895, 91.7% of web pages) but also addressed emotional
(317/895, 35.4% of web pages) and role (277/895, 30.9% of
web pages) self-management tasks. Therefore, the national
rollout of Healthy Living had good fidelity to the BCT and
self-management content of HeLP-Diabetes.

However, there were a number of changes to features of delivery
during the national rollout, two of which are most noteworthy.
First, the Healthy Living service included an additional
structured learning curriculum that was developed after the RCT
by the HeLP-Diabetes team but was not part of the
HeLP-Diabetes intervention tested in the RCT. Second, Healthy
Living did not implement features that required health care
professional support as NHS England believed that they were
not scalable. The interviewees described how the service
provider had to substantially reformat the content of the original
HeLP-Diabetes website to make it more usable and accessible,
which was a requirement to meet digital standards to allow the
intervention to be scaled up for national implementation in the
NHS.

Strengths and Limitations
This fidelity analysis used 3 coding frameworks to assess every
page of the Healthy Living website and all email
communications offered to users, thus providing a
comprehensive fidelity assessment. The authors developed a
bespoke framework to assess self-management tasks as existing
taxonomies were insufficient to code other aspects of
interventions beyond behavior change; to the authors’
knowledge, this study is the first to quantify the
self-management content of an intervention. Further work is
needed to develop this self-management coding framework to
ensure applicability for a broad range of interventions and
chronic conditions and validate the framework. Although the
qualitative sample was small, there were only a limited number
of stakeholders with a high level of involvement in the
intervention development process (ie, we included all the
population of interest). A further strength is that this study was
conducted independently of those involved in the development
of the intervention, which is rare in previous fidelity assessments
[52].

Nevertheless, there are limitations to consider. This study was
conducted at a relatively early phase in the development of
Healthy Living, so there may be further changes to the website
that would potentially alter these findings. This is a common
challenge when assessing the fidelity of digital interventions
because of the fast-moving pace of digital technology [53]. This
evaluation was also conducted before the national
implementation of primary care referral pathways into Healthy
Living, which was delayed because of disruptions caused by
the COVID-19 pandemic. However, as of September 2021,
NHS England and the service provider had no plans to provide
facilitated access or make major changes to the website content,
so it is unlikely that conducting this evaluation when primary
care referrals are implemented will alter the conclusions. Finally,
the authors could not precisely compare the number of instances
of BCTs and self-management tasks between Healthy Living
and HeLP-Diabetes as the original HeLP-Diabetes website was

not available to us, having been discontinued at the time of
evaluation. Not having access to the original intervention
website is an example of one of the many challenges of a fidelity
evaluation conducted by a research team that is independent of
those who developed the original intervention. Instead, we relied
on published papers relating to HeLP-Diabetes, which described
the BCT and self-management task content in great detail but
did not specify where on the website they occurred or how often.

Comparison With Prior Work
To the authors’ knowledge, this is the first in-depth fidelity
assessment of a nationally implemented digital diabetes
self-management intervention. The findings reported in this
paper are in line with research assessing the fidelity of design
of the NHS Digital Diabetes Prevention Programme
(NHS-DDPP), a behavioral intervention for people identified
as at high risk of developing T2DM. The researchers found that
85% of the BCTs outlined in the NHS-DDPP specification
(which emphasized the importance of self-regulatory BCTs)
were included in the service providers’ intervention plans [54].
In contrast, a similar evaluation of the face-to-face version of
the NHS Diabetes Prevention Program found that only 37% of
specified BCTs were delivered during the program [55], and
some core self-regulatory BCTs were underdelivered in the
observed sessions, such as goal setting, which was delivered in
52.5% of sessions [56]. Healthy Living compares favorably
with these other interventions, with 75% (24/32) of the BCTs
specified in HeLP-Diabetes identified in Healthy Living,
including all but one of the self-regulatory BCTs (Table 1). An
explanation for the 25% (8/32) of BCTs missing in Healthy
Living may be that information on the BCT content was
distributed across multiple documents and was not collated for
the service provider; this contrasts with the NHS Diabetes
Prevention Programme and NHS-DDPP, where there were
prespecified lists of BCTs that were stipulated to be delivered.
The high fidelity of BCTs in digital interventions compared
with face-to-face interventions is in line with the literature,
which suggests that digital interventions may achieve higher
fidelity as they do not rely on human delivery [57].

There were 46% (43/93) of possible BCTs offered in the Healthy
Living service, which is high compared with other digital
self-management interventions. For instance, a systematic
review of 8 digital self-management interventions for people
with T2DM found that the highest number of BCTs in an
intervention was 14 [58]. This is important given that digital
behavior change interventions that use more BCTs have been
found to have larger effect sizes compared with interventions
that use fewer BCTs [59]. Healthy Living also compared
favorably with most consumer-facing smartphone apps, which
have been found to implement a very limited number of BCTs
[60] and often lack firm grounding in theory or evidence [61].

It is important that Healthy Living addressed all aspects of
self-management, including emotional management, as previous
intervention research suggests that addressing the emotional
and psychological aspects of T2DM can reduce diabetes distress
and improve HbA1c levels [62-65]. Previous digital
interventions for people with T2DM have predominantly focused
on providing information and behavior change support but less
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so on emotional self-management [66-69]. Hence, there have
been calls for more emotional and psychological support to be
embedded within routine diabetes care [70,71].

Implications for Healthy Living
Facilitated access was not implemented in Healthy Living as
there were fewer resources within the NHS than in the RCT to
provide this support on a national scale. However, the
HeLP-Diabetes team believed that facilitated access was
important to encourage uptake, especially for those who have
lower levels of education. This belief may stem from the
HeLP-Diabetes implementation research, which found that “the
self-sign-up model was associated with users who were better
educated and had rated their computer skills as advanced” [20]
when compared with the version of HeLP-Diabetes that retained
facilitated access. Additional resources may need to be allocated
to those Healthy Living users who might benefit from extra
assistance to sign up or use the service to ensure that the
intervention does not inadvertently contribute to a widening of
health inequalities.

NHS policy recommends that all diabetes self-management
education interventions contain a structured curriculum with
clear learning objectives, which meant that a structured learning
curriculum was required for national implementation. However,
the stakeholder interviews in this study suggested that there is
ambivalence as to whether having a structured curriculum would
be more effective than a website with no structured curriculum.
The evidence generally indicates that structured education
interventions are effective but only if patients sufficiently engage
with the intervention [72], something that is difficult to achieve
for diabetes self-management education [15]. Given the low
uptake previously observed in the HeLP-Diabetes: Starting Out
intervention [15], improving engagement with Healthy Living
will be critical for intervention effectiveness as the frequency
and intensity of digital intervention use are thought to be
important in achieving desired outcomes [72].

Implications for Practice
The important changes from the original HeLP-Diabetes
intervention were associated with the implementation challenges
of going from an RCT to a scaled-up national program. The
service specification from NHS England indicated that the
service provider should aim to retain fidelity to the original
intervention approach that has been evidenced in the
HeLP-Diabetes RCT. Although expecting perfect fidelity is
unrealistic when moving from controlled to real-world settings
[73], there were 2 main problems associated with this approach
of aiming to retain fidelity to the intervention from the RCT for
the national rollout of Healthy Living.

First, the original RCT had significant dedicated resources that
enabled a more intensive intervention through the use of
dedicated health care professional support, for example, through
facilitated access to support the user registration process. It was
clear from the interviews that providing this level of intensity
was not feasible in a scaled-up national program. The
HeLP-Diabetes team originally identified this as a potential
issue during their implementation research but, as this research

was conducted in parallel to the RCT, it did not inform the
intervention design in the RCT.

The second problem was the sheer length of time from when
the HeLP-Diabetes intervention underwent testing in a trial in
2013 to the subsequent procurement of Healthy Living in 2019.
This meant that, by the time the website from the RCT was due
to be rolled out, it required adaptation to be consistent with the
new clinical and technological environment in which it was
being implemented, including changes in policy, advances in
digital technology, and new standards for providing digital
services.

This highlights the importance of considering implementation
challenges at earlier phases of intervention development to
reduce the level of adaptation necessary for scaling up an
intervention to real-world contexts (often called a “scale-up
penalty” [73]). Addressing this issue is likely to require a shift
in the way that academic health research is funded as funding
is often focused on commissioning research on effectiveness
rather than on the implementation stages of digital development,
both of which are necessary to create effective digital
interventions that are implementable outside the context of
clinical trials [74]. Health funding needs to accommodate faster
and more efficient methods of evaluation that enable the iterative
development of digital interventions across their life cycles
[75,76], such as the Multiphase Optimization Strategy [77].
There appears to be growing recognition of this. For example,
the National Institute of Health and Care Excellence recently
published an Evidence Standards Framework for Digital Health
Technologies to develop standards that ensure that new digital
technologies are not just clinically effective and cost-effective
but also enable a more dynamic approach to digital development
and delivery [78]. As innovation in digital technology becomes
increasingly rapid and as the NHS becomes increasingly digital,
a more flexible approach to the way research is funded and
conducted will become even more important.

This study highlighted the importance of multidisciplinary teams
during the intervention development process and throughout
implementation. Although HeLP-Diabetes had multidisciplinary
working groups of service users, clinicians, and researchers, the
internal HeLP-Diabetes academic team did not have the
professional digital development and design knowledge required
to iteratively develop a high-quality product that met evolving
user expectations and digital standards. Similarly, during
national implementation, the service provider reported
difficulties in translating the underlying theoretical models into
a digital program. Effective operationalization of BCTs to a
digital context is currently underdeveloped within academic
research [79], so it is unsurprising that the service provider
experienced difficulties in translating BCTs into digital content.
Addressing the barriers to multisectoral collaborations in digital
health intervention research is necessary to ensure that expertise
in health and digital software development is integrated across
all stages of development, evaluation, and implementation of
digital health interventions [74].

Future Research
The authors of this study are conducting other streams of work
in relation to the fidelity of the Healthy Living service, which
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will involve analyzing use data to assess how much of the
intervention content is actually engaged with by users, as well
as interviews with Healthy Living users to explore how the
intervention is understood and experienced. This future research
will help address some of the uncertainties identified in this
study, such as the impacts of the 2 important changes in Healthy
Living (lack of facilitated access and inclusion of structured
education) on user engagement and experiences. This future
research will also look at the extent to which Healthy Living
users need tailored self-management support to help their own
individual needs given that evidence suggests that
self-management needs to be orientated to a person’s individual
needs [80].

Conclusions
This mixed methods study found that the national rollout of
Healthy Living had good fidelity to the BCT and
self-management content of HeLP-Diabetes. However, this
study identified important changes that were attributable to the
challenges of scaling up a digital intervention from an RCT to
a nationally implemented intervention, mainly because of fewer
resources available in practice and the length of time since the
RCT. This study demonstrates the importance of considering
implementation throughout all phases of intervention
development and testing to reduce the level of adaptation
necessary for scaling up an intervention to real-world contexts.
Greater collaboration between academic researchers and digital
development experts is needed to produce evidence- and
theory-informed digital health interventions that are usable and
accessible enough to meet digital standards.
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HeLP-Diabetes: Healthy Living for People With Type 2 Diabetes
NHS: National Health Service
NHS-DDPP: National Health Service Digital Diabetes Prevention Programme
RCT: randomized controlled trial
T2DM: type 2 diabetes mellitus
TIDieR: Template for Intervention Description and Replication
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Abstract

Background: There is an urgent need to reduce society’s meat consumption to help mitigate climate change and reduce
noncommunicable diseases.

Objective: This study aimed to investigate changes in meat intake after participation in an online, multicomponent, self-regulation
intervention.

Methods: We conducted a pre-post observational study among adult meat eaters in the United Kingdom who signed up to a
website offering support based on self-regulation theory to reduce meat consumption. The program lasted 9 weeks (including a
1-week baseline phase, a 4-week active intervention phase, and a 4-week maintenance phase), comprising self-monitoring, goal
setting, action planning, and health and environmental feedback. Meat intake was estimated during weeks 1, 5, and 9 using a
7-day meat frequency questionnaire. We analyzed the change in mean daily meat intake from baseline to week 5 and week 9
among those reporting data using a hierarchical linear mixed model. We assessed changes in attitudes toward meat consumption
by questionnaire and considered the acceptability and feasibility of the intervention.

Results: The baseline cohort consisted of 289 participants, of whom 77 were analyzed at week 5 (26.6% of the baseline sample)
and 55 at week 9 (71.4% of the week 5 sample). We observed large reductions in meat intake at 5 and 9 weeks: –57 (95% CI –70
to –43) g/day (P<.001) and –49 (95% CI –64 to –34) g/day (P<.001), respectively. Participants’ meat-free self-efficacy increased,
meat-eating identities moved toward reduced-meat and non–meat-eating identities, and perceptions of meat consumption as the
social norm reduced. Participants who completed the study reported high engagement and satisfaction with the intervention.

Conclusions: Among people motivated to engage, this online self-regulation program may lead to large reductions in meat
intake for more than 2 months, with promising signs of a change in meat-eating identity toward more plant-based diets. This
digital behavior change intervention could be offered to complement population-level interventions to support reduction of meat
consumption.

(J Med Internet Res 2022;24(12):e37389)   doi:10.2196/37389

KEYWORDS

self-regulation; self-monitoring; goal setting; meat intake; meat reduction; multi-component intervention; health; nutrition; diet

Introduction

Population-level changes in meat consumption are needed to
help mitigate climate change and reduce noncommunicable
diseases. The livestock sector is a leading contributor to

environmental degradation [1], while a high intake of meat,
particularly red and processed meat, has been linked to type 2
diabetes, cardiovascular disease, and some forms of cancer [2].
There is a growing interest in reduced-meat diets, primarily for
health reasons, but also because of concerns regarding animal
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welfare and the environment [3]. According to UK public
attitude surveys, 65% of people surveyed in 2020 were willing
to consider eating less meat [3], up from 35% in 2014 [4]. Meat
substitutes are also rising in popularity; a trend analysis of the
UK National Diet and Nutrition Survey (NDNS) found that
their consumption has almost doubled in the last decade [5],
and market research data suggests the number of British people
eating these products has increased from 50% in 2017 to 65%
in 2019 [6]. However, meat consumption in the United Kingdom
is decreasing only slowly (–17 g/capita/day; –17% in the last
decade) [7], suggesting people need more support to enact their
intentions to reduce meat in their diet and close the
intention-behavior gap.

Individual-level interventions (targeting our conscious and
reflective decision-making processes) can complement
interventions at a population level (targeting automatic,
nonconscious processes) [8], but need to be delivered at scale
[9-11]. Using digital technology (eg, mobile apps, interactive
websites, and text messaging) is a promising approach to
providing scalable, cost-effective interventions [12], and
evidence suggests this approach can help promote a range of
healthy behaviors [12-15]. Previous research has noted that
these interventions need to be thoroughly grounded in behavior
change theory [16].

We recently developed an online multicomponent intervention,
OPTIMISE (Online Programme to Tackle Individual’s Meat
Intake Through Self-regulation), based on self-regulation theory
to support individuals in reducing their meat consumption. The
intervention guides individuals through a self-regulation process
of self-monitoring, goal setting, learning about the health and
environmental impact of their meat intake, action planning, and
regular reflection. We tested its effectiveness in a randomized
controlled trial (RCT) [17] among adults who ate meat very
regularly (≥5 times per week), and found it led to significant
reductions in meat intake: a 40 g/day greater reduction, relative
to the control group, at 5 weeks. Identifying effective and
potentially scalable interventions that can support people’s
efforts to enact their intentions to eat less meat is imperative to
improve both planetary and human health.

This population-based cohort study builds upon our previous
RCT and aims to investigate whether this online self-regulation
intervention is effective in helping the general population in the
United Kingdom who eat at least some meat to reduce their
meat intake. A secondary aim was to investigate the adherence
to and acceptability of the intervention.

Methods

Study Design and Setting
We conducted a cohort study among UK adults using
OPTIMISE, an online program to support meat reduction based
on self-regulation theory. All aspects of the study were delivered
remotely through a website developed specifically for the

intervention, through which all data collection took place
between May 28, 2021, and December 13, 2021.

Ethics Approval
This study was granted ethical approval by the Central
University Research Ethics Committee of the University of
Oxford (R71430/RE003).

Participant Recruitment
We made the website publicly available and signposted it to
people over 6 months through public engagement events across
the United Kingdom via our research team’s website and social
media presence, as well as online newsletters and volunteer
databases (eg, Research for the Future) [18]. Everyone who
accessed the OPTIMISE website was offered the opportunity
to sign up as a study participant or use the program
independently on their own. Recruitment closed 1 month after
our last public engagement event.

People interested in taking part in the research completed a
screening questionnaire to assess eligibility (participants were
aged 18 years or older, were resident in the United Kingdom,
were meat eaters, and wanted to reduce their meat intake), and
they provided consent for participation in the study before
registering with the OPTIMISE website using their email
address. Participants who completed the program were entered
into a raffle to win a £100 (US $122.53) digital gift card (1 gift
card was available for every 50 participants).

Study Procedures
The study lasted 9 weeks (including a baseline week of
self-monitoring meat consumption, a 4-week active intervention
phase, and a 4-week maintenance phase; Figure 1), with 3 data
collection weeks: baseline (week 1), first follow-up (week 5)
and second follow-up (week 9). After registering with the
OPTIMISE website, participants were presented with
information regarding the health and environmental benefits of
eating less meat (Multimedia Appendix 1). Participants then
completed a baseline questionnaire that asked about their
demographic characteristics, dietary restrictions, and attitudes
toward meat consumption. The attitudes assessed were
meat-eating identity, meat-free self-efficacy (adapted from
Lacroix and Gifford’s self-efficacy scale [19]), motivation to
reduce meat consumption, perception of meat consumption as
the social norm (consisting of the 4 N’s—the belief that eating
meat is “natural, normal, necessary, and nice” [20]), and social
support for meat reduction. Full details are provided in
Multimedia Appendix 2. Participants repeated the attitude
questionnaire at both follow-ups (at weeks 5 and 9). Meat
consumption was measured daily during the 3 data collection
weeks using a specific meat frequency questionnaire [21]. This
questionnaire asked participants to report the number of servings
of individual meat and seafood items they consumed in the
previous 24 hours. Serving sizes were based on underlying
portion size data from the UK Food Standards Agency combined
with estimates of meat content from composite dishes from the
UK NDNS [22,23].
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Figure 1. Procedure of the OPTIMISE (Online Programme to Tackle Individual’s Meat Intake Through Self-regulation) study.

The Intervention
The full intervention has been described in detail previously
[17]. In short, on the last day of the baseline week, participants
received feedback on the health and environmental impacts of
their total meat consumption and red meat consumption. They
were then presented with a list of 26 meat consumption
reduction actions across 6 categories that they could preselect
for the upcoming weeks: (1) “preparing to change”; (2) “try
swapping out meat for veg”; (3) “try something new”; (4) “cut
out specific animal products”; (5) “limit intake of animal
products”; and (6) “get family and friends involved”
(Multimedia Appendix 3). The participants were also prompted
to set themselves a goal to reduce their meat consumption. Every
day throughout the active intervention phase (ie, weeks 2-5),
participants self-monitored their meat consumption and planned
a meat reduction action. Each subsequent morning they were
asked if they had managed to perform their action on the
previous day; if they had not, they were asked to reflect on what
they could do differently next time. At the end of each week of
the active intervention phase, the participants received feedback
on how their meat consumption compared to baseline
(Multimedia Appendix 4), and they were asked to reflect on
how useful they found the actions they had chosen that week.
At the first follow-up (week 5), participants completed an
intervention evaluation questionnaire. During the 4-week
maintenance phase (ie, weeks 6-9), the participants were asked
to continue performing the actions they found useful during the
active intervention phase offline, with no web sessions to
complete.

Outcome Measures
The main outcome measure was the change in mean daily meat
consumption from baseline to week 5, measured by the daily
meat frequency questionnaires [21]. We also assessed the change
in (1) total mean daily meat consumption from baseline to week
9, (2) total mean daily meat consumption from week 5 to week
9, and (3) mean daily consumption of meat subtypes comprising
red meat and processed meat from baseline to weeks 5 and 9.

We also explored the predictors of change in meat intake and
change in attitudes toward meat consumption from baseline to
weeks 5 and 9. We assessed adherence to the intervention as
the proportion of the 42 sessions participants completed and
the acceptability of the intervention based on responses to the
intervention evaluation questionnaire.

Statistical Analysis
All statistical analyses were conducted in Stata/IC (version
14.1). P<.05 was set to denote statistical significance. We
published a statistical analysis plan on the Open Science
Framework preceding the analyses on October 18, 2021 [24].

For each participant and time point (baseline, week 5, and week
9), we calculated mean total daily intakes of all meat and meat
subtypes (ie, red meat and processed meat). The main analysis
used a hierarchical linear mixed model with fixed effects for
“time point” and random effects for “participant” to investigate
whether meat consumption at weeks 5 and 9 differed
significantly from baseline. As prespecified in our statistical
analysis plan, days in which reported meat intake exceeded 1.5
kg were excluded, as we deemed this implausible. We identified
no confounding variables through univariable regressions and
so the model was unadjusted.

To analyze the predictors of change in mean daily meat
consumption from baseline to week 5, we used a multivariable
linear regression model with change in meat consumption as
the dependent variable and possible predictors included in one
single model. The predictors were age, gender, ethnic group,
highest educational qualification, household size, annual
household income, the response to “currently trying to lose
weight” (yes/no), dietary restrictions, baseline meat
consumption, baseline attitudes toward meat (ie, meat-eating
identity, including non–meat eater, reduced-meat eater, and
meat eater; mean meat-free self-efficacy; meat reduction
motivation; mean meat consumption social norms; and meat
reduction social support), tertiles of engagement (based on the
percentage of sessions participants completed throughout the
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active intervention phase), and the number of action categories
tried at least once.

We used hierarchical linear mixed models to investigate changes
in attitudes toward meat (ie, meat-free self-efficacy, meat
reduction motivation, meat consumption social norms, and meat
reduction social support), between baseline and weeks 5 and 9.
Due to multicollinearity between tertiles of engagement and
meat-eating identity changes, we used the chi-square
goodness-of-fit test to explore the proportions of each
meat-eating identity at both follow-ups compared to baseline.
Written feedback collected from participants as part of the
intervention evaluation questionnaire was analyzed qualitatively
using inductive thematic analysis in NVivo 12 (QSR
International) [25].

Sensitivity analyses were performed using 2-tailed independent
t tests (for normal continuous data), Mann-Whitney U tests (for
skewed continuous data), and chi-square tests (for categorical
data) to explore baseline differences in participants who did not
provide any outcome data (ie, who did not complete any sessions
in week 5) and those who did.

Exploratory Analyses
To explore barriers to adherence to participants’ chosen meat
reduction actions, we analyzed the free-text responses to the
daily action completion question when participants indicated
they had not managed to perform their action using inductive
thematic analysis [25].

Results

Participants
A total of 566 individuals signed up to the study website, 59 of
whom requested their account (and subsequently all their data)
be deleted before the end of the study. We were unable to
establish which of these 59 individuals were study participants
and which were independent users. Of the remaining 507
individuals for whom we had data, 120 registered as independent
users and 387 registered as study participants.

Of the study participants, 82 did not complete any baseline
sessions, 3 did not complete the baseline demographics
questionnaire, and 7 reported no meat consumption during the
baseline week. Six participants were excluded as they
self-reported eating >1.5 kg of meat per day in every meat
frequency questionnaire they completed. The total baseline
cohort, therefore, consisted of 289 of the 387 registered
participants (74.7%). Participants were aged 18 to 84 years
(mean 46.8, SD 13.8 years), 72.3% (209/289) were female, and
57.1% (165/289) were White British (Table 1). Reported total
meat consumption at baseline was 146 (SD 162) g/day (Table
2).

Eleven participants did not complete their goal setting, preselect
their actions, or both, and a further 201 participants did not
complete any sessions in week 5, leaving 77 participants in our
first follow-up sample (week 5; 26.6% of the baseline sample
of 289 participants). Of these participants, 22 did not complete
any sessions in week 9, leaving 55 participants in our second
follow-up sample (week 9; 71.4% of the first follow-up sample
of 77 participants). Figure 2 depicts a flow diagram of
participants throughout the study.

In the baseline cohort, the most important motivating factor to
reduce meat intake on a scale from 1 (not at all important) to
10 (extremely important) was to help the environment (mean
score 8.6, SD 1.5), followed by health benefits (mean score 7.9,
SD 1.8) and animal welfare concerns (mean score 7.6, SD 2.3).
The mean meat-consumption reduction goal shows participants
on average challenged themselves to reduce their meat
consumption by nearly a quarter (–23%, SD 13%; range
5%-90%).

Participants who dropped out before week 5 were more likely
to be trying to lose weight (P=.03) and were less motivated to
reduce their meat consumption at baseline (P=.02) compared
to those who completed week 5 sessions. No other baseline
measurements differed significantly between these groups
(Multimedia Appendix 5).
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Table 1. Baseline characteristics (N=289).

ValuesCharacteristics

46.8 (13.8)Agea (years), mean (SD)

Gender, n (%)

209 (72.3)Female

78 (27)Male

2 (0.7)Other/prefer not to say

Ethnicity, n (%)

165 (57.1)White British

84 (29.1)White other

17 (5.9)Asian or Asian British

4 (1.4)Black or Black British

18 (6.2)Mixed/other

1 (0.4)Prefer not to say

Highest educational qualification, n (%)

242 (83.7)University degree, NVQb level 4-5 or equivalent, and above

15 (5.2)Other post–high school qualifications

21 (7.3)A-levelsc, NVQ level 2-3 or equivalent

1 (0.4)Apprenticeship

2 (0.7)GCSEd, NVQ level 1, or equivalent

3 (1)Other vocational, work-related qualifications

1 (0.4)No formal qualifications

4 (1.4)Prefer not to say

Household size, n (%)

55 (19)1 person

115 (39.8)2 people

57 (19.7)3 people

48 (16.6)4 people

10 (3.5)5 people

4 (1.4)≥6 people

Annual household income, n (%)

10 (3.5)<£15,000 (US $18,418)

24 (8.3)£15,000-£24,999 (US $18,418-$30,695)

45 (15.6)£25,000-£39,999 (US $30,695-$49,113)

99 (34.3)£40,000-£75,000 (US $49,113-$92,090)

90 (31.1)>£75,000 (>US $92,090)

21 (7.3)Prefer not to say

Currently trying to lose weight, n (%)

198 (68.5)Yes

91 (31.5)No

Dietary restrictionse, n (%)

14 (4.9)Dairy-free

19 (6.6)Gluten-free
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ValuesCharacteristics

3 (1)Fish and shellfish allergy

259 (89.6)None

How participants heard of the program, n (%)

4 (1.4)Public engagement events

6 (2.1)Research team’s website/social media

17 (5.9)Friends or family members

48 (16.6)Social media

181 (62.6)Radio or newspaper

9 (3.1)Volunteer databases

24 (8.3)Other

aAge ranged from 18 to 84 years.
bNVQ: National Vocational Qualification.
cAdvanced level (A-level) qualifications are subject-based qualifications for students aged 16 or older.
dGCSE: General Certificate of Secondary Education.
eParticipants could select multiple answers to this question.

Table 2. Meat consumption and attitudes at baseline and both follow-ups. Estimates are from mixed effects models with fixed effects for “time point”
and random effects for “participant.” The models were unadjusted, as we identified no potential confounders in univariate analyses. Data on meat-eating
identity are shown in Multimedia Appendix 6. Baseline N=289; meat consumption n=77 and n=55 participants at first and second follow-ups, respectively;
attitudinal measures, n= 55 and n=41 participants at first and second follow-ups, respectively.

Second follow-up (week 9)First follow-up (week 5)Baseline,
mean (SD)

P valueMean difference
(95% CI)

Mean
(SD)

P valueMean difference
(95% CI)

Mean
(SD)

Meat consumption (g/day)

<.001–49 (–64 to –34)68 (51)<.001–57 (–70 to –43)61 (50)146 (162)Total meat

<.001–21 (–32 to –10)28 (31)<.001–22 (–32 to –12)27 (33)53 (65)Red meat

<.001–12 (–18 to –5)18 (22)<.001–13 (–19 to –8)17 (23)40 (80)Processed meat

<.001–33 (–48 to –18)46 (48)<.001–35 (–49 to –22)44 (52)92 (121)Red and processed meat

Attitudinal measures

<.001–0.8 (–1.2 to –0.5)2.4 (1.1).09–0.3 (–0.6 to 0.0)2.8 (1.4)3.2 (1.2)Meat-free self-efficacy scorea

.72–0.1 (–0.7 to 0.5)7.7 (2.1).450.2 (–0.3 to 0.8)8.1 (1.6)7.5 (1.6)Meat reduction motivation scoreb

.001–0.4 (–0.6 to –0.1)4.0 (1.1).13–0.2 (–0.4 to 0.0)4.2 (1.2)4.4 (1.0)Meat consumption social norms

scorec

.02–0.8 (–1.5 to –0.1)6.3 (2.5).66–0.1 (–0.8 to 0.5)7.0 (2.6)6.6 (2.5)Meat reduction social support scored

aMean score of 3 self-efficacy questions (“I lack the cooking skills to prepare meat-free meals,” “I don’t know what to eat instead of meat,” and “I don’t
have enough willpower to not eat meat”), measured on a scale from 1 (strongly disagree) to 7 (strongly agree).
bParticipants were asked to respond to the question “How motivated are you to reduce your meat intake beyond the context of this programme?” on a
scale from 1 (not at all motivated) to 10 (extremely motivated).
cMean score of responses to 4 social norm questions using the 4 N’s scale (the belief that eating meat is “natural, normal, necessary, and nice”) on a
scale from 1 (strongly disagree) to 7 (strongly agree).
dParticipants were asked, “How willing are the people you share your meals with to reduce their meat consumption?” on a scale from 1 (not open at
all) to 10 (very open to it).
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Figure 2. Flow chart of participants.

Changes in Meat Consumption
Total mean consumption of meat decreased from baseline to
week 5 by –57 (95% CI –70 to –43) g/day (P<.001) and from
baseline to week 9 by –49 (95% CI –64 to –34) g/day (P<.001).
This included reductions in consumption of red meat and
processed meat of –35 (95% CI –49 to –22) g/day (P<.001) and
–33 (95% CI –48 to –18) g/day (P<.001) at weeks 5 and 9,
respectively (Table 2). The reduction in total meat consumption
from week 5 to week 9 was –8 (95% CI –7 to –23 g/day), but
this was not a significant difference (P=.31).

Predictors of Change
Higher baseline meat consumption was associated with a greater
reduction in meat intake at week 5, with every 1 g of greater
baseline intake predicting a 0.9 g/day greater reduction (95%
CI –1.1 to –0.7; P<.001). Choosing meat reduction actions from
only one category was associated with an increase in meat
consumption from baseline to week 5 of 104 (95% CI 10 to
198) g/day (P=.03). For participants choosing actions from more
than one category, there was no association between the number
of action categories chosen and meat intake reduction. No
demographic characteristics or baseline attitudes toward meat
significantly predicted change in meat intake, nor did tertiles
of intervention engagement (Multimedia Appendix 7).

Changes in Attitudes Toward Meat Consumption
There was a significant change in reported meat-eating identities
toward reduced-meat and non–meat-eating identities from
baseline to both follow-ups (P=.005 at week 5 and P=.002 at
week 9). Forty-four percent (23/52) and 43% (17/40) of
participants described themselves as meat eaters at weeks 5 and

9, down 25 and 30 absolute percentage points from baseline,
respectively (Multimedia Appendix 6). There was no change
in any other attitudinal measures from baseline to week 5. At
week 9, there was an increase in mean meat-free self-efficacy
score (–0.8, 95% CI –1.2 to –0.5; P<.001), a decrease in the
score for perception of meat consumption as the social norm
(–0.4, 95% CI –0.6 to –0.1; P=.001), and a decrease in the score
for perceived social support for meat reduction (–0.8, 95% CI
–1.5 to –0.1; P=.02). There was no change in participants’
motivation to reduce meat intake at either week 5 or 9 (Table
2).

Self-reported Barriers
The most commonly reported barriers for not performing meat
reduction actions were (1) other people (most frequently friends
and family), (2) being too busy and not having enough time,
(3) eating out and the lack of meat-free options available or the
temptation to opt for a meat dish, and (4) eating meat leftovers
and wanting to avoid food waste. Representative quotes are as
follows:

I was not cooking yesterday, and when you’re a guest
I think it’s polite to eat what’s been served.

I was very exhausted today and didn’t have the energy
to make two dishes.

I ate leftover food, my partner had cooked more meat
than the children wanted or needed.

Acceptability and Feasibility
More than 7 out of 10 participants dropped out before week 5
(73.4%, 212/289), but thereafter, 71% (55/77) completed the
study. Of the participants who completed week 5 and week 9,
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78% (60/77) and 98% (54/55) completed at least 80% (34/42)
of the sessions, respectively. Fifty-five participants (71%, 55/77)
completed the intervention evaluation questionnaire at week 5,
rating the usefulness of the intervention components and
additional resources on a scale from 1 (not useful) to 10 (very
useful). Mean scores ranged from 7.2 (SD 2.7) to 9 (SD 1.7)
(Table 3). Participants rated the daily meat consumption tracking
to be the most useful component of the intervention (mean score
8.7, SD 1.6) and the action diary as the most useful additional
resource (mean score 9.0, SD 1.7). Forty-one participants
provided additional feedback as responses to the free text
question; they were largely positive about their experience of
the program. Responses included the following:

In general I’ve found the study interesting and
important. It has been effective to chart and reflect

on my meat consumption, plan for change and see
my evidence of change progressively.

It has helped me to confirm what my personal
stumbling blocks are.

To me, tracking the meat consumption and planning
activities was the best way to help me out eating less
meat, because I’m a naturally planned person.

While some participants said the daily action planning was
helpful, others said they would have preferred weekly actions
to make planning meals in advance for the week easier. Some
participants said they would have liked both social and
competitive elements, allowing them to share their progress
with others and compare their intake with other users or the UK
average, or both.

Table 3. Intervention evaluation questionnaire results. Participants were asked how useful they found the items on a scale of 1 (not useful) to 10 (very
useful). The additional resources were optional and only evaluated by those who reported using them throughout the study.

Respondents, nMean score (SD)Questionnaire items

Intervention components

558.7 (1.6)Tracking your meat consumption on a daily basis

557.6 (2.4)Feedback on the environmental and health impact of your meat consumption

557.2 (2.7)Planning an action on a daily basis to reduce your meat consumption

Additional resources

557.6 (2.4)Weekly action evaluation

39.0 (1.7)Downloadable action diary

38.0 (2.0)Downloadable action overview

108.3 (1.5)Links to other resources

228.2 (1.9)Ability to review your journey

Discussion

Principal Results
We observed significant reductions in meat consumption when
UK adult meat eaters engaged with a bespoke meat-consumption
reduction website and were guided through a process of
self-regulation. Participants reported marked changes in
meat-eating identity toward reduced-meat and non–meat-eating
identities, their meat-free self-efficacy increased, and their
perception of meat consumption as the social norm decreased.
There was a high dropout rate from registration to first
follow-up, but the quarter of participants who provided outcome
data had high engagement with the intervention and rated it
highly, particularly the self-monitoring aspect.

Strengths and Limitations
Strengths of this study were that baseline meat intake was
similar to that of the general UK population [7] and that we
collected detailed estimates of the quantity and type of meat
consumed using a specific meat frequency questionnaire [21].
We recruited participants from the general population through
public engagement events, social media, and broadcast media,
and our results likely reflect the characteristics of people who
were attracted to this type of digital self-help support for dietary
change. The OPTIMISE program was free to use, easy to sign

up to, and easy to try out. To try to mimic “real-world” usage
and minimize researcher bias, the participants had no direct
contact with the researcher, and all aspects of the intervention
were delivered remotely through our study website. Many people
who initially signed up as participants did not complete any
follow-up assessments, suggesting that those included in the
analysis represent a particularly motivated group of people. The
high dropout rate was not surprising, as previous research has
noted that a high level of attrition poses a significant challenge
for digital interventions [26,27], including web-based trials
[28,29]. A recent systematic review of app-based interventions
for chronic disease found dropout rates were high—up to
87%—with higher rates seen in observational studies than RCTs
[26]. Moreover, an observational study testing a healthy-eating
app found less than 3% of users were classed as “active” [27],
with the majority of participants downloading the app and using
it only once. As with other real-world evaluations, another
limitation is that we had no randomly assigned control group
and cannot infer a causal link between the website and the
reduction in meat intake. The reduction in meat intake was
maintained 4 weeks beyond the active intervention, and there
were associated changes in meat-eating identity, factors that
have been shown to be predictive of behavioral intentions [30].
Nevertheless, a longer follow-up period is needed to assess
changes in habitual dietary behaviors.
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Comparison With Prior Work
The absolute reduction in meat intake reported here was both
large and remarkably similar to the reduction observed in the
intervention group in our previous RCT (–58% vs –57% at week
5 and –53% vs –52% at week 9 in the current study and the
RCT, respectively) [17]. For context, average meat intake in
the United Kingdom has decreased by only 1.7% per year, on
average, over the 10 years after 2008-2009 [7]. However, in
both studies, we specifically recruited people seeking to reduce
their meat intake, and our findings should be interpreted
accordingly. We cannot infer causality or precisely identify the
active components of the online program, but participants rated
self-monitoring as the most useful component. In our RCT, we
also observed significant reductions in meat intake in the control
group, who were not offered goal setting, action planning, or
feedback components but did self-monitor as part of the outcome
assessments. It is plausible that the observed reductions in meat
consumption are largely a result of self-monitoring. Indeed,
previous research has found self-monitoring to be effective in
helping individuals to reduce their meat consumption [31,32]
and in promoting other positive lifestyle and dietary behavior
changes [33].

Importantly, participants reported an increased meat-free
self-efficacy, a marked shift toward reduced meat-eating and
non–meat-eating identities, and a reduction in perception of
meat consumption as the social norm. This reflects findings
from a United Kingdom–based RCT that tested the effectiveness
of a multicomponent behavioral intervention to reduce meat
consumption [34]. That study found substantive reductions in
meat intake (–61% at 4 weeks and –38% at 8 weeks in the
intervention group) alongside increased intentions, positive
attitudes, perceived control, and subjective norms of eating a
low-meat diet. Previous research has suggested that meat-eating
identity can explain intentions to reduce intake of red and
processed meat [35], while higher levels of meat-free
self-efficacy are an important predictor of successful meat-intake
reduction [36]. We found no change in participants’ motivation
to reduce meat intake, though this is likely because our

participants had a high level of motivation at the start of the
study, with those who reached week 5 having higher motivation
than those who dropped out. Participants reported a decline in
perceived social support during the program consistent with
their reports of friends and family being one of the greatest
barriers to performing their meat-intake reduction actions.

The results of our two OPTIMISE studies, taken together,
suggest this online self-regulation program may be effective
for helping motivated individuals to reduce their meat intake
and closing the intention-behavior gap. In comparison to
in-person interventions, there is preliminary evidence to support
the scalability [37] and cost-effectiveness [38] of web-based
interventions. Further, the OPTIMISE website uses a
self-directed format (not requiring any researcher involvement),
can be hosted at a minimal cost, and is currently publicly
available and open to individuals who self-select to sign up.
This approach is consistent with other web-based online
programs designed to be made widely accessible at scale [39].
However, since its use is likely to be restricted to individuals
with sufficient intrinsic motivation to seek out support for
meat-intake reduction, this can only be one part of a wider
strategy to support meat-intake reduction [40]. Population-level
strategies that focus on restructuring the physical
microenvironments (ie, choice architecture interventions or
“nudges”) or economic environments to support a more
plant-based diet are likely to be important complementary
actions to support individual meat-intake reduction efforts
[11,40].

Conclusions
An online program to encourage self-monitoring of meat
consumption, together with goal setting, educative feedback,
action planning, and reflection may help individuals seeking to
reduce their meat intake to change their diet and foster a
reduced-meat or non–meat-eating identity. This type of support
could be offered at scale with minimal cost and could
complement other environmental interventions to help people
eat less meat.
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Abstract

Background: The ultimate goal of any prescribed medical therapy is to achieve desired outcomes of patient care. However,
patient nonadherence has long been a major problem detrimental to patient health, and thus is a concern for all health care
providers. Moreover, nonadherence is extremely costly for global medical systems because of unnecessary complications and
expenses. Traditional patient education programs often serve as an intervention tool to increase patients’ self-care awareness,
disease knowledge, and motivation to change patient behaviors for better adherence. Patient trust in physicians, patient-physician
relationships, and quality of communication have also been identified as critical factors influencing patient adherence. However,
little is known about how mobile patient education technologies help foster patient adherence.

Objective: This study aimed to empirically investigate whether and how a mobile patient education system (MPES) juxtaposed
with patient trust can increase patient adherence to prescribed medical therapies.

Methods: This study was conducted based on a field survey of 125 patients in multiple states in the United States who have
used an innovative mobile health care system for their health care education and information seeking. Partial least squares
techniques were used to analyze the collected data.

Results: The results revealed that patient-physician communication and the use of an MPES significantly increase patients’
trust in their physicians. Furthermore, patient trust has a prominent effect on patient attitude toward treatment adherence, which
in turn influences patients’ behavioral intention and actual adherence behavior. Based on the theory of planned behavior, the
results also indicated that behavioral intention, response efficacy, and self-efficacy positively influenced patients’ actual treatment
adherence behavior, whereas descriptive norms and subjective norms do not play a role in this process.

Conclusions: Our study is one of the first that examines the relationship between patients who actively use an MPES and their
trust in their physicians. This study contributes to this context by enriching the trust literature, addressing the call to identify key
patient-centered technology determinants of trust, advancing the understanding of patient adherence mechanisms, adding a new
explanation of the influence of education mechanisms delivered via mobile devices on patient adherence, and confirming that
the theory of planned behavior holds in this patient adherence context.

(J Med Internet Res 2022;24(12):e42941)   doi:10.2196/42941
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Introduction

Background
The primary goal of any prescribed medical therapy is to achieve
the desired medical outcomes of patient care, which requires a
certain level of patient adherence, a critical measure of quality
care. Previous studies have shown that nonadherence results in
an economic burden of approximately US $100 to US $300
billion per year in the United States [1] owing to the costs of
disease progression, readmissions, wasted resources, labor
burden, and insurance costs [2], representing 3% to 10% of total
health care costs in the United States [3,4]. Another
meta-analysis of 79 studies across several countries showed
that all-cause nonadherence costs ranged from US $5271 to US
$52,341 per person [5]. In a medical context, adherence is
defined as patients’ behaviors that coincide with health care
providers’ health and medical advice, such as taking prescribed
medication and following suggested diets [6-8]. For optimal
therapeutic efficacy, adherence rates of >80% are needed, and
for patients with certain more serious conditions, adherence
rates of >95% are required [7,9]. Many health intervention
programs have been implemented in different health care
settings, but low success rates have persisted, imposing a major
financial burden on the US health care system [5,10]. Studies
have shown that the average adherence rate for long-term
medication therapies is 40% to 50%, but the adherence rate for
short-term therapies is 70% to 80% [11-13]. Even with clinical
performance incentives and tremendous efforts regarding the
development and examination of interventions, the current rate
of long-term adherence to evidence-based medications in
cardiometabolic diseases remains low [10]. Patients who comply
with a treatment, even when the treatment is a placebo, have
better health outcomes than those with poor adherence [14]. In
contrast, patients who do not comply with the recommended
treatments cause unsuccessful medical interventions and
therapies, which exacerbate undesired health outcomes such as
suboptimal therapeutic outcomes, delayed recovery, and more
additive or aggressive treatments with the potential for more
adverse events [4,15]. Thus, therapeutic adherence has been a
long-standing topic of clinical concern for decades owing to
the widespread nature of nonadherence.

Poor patient adherence can obscure a clinician’s assessment of
therapeutic effectiveness and result in avoidable hospitalization,
increased mortality risk, and increased health care costs [5,8,16].
Furthermore, because of undetected or unreported therapeutic
nonadherence, physicians may change the regimen, which may
increase the cost or complexity of a treatment, thus further
increasing the burden on patients. According to the Centers for
Medicare and Medicaid Services, national prescription drug
spending is expected to continue growing by approximately 6%
per year from 2023 to 2028 [17]. Such nonadherence is
extremely costly to global medical systems as it causes
unnecessary complications and expenses [5]. Accordingly, a
key goal of behavioral medicine is to find ways to increase

patient adherence to prescribed treatments. Therefore, from the
perspective of achieving desirable clinical and economic
outcomes, the influential factors that contribute to patient
adherence need to be examined and better understood for
developing effective strategies to promote patient adherence.
An understanding of the predictive value of these factors for
patient adherence would also contribute positively to the overall
planning of any disease management program.

The World Health Organization Multidimensional Adherence
Model identifies five interrelated dimensions of patient
medication adherence: (1) social and economic factors (eg,
limited access to health care facilities), (2) health care system
factors (eg, provider-patient relationship and providers’
communication skills), (3) medical condition–related factors
(eg, severity of symptoms), (4) therapy-related factors (eg,
duration of a therapy), and (5) patient-related factors (eg, patient
age, gender, and knowledge of a disease) [18,19]. Among the
factors in the World Health Organization Multidimensional
Adherence Model framework, considerable attention would
need to be given to patients’ relevant information and knowledge
[19-21]. Health care providers can meet patients’ information
needs by reinforcing patient education on their treatment [19].
Educating patients about their disease status and general
knowledge of their medications, as suggested in patient-centered
health care, can also increase patient confidence, active
participation, and patient adherence behavior [20,22]. Relatedly,
a recent study revealed that personalized and repeated patient
education interventions have modest efficacy in increasing
patient adherence to medications [23].

However, patient education is not always the more, the better
[20,24]. An inverted U relationship between knowledge and
adherence has been found in adolescents [25]. Adolescent
patients who know little about their therapies and illness are
poor at adherence, whereas patients who are adequately educated
about their disease and drug regimens are good at adherence;
however, patients who know the lifelong adverse consequences
might show poor medication adherence [26]. A recent clinical
trial study showed that patient education significantly improved
medication adherence but found no differences between single-
and multicomponent education interventions [20]. Given the
importance of patient education for patient adherence and the
complexity of this relationship, further studies are needed to
understand the underlying complex relationship between patient
education and adherence to improve the quality of care. This
knowledge gap is more meaningful, when mobile patient
education programs are increasingly delivered to patients and
are accessible anytime, anywhere through their mobile devices,
since with traditional PC-based patient education programs,
patients are primarily passive information receivers, have limited
access to their health educational materials, and face difficulties
in communicating with their physicians and care provider teams.

With the rapid advances and prevalence of the latest ubiquitous
computing and mobile communication technologies, mobile
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health (mHealth) systems have been partially or fully
implemented and embedded in current health care systems to
foster patient-centered care. As such, increasing research has
started to explore whether mHealth technologies can help
improve patients’ adherence behavior. In this study, we define
mHealth technologies as medical and public health practices
and services, such as health care–related reminders, advice, and
information delivered through mobile devices such as mobile
phones [27,28]. Several studies have reported a positive
relationship between the use of mHealth technologies and the
increase in patients’ adherence to medication [28-30], exercise
advice [31,32], and a few other contexts such as dietary behavior
[33,34]. Research has also shown that a key factor that
influences patient adherence is patients’ trust in their physicians
and the quality of the relationships and communication between
them [35-37]. Current literature also indicates that mHealth
technologies can be used to increase patients’ knowledge of
medical therapies and, thus, improve patient-physician
communication [28,38]. However, few studies have been
conducted to systematically examine how mobile technologies
for patient education can be leveraged to increase patients’ trust
in physicians and further improve patients’adherence behavior.

Objectives
Therefore, in this study, we aimed to fill such a knowledge gap
to identify and empirically examine in-depth mechanisms
through a lens of theory of planned behavior (TPB) on how and
why such patient-physician trust is formed and leveraged by a
mobile patient education system (MPES), leading to increased
actual adherence to prescribed medical therapies. Thus, we
conducted a field survey of 125 patients in multiple states in
the United States who have used an innovative mHealth system
for their health care education, information seeking, and
communication with physicians. Our main finding was that
patient-physician communication and the use of an MPES
significantly increased patients’ trust in their physicians, which
further influenced patient attitude, intention, and actual behavior
toward treatment adherence.

Methods

Research Model and Hypotheses
In this subsection, we propose our theoretical model and develop
hypotheses to explain the role of an MPES in a health care
setting, where an MPES affects patients’ trust in physicians,
which further influences their adherence. Our model is presented
in Figure 1. First, we draw on the interpersonal trust literature
and hypothesize the determinants of interpersonal trust.
Specifically, we explain that one’s general satisfaction and
communication quality with one’s physician helps form a
patient’s trust in physicians, whereas communication barriers
with physicians decrease trust. Moreover, we specifically explain
how the use of an MPES designed to increase patients’
understanding of treatments may also increase trust. Finally,
we draw on the well-known TPB [39] to explore how a patient’s
trust in physicians enhanced by an MPES may influence their
treatment adherence, along with other factors that are derived
from the TPB. On the basis of the existing literature, we also

included some related covariates in our model to examine other
factors that may affect patient adherence.

Trust has been widely studied and recognized as a cornerstone
of effective patient-physician relationships [36,40-43]. In this
study, we focus on interpersonal trust, which is defined as the
extent to which a person is confident in and willing to act on
the basis of, the words, actions, and decisions of another [44].
Interpersonal trust has been widely studied in the information
systems literature [45,46]. In this context, we define trust as the
acceptance of a vulnerable situation in which the patient believes
that the physician will act in the patient’s best interests and
provide assistance and support for medical care and treatment
[43,47]. The vulnerable situation and the need for trust are
associated with being unhealthy, the information asymmetries
of medical knowledge, and the uncertainty of risks regarding
the intentions and competence of the physician [40].

Next, we focus on discussing 3 key factors and their underlying
mechanisms associated with patients’ trust: patients’ general
satisfaction, communication quality, and communication barriers
between physicians and patients. Patients’ general satisfaction
reflects their perceptions and attitudes toward physicians and
medical care in general [48]. Patients’ general satisfaction with
care signals good relationships between them and physicians
[49]. It also reflects patients’ perception of the physician’s
effective treatment in previous medical care, indicating that the
physician will have the ability to provide high-quality medical
care and treatment in the future. Hence, patients’ general
satisfaction affects their confidence and trust in the physician
for medical care and treatment. Previous studies have also found
that a higher level of patient satisfaction is associated with a
higher level of patient-provider trust [49]. Thus, we hypothesize
that an increase in patients’ general satisfaction with their
physicians is associated with an increase in their trust in their
physicians (hypothesis 1).

Communication also plays an essential role in the
patient-physician relationship, especially in the effectiveness
of this relationship [4,36]. Effective, sufficient, and 2-way
conversations between patients and physicians enable patients
to decrease the information asymmetries that come from the
nature of medical knowledge and facilitate the collaborative
decision-making process toward patients’ treatment plans
[24,37,50], thus promoting patients’ confidence and trust in
their physicians. Indeed, empirical support has been found for
the effect of communication (eg, discussing options and being
open during communication) on trust [51]. Conversely, barriers
to effective and sufficient communication between patients and
physicians, such as 1-way conversations and small talk during
communication, would lead to poor understanding of the benefits
and risks associated with their condition, therapy, and treatment
and a poor understanding of the proper use of the medication,
which would decrease patients’ confidence and trust in the
physician. Previous studies have also confirmed this relationship.
For example, some communication barriers may lead to a
patient’s low levels of trust in physicians [22], such as when
physicians answer few questions or when patients find it difficult
to understand a physician’s language or writing. Too little time
spent by physicians with patients is also found to threaten
patients’motivation to maintain their therapeutic treatment plan,
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which further leads to a low level of trust in physicians [52].
Thus, we hypothesize that an increase in patients’
communication quality with their physicians is associated with
an increase in their trust in their physicians (hypothesis 2) and
that an increase in patients’ communication barriers with their
physicians is associated with a decrease in their trust in their
physicians (hypothesis 3).

Our next hypothesis predicts that mobile patient education can
help increase patients’ trust in their physicians. Our contextual
assumption for the design of this study was that patients would
use an MPES to learn about the treatment that they were seeking
in a just-in-time manner in their physicians’ waiting room right
before seeing a physician about the treatment. During this time,
patients can learn the key terms, procedures, issues, risks, and
benefits involved in a treatment and, thus, are able to
communicate with a physician regarding their treatment plan
with more knowledge and confidence. Furthermore, such an
educational artifact allows basic questions to be answered ahead
of time and, thus, enables patients to use the limited time with
their physicians more effectively. Better and more effective
communication enhances patients’ confidence and trust in their
physicians.

To further explain and justify this prediction, we used several
lines of reasoning and evidence. First, one of the biggest
problems in trust formation between patients and physicians is
poor communication and misunderstandings between them
because of information asymmetry [22,53,54]. On the basis of
the assumption that information is imperfect and obtaining
information can be costly, information asymmetry concerns are
critical when one party lacks information about the quality of
another party or when one party is concerned about another
party’s behavioral tendencies [55,56]. Information asymmetry
is common in the health care sector, where physicians are
equipped with their training and specialized knowledge but
patients do not have similar training to physicians and usually
have limited knowledge regarding their diagnoses and medical
treatments [57]. Thus, we argue that an MPES can help patients
educate themselves and reduce information asymmetry through
the availability of relevant and timely medical information
regarding their conditions and treatment plans. Enhanced
knowledge and a shared understanding of the terms and issues
involved in a treatment further lead to more effective
communication and higher engagement during a visit. For
example, by using an MPES in the waiting room, patients may
have a better understanding of relevant medical information.
With a more shared understanding of their condition and
treatment, patients will have a 2-way conversation with their
physicians to have their questions directly answered. Previous
studies have also found that shared values would be tied to the
production of trust, and patients who felt well informed had a
generally high level of trust in their physicians [54,58].

Second, patients judge the competencies of physicians in a
multifaceted way [58]. On the one hand, patients do not expect

a physician to know everything. In contrast, patients seek
information to judge the quality of the information they received
from their physicians. Namely, they welcome evidence-based
information as this helps them make self-determined decisions
regarding their preferences. The possibility of making informed
decisions based on rational criteria is perceived as a prerequisite
for developing trust [58]. Patients can use the patient education
material that they receive on their mobile devices to
cross-validate the information they find from other sources and,
thus, take an active role in the clinical decision-making process,
helping them develop trust in their physicians [59].

Third, a key issue in the relationship between patients and
physicians is too little time spent together, which undermines
communication and trust [52]. Given the limited and costly time
available during patients’ visits, time spent on ineffective
communication would further leave less time for physicians to
discuss treatment plans and address patients’ needs. Using an
MPES before a time-constrained visit would empower patients
with necessary and relevant medical information and allow such
a visit to be more effective for both the patient and physician.

Fourth, we also assert that physicians who provide such an
MPES with personalized patient materials and tools in their
waiting rooms not only better prepare their patients to
communicate with them about their treatments but also provide
a positive signal of service quality and empathy that can
facilitate patient-physician communication and trust formation
[60]. Consequently, a trusting patient-provider relationship
enabled by an MPES may further improve patient care quality.

In summary, using an MPES is predicted to reduce information
asymmetries between patients and physicians, empower patients
taking an active role in clinical decision-making processes,
facilitate effective communication in a time-constrained visit,
and send a message of care and empathy from the physicians,
thus leading to a better patient-physician relationship and
enhancing patients’ confidence and trust in their physicians.
Therefore, we propose that the level of trust is likely to be higher
when the level of patient use of a mobile patient education app
is higher. As such, we posit that an increase in patients’ use of
a mobile patient education app designed to increase their
knowledge of a specific medical treatment will increase their
trust in their physicians (hypothesis 4).

A trustful relationship between patients and health care service
providers is key to patient adherence. In particular, a healthy
relationship is established based on patients’ trust in physicians
and empathy from physicians [37,60,61]. Changing patients’
attitudes and beliefs to improve their adherence behavior is
more likely when there is an elevated level of patient trust. Trust
in a physician correlates positively with patients’ perceived
effectiveness of care, acceptance of new medications, and
intention to follow physician instructions [37,50]. Thus, we
hypothesize that an increase in patients’ trust in their physicians
is associated with an increase in their positive attitudes toward
treatment adherence (hypothesis 5).
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Figure 1. The research model. H1: hypothesis 1; H2: hypothesis 2; H3: hypothesis 3; H4: hypothesis 4; H5: hypothesis 5; H6: hypothesis 6; H7:
hypothesis 7; H8a: hypothesis 8a; H8b: hypothesis 8b; H9a: hypothesis 9a; H9b: hypothesis 9b.

We used the TPB to account for the formation of attitudes from
beliefs, norms, and self-efficacy, which can then be used to
predict subsequent behaviors [39]. Fundamental to the TPB is
the idea that attitudes are the drivers of behavioral intentions,
and behavioral intentions are the drivers of actual behaviors
[39,62-64]. We leveraged and applied these concepts and
predictions to the health care adherence context. In our model,
an attitude toward treatment adherence is the primary driver of
behavioral intention toward treatment adherence, which then
drives actual treatment adherence behaviors. We assume that
the TPB holds in this health care context; thus, we posit that an
increase in positive attitudes toward treatment adherence is
associated with an increase in behavioral intention toward
treatment adherence (hypothesis 6) and that an increase in
behavioral intention toward treatment adherence is associated
with an increase in the degree of actual treatment adherence
(hypothesis 7).

Next, we followed the TPB assumption that normative beliefs
will influence actual adherence behaviors. Normative beliefs
represent a person’s perceived social pressure to comply with
a recommendation as informed by their valued social referents
for the context [62,65]. Normative beliefs are also known as

social influence, which comprises subjective and descriptive
norms [66]. Following adherence literature [66-68], subjective
norms in our context represent the degree to which patients
believe that other key people (eg, family, friends, and
coworkers) in their lives want them to comply with a treatment
recommendation. Descriptive norms represent a patient’s beliefs
about what is commonly done by most patients or the public in
terms of adherence to a specific medical recommendation.

According to the TPB, norms affect individuals’ intentions and
behaviors [39,62,69]. In a security context, Siponen [70] found
that norms work because of the desire to conform to a group to
which one belongs; this was also confirmed by Mishra et al
[71]. Psychology researchers have long proposed that conformity
to groups is attributable to norms and the pressures that norms
place on individuals within a group [72-74]. Assuming that
these social norms also play a role in patients’ decisions
regarding medical recommendation adherence, we posit that an
increase in descriptive norms toward a treatment is associated
with an increase in the degree of actual treatment adherence
(hypothesis 8a) and that an increase in subjective norms toward
a treatment is associated with an increase in the degree of actual
treatment adherence (hypothesis 8b).
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Next, we followed the TPB assumption that one’s actual
behaviors will be influenced by one’s efficacy. As a
long-established component of the TPB, self-efficacy is highly
important in the medical treatment adherence context as it covers
patients’ basic self-assessment regarding their ability to
effectively follow medical advice and whether they believe that
a recommended treatment is efficacious [4,30]. In the TPB,
efficacy is conceptualized as response efficacy and self-efficacy.
On the basis of the literature on adherence [18,65-67], we define
self-efficacy in our context as a patient’s judgment of their
personal ability, competency, and knowledge in complying with
a recommended medical treatment. Similarly, response efficacy
is a patient’s judgment of the likely effectiveness and positive
outcomes associated with a recommended medical treatment.
We assume that these efficacy judgments play a role in patients’
adherence to medical recommendations and hypothesize that
an increase in response efficacy toward a treatment is associated
with an increase in the degree of actual treatment adherence
(hypothesis 9a) and an increase in self-efficacy toward a
treatment is associated with an increase in the degree of actual
treatment adherence (hypothesis 9b).

Ethical Considerations
The MPES on which we focused in this study was codeveloped
by the first author’s research group and ABC Company
(anonymized), which is a software company whose main
products are health care systems aiming to address the
communication and trust issues between patients and physicians
to improve patient adherence behavior. The MPES has been
successfully sold and deployed in many clinics and hospitals
in North America, South America, and Asia. Patient users can
access patient education materials in physicians’ clinics or
anywhere else through different mobile devices. Its web portal
interface is easy to navigate, and the educational contents are
customized according to each patient’s health situation.

This study was approved by the institutional review board of
the Southern Utah University (approval number: 15-052013).
We worked with the ABC Company to obtain their support for
conducting this research with their patients. With the assistance
of the company’s attorney, we carefully followed the US Health
Insurance Portability and Accountability Act's (HIPAA) Privacy,
Security, and Breach Notification Rules to protect patients’
rights. Finally, after obtaining all approvals, we were able to
post a web-based flyer on the ABC Company’s patient web
portal to invite interested patients who had used the MPES to
participate in our field study. We provided a US $10 honorarium
for each survey respondent who provided valid and complete
responses.

Data and Sample
We conducted a field study with real patients from multiple
states in the United States to test our research model. These
patients were able to use an MPES designed to improve patient
education and experience at their physicians’clinics or hospitals.
Patient participation was completely voluntary. They were given
web-based instructions to fill out a web-based questionnaire
distributed solely inside the MPES, where only active patient
users could see our project flyer and answer our questions on
their perceptions and assessments of using the MPES and its

influence on their adherence behavior. During a period of 2 and
a half months, after both plastic surgery and obstetrics versions
of the MPES were launched, we received a total of 126 patient
responses. We excluded 0.8% (1/126) of responses from a male
patient from further data analysis because most questions were
unanswered, resulting in 125 valid responses, all of which were
not surprisingly from female patients, adequately representing
the patient population that we reached out to. After the initial
data collection, several duplicate responses were identified and
removed before data analysis.

After the initial development of the questionnaire, we made it
accessible on the web. We then circulated it among 26 senior
students at a US university to obtain feedback on the relevance
and clarity of the survey questions and on whether the
web-based questionnaire could be accessed properly through
different mobile devices, such as iPads, iPhones, and other types
of smartphones and tablets. As we planned to deploy the
questionnaire on the web, the first author also conducted a
20-minute face-to-face meeting with each student to verify the
clarity of the web-based questionnaire instructions in that no
face-to-face contact was expected to take place between the
researchers and the actual patient respondents. According to the
feedback that we obtained from these pilot sessions, we were
able to further refine a few ambiguous questions and adjust the
web-based questionnaire interface to better fit heterogeneous
mobile platforms.

Of the 125 valid survey respondents, 110 (88%) patients were
from the plastic surgery field, 9 (7.2%) were from obstetrics,
and 6 (4.8%) were from other medical fields. All the respondents
(125/125, 100%) were female. The average age was 39.6 (SD
12.9) years.

Measures
For the study constructs and measures, we adapted existing
validated psychometric scales and measurement items from
established research. We then tailored the questions to fit the
context of this study. Multimedia Appendix 1 details the key
constructs and associated detailed questions found in the
questionnaire. Multimedia Appendix 2 details the factor loadings
as well as the means and SDs of each factor.

Items for a patient’s general satisfaction with physicians were
taken from the overall satisfaction dimension of the patient
satisfaction questionnaire scale for a specific physician designed
by Ware Jr et al [48]. Items for communication barriers and
constructs regarding quality of communication with physicians
were adapted and modified from the scale developed by Steine
et al [75]. Items related to patient trust in physicians were
adopted from the study by Hall et al [76]. Use of the app was
customized to the medical context based on a self-reported
internet use measure [77]. Subjective and descriptive norm
constructs were modified based on validated instruments
originally developed by Herath and Rao [66]. The response
efficacy and self-efficacy constructs were adapted from the
scale developed by Workman et al [78]. Attitude toward
treatment adherence, intention toward treatment adherence, and
degree of actual adherence constructs were measured based on
modifications of similar measures from Bulgurcu et al [65] and
Hu et al [79].
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Statistical Analysis
As all our constructs were reflective and our research model
contained both first-order and second-order constructs, partial
least squares path modeling was used to examine our research
model [80]. Partial least squares has been suggested for testing
novel propositions with limited previous theoretical development
[81-83], which is the nature of this study. Namely, we used
SmartPLS software (version 3.0; SmartPLS GmbH) [84] to
examine our research model.

In this study, we used the marker variable technique suggested
by Lindell and Whitney [85] and Malhotra et al [86] to examine
possible common method bias as self-reported survey data may

inflate variable correlations. We selected a marker variable,
organizational procedural justice [87], which is theoretically
irrelevant to the context of this study. After computing the
average correlation between the marker variable organizational
procedural justice and the 12 principal constructs, which was
0.17 (average P value=.20), we confirmed that common method
bias was not a major concern in this study.

Results

Descriptive Analysis
Table 1 summarizes the descriptive statistics related to the
demographic information of the participants.
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Table 1. Demographic information of the participants (N=125).

Participants, n (%)Variable and category

Sex

125 (100)Female

0 (0)Male

Age (years)

2 (1.6)<20

30 (24)20 to 29

33 (26.4)30 to 39

35 (28)40 to 49

14 (11.2)50 to 59

11 (8.8)≥60

Education level

0 (0)Lower than high school or secondary school

21 (16.8)High school or secondary school

33 (26.4)Some university but had not completed a degree

16 (12.8)Associate degree

38 (30.4)Bachelor’s degree

13 (10.4)Master’s degree

4 (3.2)Doctorate or PhD

Computer proficiency

0 (0)Poor

7 (5.6)Fair

28 (22.4)Good

53 (42.4)Very good

37 (29.6)Excellent

Internet general use: how often do you use the internet?

0 (0)Never

0 (0)Seldom

7 (5.6)Occasionally

14 (11.2)Frequently

104 (83.2)Always or every day

Internet medical use: how often do you use internet sites such as WebMD to learn about medical information?

2 (1.6)Never

18 (14.4)Seldom

54 (43.2)Occasionally

46 (36.8)Frequently

5 (4)Always or every day

Measurement Model
We first tested internal consistency and then examined
convergent and discriminant validity of the measurement items.
Composite reliability and average variance extracted (AVE)
[88] were computed. Both composite reliability and AVE
reached a satisfactory level (Table S1 in Multimedia Appendix

2), as suggested by Fornell and Larcker [88] that composite
reliability should be >0.70 and AVE should be >0.50. As such,
the internal consistency, reliabilities, and convergent validity
were confirmed.

Furthermore, to verify discriminant validity, we also computed
the square root of the AVE for all latent variables and compared

J Med Internet Res 2022 | vol. 24 | iss. 12 |e42941 | p.353https://www.jmir.org/2022/12/e42941
(page number not for citation purposes)

Wu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


them against their correlations with other constructs [88]. Table
S1 in Multimedia Appendix 2 demonstrates that all the square
roots of the AVE values are greater than their correlations with
any other constructs; thus, discriminant validity was also
confirmed [89].

As all factor measures loaded highly (P>.50) on their associated
latent constructs [90], we were able to confirm both the
convergent and discriminant validity of this study. As Table S2
in Multimedia Appendix 2 shows, all items are >0.70 on their
targeted constructs, which are much higher than the suggested
threshold (P>.50) and other cross-loadings. Therefore, the results
support convergent and discriminant validity [91].

Structural Model
In this study, we selected and examined several control variables
related to our dependent variable, degree of actual treatment
adherence, which were age, education level, computer
proficiency, internet general use, internet medical use, usefulness
of the app, usability of the app, enjoyment of the app, medical
treatment knowledge, major diseases, major surgeries, general
health, and previous treatment. However, none of them were
statistically significant, as illustrated in Figure 2. Next, we
assessed the structural model to examine the path coefficients
(β). We used the bootstrapping method with 500 resamples to
compute the statistical significance levels of the parameter

estimates. Figure 2 depicts the results. Hypotheses 1 to 4
theorized the factors that influence patient trust in physicians.
General satisfaction with a physician positively affected patient
trust in the physician (β=.245; P<.001), supporting hypothesis
1. Communication quality with a physician significantly
influenced patient trust in the physician (β=.276; P<.01),
supporting hypothesis 2. Communication barriers with a
physician were negatively related to patient trust in the physician
(β=−0.322; P<.001), supporting hypothesis 3. The use of mobile
education apps was found to affect patient trust in a physician
significantly and positively (β=.143; P<.01), supporting
hypothesis 4. Furthermore, patient trust in physicians had a
highly positive relationship with attitude toward treatment
adherence (β=.414; P<.001), supporting hypothesis 5. Finally,
we found that attitude toward treatment adherence was positively
related to behavioral intention toward adherence (β=.661;
P<.001), which also significantly influenced the degree of actual
treatment adherence (β=.306; P<.05), supporting hypotheses 6
and 7, respectively. The data results also indicated that response
efficacy (β=.352; P<.01) and self-efficacy (β=.263; P<.05)
significantly influenced the degree of actual treatment
adherence, supporting hypotheses 9a and 9b, respectively.
However, subjective and descriptive norms had no influence
on patients’ actual treatment adherence behavior. Thus,
hypotheses 8a and 8b were not supported.

Figure 2. Results of research model testing. *P<.05, **P<.01, ***P<.001; H1: hypothesis 1; H2: hypothesis 2; H3: hypothesis 3; H4: hypothesis 4;
H5: hypothesis 5; H6: hypothesis 6; H7: hypothesis 7; H8a: hypothesis 8a; H8b: hypothesis 8b; H9a: hypothesis 9a; H9b: hypothesis 9b; N.S.:
nonsignificant.
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Discussion

Principal Findings
In this paper, we aimed to systemically examine how and why
patient-physician trust is formed and how patient education
delivered via an MPES influences patients’ trust and patient
adherence. We leveraged the TPB along with fundamental
concepts of trust to propose a model that explains how an MPES,
along with other factors, can help foster trust of patients in
physicians and eventually increase treatment adherence. We
first confirmed that general satisfaction with physicians,
communication quality, and use of an MPES jointly facilitate
and foster patients’ trust in physicians, whereas communication
barriers decrease trust. We also found that patients’ trust in their
physicians was indeed a significant determinant of positive
attitude formation. We found compelling evidence for our
expanded model based on the TPB. Attitudes toward treatment
adherence were positively related to intentions toward treatment
adherence, and these intentions were positively related to actual
treatment adherence behaviors. In addition to behavioral
intention toward adherence, we found that response efficacy
and self-efficacy enhance actual treatment adherence behaviors.
A key exception in our model was the insignificant influence
of social norms (ie, subjective and descriptive norms). This was
particularly surprising in the context of plastic surgery visits,
in which we expected social norms to play a stronger role. As
most of our study participants were patients of plastic surgery
who primarily sought treatment to improve their physical
appearance instead of for medical reasons, the insignificant
results associated with social norms were likely caused by their
privacy concerns, which requires further research. Our research

model explained 61.9% of the variance (R2) in patient trust in
physicians, 17.1% of the attitude toward treatment adherence,
43.7% of the behavioral intention toward adherence, and 69.3%
of the variance of patients’ actual adherence behavior.

Comparison With Prior Work
First, as one of the first studies that systematically examine the
relationship between the use of mobile technologies and
patients’ trust in physicians in the context of patients being
active users of technologies, we found that patient use of an
MPES positively influences patient trust in physicians. Previous
studies have examined patients’ trust in technologies used solely
by providers, such as electronic health records, electronic
monitors, and web-based health communities supported by the
internet [92-94]. In most previous studies, patients had limited
control over the technologies and were passive users of them
[92]. In our study, patients were active users of technologies
and had control over how and when to use and access the content
on mobile devices. In current patient-centered health care, the
role of patients has evolved to becoming those active partners;
thus, it is crucial to consider the influence of patients’ use of
health care technology in this relationship when mobile
technologies become more prevalent ways of conducting patient
outreach and intervention programs. Our study enriches the
trust literature by addressing the call to identify key determinants
of the use of patient-centered mobile technologies on trust.

Second, our study proposed an integrated model to explain how
communication, patient satisfaction, MPES use, and trust foster
the degree of actual treatment adherence. We examined these
4 factors in the patient adherence context. We found that
communication, patient satisfaction, and MPES use jointly
influence trust, which further fosters actual patient adherence.
Overall, the integration of factors from multiple streams of the
literature to explain patient adherence behavior is one of our
core theoretical contributions, especially from a TPB theoretical
lens. This finding advances our understanding of underlying
patient adherence mechanisms.

Third, we examined an MPES in a clinical setting. Although
the focus of our study, patient education mechanisms, is not
new to the patient adherence literature, previous relevant patient
adherence research has not examined patient education
mechanisms delivered through mobile systems. Given the
popularity and availability of mobile devices, patient education
is increasingly delivered and communicated through mobile
devices. Previous patient education studies have primarily
focused on engaging patients in mHealth intervention programs
to improve their adherence behaviors regarding medication
[28-30], exercise advice [31,32], and dietary behavior [33,34]
and have mostly studied 1-way communications between
patients as passive users and their physicians. However, none
of these studies explored the role of personalized patient
education intervention programs in an mHealth environment to
systematically understand how to establish and improve patients’
trust in physicians, which is critical to improving
patient-centered care. Our study provides an in-depth
understanding of the influence of patient education mechanisms
delivered through an MPES on patient adherence.

Finally, we extended and empirically tested the TPB in the
context of patient adherence. From a theoretical standpoint, few
empirical studies have examined the TPB in the context of
patient adherence [30]; thus, our study extended the TPB to an
mHealth context and provided empirical evidence on how an
MPES can leverage patient trust in physicians to improve patient
adherence, confirming that the TPB also holds in this context.

Strengths
It is critical for physicians to understand how to enhance patient
adherence to their treatment recommendations. Our study
indicates that an approach that may help is for physicians to
proactively leverage mobile technologies such as an MPES to
enhance the provider-patient relationship and foster patient trust
in physicians. We recommend that physicians consider the
trust-building process both on the web and in the office.
Web-based trust can be developed by providing quality apps
for patients to adopt and use while considering patients as active
partners in the care process. Offline trust can be built through
2-way effective conversations with patients by addressing their
personalized treatment needs. This study also highlights the
importance of choosing the appropriate mobile technologies
and apps for patients to use given that a message of care and
empathy to patients disseminated through an MPES can further
increase patients’ trust in physicians and enhance patient
adherence.
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Our results also imply that additional changes to clinical
workflows in hospitals and clinics may enhance patient-centered
care. For example, the Mayo Clinic, as the leading hospital
system in the United States, has implemented a secure patient
message portal system to improve communication quality
between physicians and patients, patient engagement, and
patient-centered care [95]. Moreover, in practice, teams of
caregivers—including hospitals, clinicians, nursing practitioners,
and physician assistants—may also need to find effective ways
to balance their main workload to take care of patients and
handle increasingly growing communication loads with their
patients to achieve the desired clinical operation efficiency and
higher care quality driven by improved patient adherence. Thus,
our study provides in-depth mechanisms to further this area of
health care practice to not only foster patient engagement and
communication but also establish physician-patient trust, which
is critical to patient adherence and care quality.

Limitations
Our study has several limitations owing to the nature of the field
study but also provides new opportunities for future research.
First, this field study was restricted to physicians who had
adopted the MPES in their practices and were willing to offer
us access to their patients. Although all valid survey respondents
were female, they were representative of the population in the
related medical practices—plastic surgery and obstetrics.

Second, after going through many complicated legal and
research coordination processes, we were only allowed to
conduct the study with patients who had tried the MPES; thus,
we were not able to reach patients who were still using
traditional patient education systems as a control group. Patient
adherence behavior has not been well studied across populations,
diseases, and settings, thus making it difficult for health
professionals and patients to know which strategies work and
which do not [96]. We suggest that researchers further study
the use of MPES in this context but involve other types of
patients—including a balance of gender—such as those with
chronic diabetes, mental illness, or cardiovascular disease who
have serious adherence challenges in an mHealth setting.

Third, according to the behavior model of persuasive design by
Fogg [97] and more personally controlled help-seeking features
suggested by Lau et al [98], it would be valuable to conduct a
longitudinal field study to observe patients’adherence behaviors
during their different treatment stages in comparison with a
control group. Moreover, we may also explore how different
types of mobile interface designs and new technologies such as
radio-frequency identification and the Internet of Things affect
both patients’ adherence behavior and physicians’
decision-making processes [99]. Conversely, as mHealth
systems represent innovative technology, many hospitals and

physicians’ offices have not adopted such systems to benefit
their patients. However, how physicians can make more
informed decisions to address patients’ nonadherence issues
through an MPES more effectively warrants further
investigation.

Conclusions
In summary, extensive research has been conducted that
examines factors associated with patient adherence, some of
which has examined the relationship between patient education
and adherence. However, as highlighted by extant literature,
the underlying relationship between patient education and
adherence is complex, and no studies to date have been
conducted that explore and explain the underlying mechanisms
of patient education delivered through mobile devices on patient
adherence [24,100]. Achieving a more in-depth understanding
of the effects of these mechanisms on adherence can have
theoretical and practical implications on how to leverage an
MPES to improve patient adherence, which in turn may improve
health care outcomes. Thus, our study aimed to bridge this
compelling knowledge gap.

In this study, our MPES provided additional patient care at the
physician’s office or clinic through a real-time mobile
personalized patient education intervention program, which
enabled 2-way physician-patient communication beyond the
patients’ in-person office visits. Our study participants were
active patient users of the MPES, on which they could access
their individual patient education materials and directly interact
with their physicians and caregiver teams on the web. The results
of our study imply that the MPES can be effectively leveraged
by physicians’ offices or clinics for more seamless high-quality
care. It can also be a trade-off for physicians’ offices or clinics
to handle additional workload to provide more personalized
services to their patients through an MPES. Nevertheless, our
study findings indicate that the extended service lines provided
on the MPES beyond regular in-person office visits may
significantly improve patient-physician communication quality
and increase patients’ trust in their physicians, thus leading to
more optimal health outcomes such as enhanced patient
adherence to their therapy or treatment plans.

In conclusion, our study is one of the first that examines the
relationship between patients who actively use an MPES and
their trust in their physicians. This study contributes to this
context by (1) enriching the trust literature addressing the call
to identify key patient-centered technology determinants of
trust, (2) advancing the understanding of patient adherence
mechanisms, (3) adding a new explanation for the influence of
education mechanisms delivered through mobile devices on
patient adherence, and (4) confirming that the TPB holds in this
patient adherence context.
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Abstract

Background: Health care delivery and patient satisfaction are improved when patients engage with their medical information
through patient portals. Despite their wide availability and multiple functionalities, patient portals and their functionalities are
still underused.

Objective: We seek to understand factors that lead to patient engagement through multiple portal functionalities. We provide
recommendations that could lead to higher patients’ usage of their portals.

Methods: Using data from the Health Information National Trends Survey 5, Cycle 3 (N=2093), we performed descriptive
statistics and used a chi-square test to analyze the association between the demographic variables and the use of mobile health
apps for accessing medical records. We further fitted a generalized linear model to examine the association between access type
and the use of portal functionalities. We further examined the moderation effects of age groups on the impact of access type on
portal usage.

Results: Our results show that accessing personal health records using a mobile health app is positively associated with greater
patient usage of access capabilities (β=.52; P<.001), patient-provider interaction capabilities (β=.24, P=.006), and patient–personal
health information interaction capabilities (β=.23, P=.009). Patients are more likely to interact with their records and their providers
when accessing their electronic medical records using a mobile health app. The impacts of mobile health app usage fade with
age for tasks consisting of viewing, downloading, and transmitting medical results to a third party (β=–.43, P=.005), but not for
those involving patient-provider interaction (β=.05, P=.76) or patient–personal health information interaction (β=–.15, P=.19).

Conclusions: These findings provide insights on how to increase engagement with diverse portal functionalities for different
age groups and thus improve health care delivery and patient satisfaction.

(J Med Internet Res 2022;24(12):e41972)   doi:10.2196/41972

KEYWORDS

patient portal; mobile health apps; electronic medical records; personal health record functionalities; patient satisfaction; health
information; Health Information National Trends Survey; healthcare delivery; app use; electronic medical record

Introduction

Background
Increased collaboration between patients and providers in the
delivery of health care results in patient engagement and
ultimately patient satisfaction [1-4]. Thus, hospitals and medical
practices proactively involve patients in decision-making and

all other aspects of care by offering them access to their personal
health information (PHI) stored in electronic health records—a
health care provider–facing digital copy of patients' medical
records. Patients can access, share, and interact with both their
medical records and their providers through PHI management
tools, often called patient portals (hereinafter referred to as
“portals”) [5-10]. In the United States, portals are used to meet
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calls from the Office of the National Coordinator (ONC) to
provide patients with the capabilities to view, download, and
transmit (VDT) their records to a third party of their choice
[11,12]. Patients’ usage of VDT and other functionalities
(exchanging messages with providers, scheduling medical
appointments, etc) helps health care practitioners receive
financial incentives. However, health care practitioners must
meet qualifying usage thresholds set forth by the Promoting
Interoperability Programs of the US Centers for Medicare and
Medicaid Services [3,7,11]. Engagement with functionalities
of portals improves the quality of care delivery and patient
satisfaction [13-25]. Thus, understanding factors that lead to
patient engagement through the use of multiple portal
functionalities is warranted.

Portal usage remains low despite its benefits [7,9]. Several
studies have also shown that portal usage varies on the basis of
patients’ chronic disease and demographic statuses, such that
patients from ethnic minorities are less likely to access and
interact with their medical records electronically [6,26-31].
Previous research also shows that health information technology
characteristics, such as usability and convenience, influence the
use of portals [32-36]. A recent survey on consumers’ use of
mobile apps and mobile browsers showed that people spend
nearly 3 hours daily on mobile apps but less than an hour using
mobile browsers [37]. This trend aligns with prior research that
patients, including older patients, are interested in using mobile
apps [31-33]. The extent to which the convenience of mobile
health apps translates into the diversity of use of portal
functionalities has not been studied. Building on these studies
and using a nationally representative sample, we examine the
role of portal access type and mobile health app use on the
likelihood that patients of different age groups will use multiple
portal engagement functionalities. These functionalities include
VDT and tasks allowing users to interact with their PHI and
providers. We further examine which functionalities benefit
from each portal access type.

To the best of our knowledge, prior studies have not described
or examined factors that lead to the use of diverse capabilities
of portals in a nonintegrated context among patients using a
mobile health app. Understanding these factors could help
designers and health care practitioners facilitate both the
frequency and the breadth of the use of portal functionalities
by patients and also develop proper access-based intervention
for underused capabilities.

Engagement Functionalities and Patient Engagement
The ONC classifies portal engagement functionalities into 2
types based on their utility. The first type consists of capabilities
that allow patients to access their medical records to perform
VDT tasks. The second type of engagement functionality
includes capabilities that facilitate web-based interactions
between both patients and their providers and patients and their
PHI. For example, interaction functionalities include capabilities
such as secure messaging between the patient and provider,
refilling prescriptions, and amending personal records [11].
Since the use of functionalities depends in part on their utility,
the study adopts the ONC classification as well as the term
engagement functionalities to describe portal capabilities that

allow patients to (1) access their personal health information or
(2) interact with their providers and (3) interact with their data.
Similarly, we refer to patients’use of engagement functionalities
as patient engagement with their care in line with extant research
[3,7,11,36].

Our study examines the role of portal access type in promoting
patient engagement through the use of portal engagement
functionalities. We specifically hypothesize that patients
accessing their electronic medical records using a mobile health
app are more likely to participate in all 3 aspects of engagement:
VDT, patient-provider interaction (PPI), and patient-PHI
interaction (PPHI). We also propose that the effects of access
type on portal usage vary by functionality and age group.
Specifically, the intensity and the breadth of the use of
engagement functionalities differ on the basis of whether portal
users are younger than 65 years. This study controls for
demographic- and health-related behavioral variables.

Methods

Data Source and Study Population
We used data from the Health Information National Trends
Survey (HINTS) 5, Cycle 3, collected by the National Cancer
Institute between January and May 2019. HINTS 5 Cycle 3
surveys noninstitutionalized civilian US adults using a 2-stage
sampling design. Data were collected from 5438 respondents
out of 23,430 targeted addresses (overall response rate 30.3%)
[38]. The survey methods and detailed reports have been
published elsewhere [38-40]. HINTS data sets have been used
in the literature to study health-related behaviors, including
information seeking and sharing, patient-provider trust, and
HIT adoption and use in health care [34-36,41-43]. This study
focuses on patients who indicated on the survey questionnaire
whether they use a smartphone health app to access their
electronic medical records. We filtered survey responses to
exclude those who did not know whether they had used an app
and missing values for this parameter. The resulting sample
consisted of 2093 observations.

Variables

Predictor and Control Variables
The main predictor in this study was whether users accessed
their web-based medical records using a smartphone health app.
Participants who responded as having used smartphones to
access their information were recoded as 1 and those who had
not as 0. The study also controlled for demographic and
health-related variables, including self-reported gender, income,
age (younger than 65 years having been recoded as 0 and 65
years or older as 1), education, race and ethnicity, general health
status, and insurance status. In addition, in line with previous
HIT studies, we controlled for the chronic disease status [35,36]
and propensity to search for health information on the internet
[6,36,41]. The propensity for searching health information on
the internet parameter was derived from questionnaire responses
on whether respondents had used a computer, smartphone, or
other electronic means to search for medical information on the
internet. Survey questions and variable measurements are
reported in Multimedia Appendix 1.
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Outcome Variables
The role of app use on portal usage was examined using 3
engagement functionalities: VDT, PPI, and PPHI.

VDT scores were obtained by summing up answers to 3
dichotomous survey questions regarding the use of electronic
medical records. First, respondents were asked whether they
used their portals to view laboratory results and download
medical records. “Yes” answers were recoded as 1 and “No”
answers as 0. Second, respondents were also asked whether
they had used their portals to share their electronic records with
another health care provider, a family member, or a health app
to manage or store the data. Those who had shared their records
with any of the options were recoded as 1 and those who had
not as 0. Finally, the recoded responses to the 3 questions were
summed to obtain a VDT score ranging from 0 to 3.

We conceptually grouped responses to questions regarding the
use of interaction functionalities into 2 categories. The first
category consisted of functionalities related to care and
communication convenience. For example, respondents were
asked whether they requested medication refills or sent a secure
message to their providers. We called this parameter PPI. The
variable ranged from 0 to 2 after summing the dichotomous
values of the questionnaire responses. The second parameter,
PPHI, consisted of answers to questions on whether users (1)
requested the correction of erroneous information in their
records, (2) added information to their records to share with
their health care provider, or (3) used their health records in
deciding on a treatment for an illness or health condition. We
used the values of the 3 items to compute the PPHI factor score,
ranging from 0 to 3. The acronym VDT has been used
extensively in the literature to represent the outcomes of VDT
functionalities and, thus, yield little or no confusion [3,7,11].
However, this is not the case with interaction functionalities.

We, therefore, used themes underlying these capabilities to
represent interaction capabilities in line with extant literature
[36].

Statistical Analyses
We used descriptive statistics and performed a chi-square test
to analyze the association between the demographic variables
and app use for accessing medical records. Using a generalized
linear model, we examined the association between app use and
portal engagement functionalities and the moderating effect on
respondents’ age group. Our analyses incorporated replicate
weights to account for the survey design methodology. R (The
R Foundation) statistical software was used to conduct the
analyses. A P value of ≤.05 was considered significant.

Ethical Considerations
This study uses publicly available (secondary) data; hence,
institutional review board review was not required.

Results

Outcome Variables
PPI and PPHI were further validated with exploratory factor
analysis (EFA) in line with previous research [36]. The
suitability of the data for an EFA was assessed with the

nonsignificant Little missing value test (2
68=61, P=.71),

indicating that the data were missing completely at random

(significant Bartlett test for sphericity: 2
21= 1617.25, P<.001;

Kaiser-Meyer-Olkin measure of sample adequacy: overall
index=0.74). As shown in Table 1, a survey-weighted EFA with
maximum likelihood suggested 2 main themes from the
questionnaire responses. A scree plot and eigenvalues (>1)
supported selecting 2 themes for the analysis.

Table 1. Exploratory factor analysis to extract common themes from the data.

Factor loadingsVariables

Factor 2Factor 1

0.45N/AaRefill prescriptions

0.64N/ASend secure message

N/A0.37Request correction in personal health information

N/A0.81Add info to medical records

N/A0.44Make care decisions

aN/A: not applicable.

Descriptive Analysis
Our sample consisted of 2093 observations. As shown in Table
2, of all the respondents, only 714 (37.2%) patients reported
using an app to access their portals. Females accounted for the
majority of respondents (n=1186, 57.3%). The association
between app use and age group variables was significant
(P<.001), indicating that the impact of this association was not
uniform across age group levels. As shown in Table 2,

respondents younger than 65 years were more likely to report
using an app (n=553, 88.5%) than those aged 65 years or older
(n=154, 11.5%). The data also show that most respondents
(n=1824, 84.1%) had more than a high school degree. Most app
users earned US $50,000 or more (n=467, 64.4%) and were
essentially non-Hispanic White (n=399, 62.5%). Most
respondents self-reported their general health status as good or
better (n=620, 89.4%).
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Table 2. Demographic and health-related categorical variables.

P valueAccess with app, n (%)Access without app, n (%)Overall, n (%)Variables

N/Aa 714 (37.2)1379 (62.8)2093 (100)Participants

.55Gender

417 (58.9)769 (56.3)1186 (57.3)Female

259 (41.1)512 (43.7)771 (42.7)Male

<.001Age group (years)

553 (88.5)858 (79.4)1411 (82.8)<65

154 (11.5)497 (20.6)651 (17.2)≥65

.78Education

11 (1.6)25 (1.7)36 (1.7)Less than high school

63 (12.5)132 (15.2)195 (14.2)High school graduate

207 (44.7)377 (42.4)584 (43.2)Some college

417 (41.1)823 (40.7)1240 (40.9)College graduate or more

.26Income (US $)

61 (12.0)112 (9.6)173 (10.5)<20,000

64 (11.6)105 (6.2)169 (8.2)20,000 to <35,000

59 (12.1)174 (14.3)233 (13.5)35,000 to <50,000

127 (17.3)255 (20.5)382 (19.3)50,000 to <75,000

340 (47.1)605 (49.4)945 (48.5)≥75,000

.86Health status

15 (2.6)21 (2.3)36 (2.4)Poor

71 (8.1)143 (9.4)214 (8.9)Fair

244 (32.9)462 (35.2)706 (34.3)Good

274 (42.8)551 (40.0)825 (41.0)Very good

102 (13.7)182 (13.1)284 (13.3)Excellent

.14Race and ethnicity

399 (62.5)940 (73.4)1339 (69.4)Non-Hispanic White

87 (9.1)132 (8.2)219 (8.6)Non-Hispanic Black or African American

120 (18.4)113 (9.6)233 (12.9)Hispanic

40 (5.5)56 (5.3)96 (5.4)Non-Hispanic Asian

27 (4.6)46 (3.4)73 (3.8)Non-Hispanic other

.29Chronic disease status (number of diseases)

276 (37.8)528 (41.3)804 (40.0)0

227 (33.4)442 (32.8)669 (33.0)1

142 (20.2)277 (17.6)419 (18.6)2

51 (4.8)98 (5.8)149 (5.5)3

14 (3.0)23 (0.9)37 (1.7)4

3 (0.8)7 (1.6)10 (1.3)5

.002Search health information on the internet

50 (7.4)177 (15.1)227 (12.3)No

659 (92.6)1186 (84.9)1845 (87.7)Yes

.66Insurance status

22 (5.6)41 (4.4)63 (4.9)Uninsured
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P valueAccess with app, n (%)Access without app, n (%)Overall, n (%)Variables

 692 (94.4)1338 (95.6)2030 (95.1)Insured 

aN/A: not applicable.

Regarding the 3 engagement activities, disparities were also
apparent between respondents who used the mobile app and
those who did not. The mean VDT score for those who reported
using an app was 1.56 (SD 0.83) compared to 1.11 (SD 0.71)
for those who did not (P<.001). For PPI score, the average was
1.15 (SD 0.79) for those who used an app versus 0.87 (SD 0.81)
for those who did not (P<.001), while, for the PPHI score, the
average was 0.77 (SD 0.93) for respondents who used an app
versus 0.48 (SD 0.77) for those who did not (P<.001). The
significant P value for all engagement factors indicates that the
use of engagement functionalities differed between users who
reported accessing their portals through a health app and those
who did not.

Figure 1 shows that the usage of individual functionalities varied
with access type. Among respondents who answered “Yes”
when asked whether they used electronic medical records to
make decisions about health care options, the number of
participants who accessed their portal using a mobile app was
higher (n=376, 51.7%) than that of non–app users. Similarly,
the numbers of app users who downloaded medical results or

shared records with a third party were also higher (n=196, 63.2%
and n=288, 54.9%, respectively) than those of non–app users.
Furthermore, web access was higher for other functionalities,
including adding additional information to one’s medical records
(n=278, 53.7%), correcting medical records (n=94, 61.1%),
sending secure messages to providers (n=645, 56.7%),
requesting prescription refills (n=559, 55.8%), and viewing
medical results (n=1108, 60.2%).

Figure 2 depicts the distribution of how the respondents used
multiple functionalities. The usage of portal functionalities in
general and the interaction functionalities, in particular,
remained low. Nearly 54% (n=374) of app users and 70%
(n=925) of nonusers did not engage in any PPHI task. Similarly,
over 25% (n=177) of app users and 40% (n=549) of nonusers
did not engage in any PHI task. The fraction of respondents
who did not use any VDT tasks remained under 20% (n=263)
among both app users and nonusers. Overall, app users were
more likely to engage in at least one task within each outcome
score.

Figure 1. Comparison of usage by access type among users who claimed to have used personal health record functionalities. PPHI: patient–personal
health information interaction; PPI: patient-provider interaction; VDT: view, download, and transmit.
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Figure 2. Comparison of the number of functionalities used by access type. PPHI: patient–personal health information interaction; PPI: patient-provider
interaction; VDT: view, download, and transmit.

Generalized Linear Model
Results from the survey-weighted linear model are presented
in Table 3. Models 1, 3, and 5 examine the effect of app usage
without an interaction term. The results show that accessing
portals using a health app is positively associated with higher
usage of VDT, PPI, and PPHI functionalities. Specifically, app
usage is associated with an increase of 0.52 (P<.001) in the
VDT score, 0.24 (P=.006) in the PPI score, and 0.21 (P=.009)
in the PPHI interaction score. These results indicate that for
every 100 patients who use a health app to access their medical
records, 52 more VDT tasks, 24 more PPI tasks, and 21 more
PPHI tasks are performed. Models 2, 4, and 6 account for the
interaction effects between age group and app use. The
coefficients of the main independent variable (app use) changed

slightly but not significantly (0.52 to 0.58 for the VDT score,
0.24 to 0.23 for the PPI score, and 0.21 to 0.23 for the PPHI

score). The R2 value increased for the VDT score from 0.19 to
0.20 but did not change for the PPI and PPHI scores, indicating
that only the VDT model is better explained when the model
includes an interaction term.

Respondents who reported general health statuses of good
(β=–.53, P=.03) and excellent (β=–.58, P=.04) were less likely
to engage in PPHI tasks than those who reported poor health.
Chronic disease status was associated with the usage of PPI and
PPHI functionalities. The propensity to search health
information on the internet was also associated with higher
usage of VDT and PPI tasks. Insurance status, income,
education, race and ethnicity, and gender were not significant.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e41972 | p.367https://www.jmir.org/2022/12/e41972
(page number not for citation purposes)

Ndabu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. Regression results.

Engagement functionalities (participants, n=1753) 

Patient–personal health information interac-
tion score (95% CI)

Patient-provider information score (95%
CI)

View, download, and transmit
score (95% CI)

 

Model 6dModel 5dModel 4cModel 3cModel 2bModel 1a 

0.23f (0.07 to 0.40)0.21f (0.06 to 0.37)0.23g (0.04 to 0.42)0.24f (0.08 to 0.40)0.58e (0.39 to
0.76)

0.52e (0.35 to
0.69)

Access type (refer-
ence: access without
an app)

0.11 (–0.07 to 0.28)0.07 (–0.08 to 0.21)–0.02 (–0.16 to 0.12)–0.01 (–0.14 to 0.13)0.11 (–0.02 to
0.24)

–0.01 (–0.12 to
0.11)

Age group of ≥65
years (reference: <65
years old)

–0.08 (–0.21 to 0.04)–0.08 (–0.21 to 0.04)0.07 (–0.09 to 0.24)0.07 (–0.09 to 0.24)0.11 (–0.01 to
0.24)

0.11 (–0.02 to
0.24)

Male gender (refer-
ence: female gender)

Race and ethnicity (reference: White)

0.02 (–0.16 to 0.20)0.02 (–0.16 to 0.20)–0.02 (–0.22 to 0.17)–0.02 (–0.22 to 0.17)–0.07 (–0.33 to
0.18)

–0.07 (–0.33 to
0.19)

Hispanic

0.61 (–0.08 to 1.31)0.61 (–0.09 to 1.30)0.12 (–0.33 to 0.56)0.12 (–0.33 to 0.56)0.39 (–0.05 to
0.82)

0.37 (–0.07 to
0.81)

Non-Hispanic
Asian

0.86 (–0.59 to 2.30)0.86 (–0.58 to 2.29)0.27 (–0.16 to 0.71)0.27 (–0.16 to 0.70)0.54 (–0.09 to
1.17)

0.54 (–0.09 to
1.17)

Non-Hispanic
other

0.21 (–0.01 to 0.43)0.20 (–0.01 to 0.42)0.05 (–0.19 to 0.29)0.05 (–0.19 to 0.29)–0.14 (–0.34 to
0.06)

–0.15 (–0.35 to
0.06)

Non-Hispanic
Black or African
American

Education level (reference: less than high school)

–0.22 (–0.68 to 0.23)–0.22 (–0.68 to 0.24)–0.35 (–1.00 to 0.30)–0.35 (–1.00 to 0.29)0.07 (–0.34 to
0.47)

0.08 (–0.34 to
0.49)

High school
graduate

–0.18 (–0.68 to 0.31)–0.18 (–0.68 to 0.32)–0.27 (–0.84 to 0.31)–0.27 (–0.84 to 0.31)–0.10 (–0.48 to
0.27)

–0.10 (–0.49 to
0.30)

Some college

–0.20 (–0.66 to 0.27)–0.19 (–0.66 to 0.28)–0.30 (–0.90 to 0.29)–0.30 (–0.90 to 0.29)–0.07 (–0.44 to
0.30)

–0.06 (–0.45 to
0.33)

College graduate
or more

Income (US $; reference: less than US $20,000)

–0.04 (–0.35 to 0.27)–0.04 (–0.35 to 0.27)–0.06 (–0.46 to 0.35)–0.05 (–0.46 to 0.35)–0.06 (–0.39 to
0.27)

–0.06 (–0.40 to
0.27)

20,000 to
<35,000

0.08 (–0.26 to 0.43)0.09 (–0.25 to 0.43)0.02 (–0.31 to 0.36)0.02 (–0.31 to 0.36)0.12 (–0.15 to
0.38)

0.13 (–0.14 to
0.39)

35,000 to
<50,000

0.09 (–0.23 to 0.42)0.09 (–0.23 to 0.42)0.19 (–0.15 to 0.53)0.19 (–0.15 to 0.53)0.09 (–0.18 to
0.35)

0.08 (–0.19 to
0.35)

50,000 to
<75,000

0.16 (–0.14 to 0.46)0.16 (–0.14 to 0.45)0.12 (–0.16 to 0.41)0.12 (–0.16 to 0.41)0.10 (–0.14 to
0.34)

0.10 (–0.15 to
0.34)

≥75,000

General health status (reference: poor)

–0.38 (–0.97 to 0.22)–0.37 (–0.96 to 0.22)–0.40 (–0.97 to 0.16)–0.40 (–0.97 to 0.16)–0.11 (–0.59 to
0.36)

–0.10 (–0.59 to
0.38)

Fair

–0.53g (–1.00 to
–0.05)

–0.53g (–1.00 to
–0.05)

–0.35 (–0.90 to 0.20)–0.35 (–0.90 to 0.20)–0.33 (–0.82 to
0.17)

–0.32 (–0.83 to
0.18)

Good

–0.44 (–0.94 to 0.06)–0.44 (–0.94 to 0.05)–0.27 (–0.82 to 0.29)–0.27 (–0.82 to 0.29)–0.18 (–0.68 to
0.32)

–0.18 (–0.68 to
0.33)

Very good

–0.58g (–1.12 to
–0.03)

–0.57g (–1.11 to
–0.03)

–0.43 (–0.98 to 0.12)–0.43 (–0.98 to 0.12)–0.29 (–0.79 to
0.20)

–0.29 (–0.79 to
0.22)

Excellent

Chronic disease status (reference: 0 diseases)

–0.04 (–0.24 to 0.15)–0.04 (–0.24 to 0.15)0.24f (0.07 to 0.41)0.24f (0.07 to 0.41)–0.01 (–0.17 to
0.14)

–0.01 (–0.16 to
0.14)

1
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Engagement functionalities (participants, n=1753) 

Patient–personal health information interac-
tion score (95% CI)

Patient-provider information score (95%
CI)

View, download, and transmit
score (95% CI)

 

Model 6dModel 5dModel 4cModel 3cModel 2bModel 1a 

–0.03 (–0.21 to 0.16)–0.03 (–0.22 to 0.16)0.29f (0.09 to 0.48)0.29f (0.09 to 0.48)0.03 (–0.13 to
0.19)

0.02 (–0.14 to
0.19)

2

0.08 (–0.21 to 0.38)0.08 (–0.21 to 0.37)0.20 (–0.08 to 0.48)0.20 (–0.08 to 0.48)–0.05 (–0.20 to
0.11)

–0.05 (–0.22 to
0.11)

3

–0.09 (–0.53 to 0.35)–0.08 (–0.52 to 0.36)0.22 (–0.24 to 0.68)0.22 (–0.24 to 0.67)0.06 (–0.48 to
0.60)

0.08 (–0.47 to
0.63)

4

1.18g (0.26 to 2.09)1.17g (0.27 to 2.08)0.46 (–1.20 to 2.11)0.46 (–1.20 to 2.12)–0.13 (–0.71 to
0.45)

–0.13 (–0.73 to
0.47)

5

–0.16 (–0.50 to 0.19)–0.16 (–0.51 to 0.19)0.13 (–0.46 to 0.73)0.13 (–0.46 to 0.73)0.27 (–0.13 to
0.67)

0.28 (–0.13 to
0.68)

Insurance status: in-
sured (reference:
uninsured)

0.10 (–0.35 to 0.55)0.10 (–0.35 to 0.55)0.31g (0.07 to 0.55)0.31g (0.08 to 0.58)0.33g (0.08 to
0.58)

0.33g (0.08 to
0.58)

Searched health infor-
mation on the web
(ref: did not search)

–0.15 (–0.38 to
0.08) 

Reference 0.05 (–0.29 to 0.39) Reference –0.43f (–0.71 to
–0.15) 

Reference App use × age group

1.03g (0.18 to 1.89)1.04g (0.18 to 1.89)0.81 (–0.05 to 1.66)0.80 (–0.05 to 1.66)0.69 (–0.01 to
1.39)

0.70 (–0.00 to
1.41)

Constant

aR2=0.19.
bR2=0.20.
cR2=0.09.
dR2=0.19.
eP<.001.
fP<.01.
gP<.05.

Interaction Effects of Age Group
Models 2, 4, and 6 introduce an interaction term between app
use and age group. The results indicate that the age group
moderates the relationship (β=–.43, P=.004) between app use
and VDT usage; that is, app use effects will differ between
patients younger than 65 years and older patients. Table 4 and
Figure 3 show the marginal means of VDT usage for all
combinations of app use and age group. App users younger than
65 years exhibited higher averages than nonusers (1.67 vs 1.08,
respectively). For users aged 65 years and older, Table 4 also

shows a slight positive difference between app users (1.35) and
nonusers (1.18). However, as shown in Figure 3, the mean
difference is higher for users younger than 65 years, indicating
an interaction between app use and age group variables.

The analysis of simple effects revealed a significant difference
between those who used an app to perform VDT tasks and those
who did not. The impact of app use was positive for both groups;
however, the effect was significant only for participants younger
than 65 years (β=.58, P<.001). Thus, app use was positively
related to VDT use for users younger than 65 years but not for
older users.

Table 4. Marginal means of VDT by app use and age group.

Marginal mean (SE)Age group (years)App usage

1.08 (0.0452)<65Did not use

1.67 (0.0639)<65Used

1.18 (0.0528)≥65Did not use

1.35 (0.0952)≥65Used
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Figure 3. Interaction between functionalities and age. VDT: view, download, and transmit.

Discussion

Principal Findings
Health care delivery and outcomes can be improved with the
increased participation of patients in health care decisions
[44-47]. Portal functionalities, if sufficiently used, can be a
driving force of patient-provider collaboration [4,14]. Thus, it
is essential to integrate new and widely available technologies
with portals to enhance patient engagement. To this end, our
study has several significant findings. First, our study indicates
that most portal users still do not use a health app. This finding
aligns with the ONC report that states that only a small
percentage of hospitals offers access to portals through health
apps [11]. The positive effect of app use on patient engagement
calls for more comprehensive portal mobile access
functionalities. Second, regardless of how they access their
medical records, many patients are still not engaging in any
functionalities. Our findings show that the proportion of
individuals who have been granted access privileges but do not
access their portals is higher among non–app users.

Third, using a health app to access portals strongly and
positively impacts the use of the multiple engagement
functionalities. The regression coefficients of VDT, PPI, and
PPHI engagement functionalities were positive and significant.
Furthermore, Figure 2 shows that app users are more likely to
use at least one engagement task and have higher usage of VDT,
PPI, and PPHI tasks. This finding extends extant research that
indicates that app users log into their portals sooner and more

frequently than non–app users [41] by showing that beyond
timeliness and frequency of use, the use of apps to access portals
is associated with the breadth of the usage of portal
functionalities. Fourth, the association of portal access type on
individual portal tasks still favors non–app users. Portal usage
of app users for individual tasks was greater only for 3 out of
8 functionalities, namely, using medical records to make care
decisions, downloading, and transmitting results. Downloading
and sharing medical records are associated with increased
efficiency in clinical workflows [48]. Offering app access to
patients who underuse these functionalities could help improve
their portal usage.

Fifth, the impacts of mobile health app usage on the use of
diverse functionalities fade with age only for VDT tasks. This
finding is in line with that of previous research that the adoption
of newer technologies and the breadth of use of technology
tends to decline with age, even though users continue to
frequently use technologies they are acquainted with [49].
However, this study shows that the age group of portal users
does not condition the impact of access type on PPI and PPHI
tasks. This finding extends previous research on the effects of
age on mobile health app usage by showing that the result of
mobile access is not uniform across all age groups and tasks.
While mobile access increases VDT tasks for users younger
than 65 years and decreases them, for others, it does not impact
portal users differently on the breadth of use of interaction
functionalities regardless of their age groups. App access
increases the usage of interaction tasks similarly for all users.
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Mobile health app access could be a better intervention for portal
users younger than 65 years on VDT tasks and all portal users
for interaction tasks. Understanding the nuances in using portal
capabilities is essential for providers to develop equitable
interventions for each age group and to increase the use of
underused functionalities. Other interventions, such as providers’
encouragement that have been associated with higher usage of
portals [36], could be used among patients who are aged 65
years or older to increase the use of VDT tasks.

Logging into portals is only a first step toward patient
engagement through their medical records. Once logged in, the
number of tasks patients perform contributes to their
empowerment and engagement. In this study, while a high
percentage of users (46.5% and 62.8% of app users and non–app
users, respectively) performed at least one VDT task, less than
20% of users in both groups engaged in all 3 VDT tasks. This
low involvement with VDT tasks was more pronounced among
non–app users. Similarly, less than 5% and less than 40% in
each group performed all PPHI and PPI tasks, respectively.
Additional research is needed to improve patient engagement
with multiple portal functionalities.

Mobile apps provide convenience for their users [50]. For the
most part, the effort required to perform VDT tasks is minimal.
Therefore, VDT tasks can be more easily accomplished with a
click or touch of a button for a health app designed with usability
considerations. The same is not valid for interaction tasks that
require the use of a computer or cellphone keyboard. Prior
research comparing the use of smartphones with that of desktops
in business settings shows that users of smartphones can perform
reading tasks better than typing tasks [51]. However, the need
to manipulate the keyboard and the smaller window size of a
smartphone increase the time and difficulty of performing such
tasks. Hence, performing interaction tasks via a health app is
not as convenient as doing so via a computer and may explain
the lesser impact of app usage on the interaction functionalities,
as shown in Table 3. While app usage was significantly and
positively associated with all engagement types, its impact on
the VDT tasks was far more significant than that on the
interaction tasks, as reflected in the regression coefficients. It
is also possible that app interfaces were not easy to use to port
data from one provider to another. Therefore, there is a need
for apps to connect with platforms that make data portability
seamless.

Even though app usage predicted all engagement types, the
easier a task that could be performed via an app, the more it
was used. Previous studies have recommended that portal
designers simplify data entry into their systems [52,53]. App
designers also should endeavor to decrease the amount of effort
needed to perform interaction tasks, especially PPHI tasks,
which are essential in this new era of interoperability across
health information systems and information exchanges [19].
The ability of users to amend or request amendments to their
records could be vital in reconciling fragmented information
from one system to another and ensuring data integrity and
completeness.

Limitations
This study used secondary data. Thus, covariates were limited
to variables available in the data. Similarly, this study was based
on cross-sectional data and cannot infer causality. Future
research could examine the impact of health app usage on the
portal engagement functionalities using longitudinal data.

These secondary data did not provide details on the functional
characteristics of the mobile apps and portals that were used. It
was also unclear whether the portals were tethered to an
electronic health record. Since the data were representative of
the national US population [54], this study assumed that the
mobile health apps and portals used by the study population
were diverse.

Conclusions
Patients with access to mobile-optimized portals log into their
medical records sooner after being granted access and more
frequently than those who only use a computer [38]. This study
shows that patients who use a health app to access their records
are also more likely to engage in multiple VDT, PPI, and PPHI
tasks. The convenience and wide availability of health apps can
also improve VDT functionalities among adults younger than
65 years and interaction functionalities among all portal users.
Previous studies show that engagement with portals leads to
better health outcomes and effective and efficient care delivery
[21,22]. Although the likelihood of engaging in at least one task
is higher when using an app, portal usage remains low. More
research is needed to determine other factors and characteristics
of health apps, which could lead to greater portal usage,
especially among adults aged 65 years or older.
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Abstract

Background: Over the recent years, technological advances of wrist-worn fitness trackers heralded a new era in the continuous
monitoring of vital signs. So far, these devices have primarily been used for sports.

Objective: However, for using these technologies in health care, further validations of the measurement accuracy in hospitalized
patients are essential but lacking to date.

Methods: We conducted a prospective validation study with 201 patients after moderate to major surgery in a controlled setting
to benchmark the accuracy of heart rate measurements in 4 consumer-grade fitness trackers (Apple Watch 7, Garmin Fenix 6
Pro, Withings ScanWatch, and Fitbit Sense) against the clinical gold standard (electrocardiography).

Results: All devices exhibited high correlation (r≥0.95; P<.001) and concordance (rc≥0.94) coefficients, with a relative error
as low as mean absolute percentage error <5% based on 1630 valid measurements. We identified confounders significantly biasing
the measurement accuracy, although not at clinically relevant levels (mean absolute error<5 beats per minute).

Conclusions: Consumer-grade fitness trackers appear promising in hospitalized patients for monitoring heart rate.

Trial Registration: ClinicalTrials.gov NCT05418881; https://www.clinicaltrials.gov/ct2/show/NCT05418881

(J Med Internet Res 2022;24(12):e42359)   doi:10.2196/42359

KEYWORDS

health tracker; smartwatch; internet of things; personalized medicine; photoplethysmography; wearable; Garmin Fenix 6 Pro;
Apple Watch 7; Fitbit Sense; Withings ScanWatch

Introduction

Fitness trackers are usually wrist-worn devices equipped with
photoplethysmography (PPG) sensors and motion sensors,
among complementary sensor units. These devices paved the

way for continuous monitoring of diverse fitness parameters
including various vital signs [1]. In contrast to conventional
PPG measurement methods based on transmissive pulse
oximetry (TPO), fitness trackers use reflective pulse oximetry.
Therefore, wearing a finger clip is obsolete because both the
light-emitting diode and the photodiode (light sensor) can be
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combined side by side in one measuring unit that can be worn,
for example, on the wrist, offering more mobility to users or
patients.

The option of continuous heart rate monitoring without
impairing the mobility of patients opens up a range of new
opportunities, especially for hospitalized patients. For example,
the Early Warning Score can be calculated from heart rate and
other parameters and is used for the early detection of
deterioration in patients [2]. Yet, vital signs are only monitored
continuously in hospitalized patients requiring intensive care,
as the technical, personal, and financial requirements do not
enable the current methods to be expanded to a peripheral ward.
Traditional monitoring also makes patients more difficult to
mobilize, which runs counter to the idea of early rehabilitation
according to the guidelines of the Enhanced Recovery After
Surgery. Particularly, patients undergoing surgical procedures
are a vulnerable patient cohort requiring close monitoring.
Recently, 2 systematic reviews demonstrated that, based on
continuous measuring of vital parameters in hospitalized
patients, the length of stay in the hospital [3] and, in combination
with automated alerting systems, even mortality [4] could be
reduced. Such reports raise the evident question to which degree
fitness trackers could be used in hospitalized patients for
continuous monitoring of vital signs. Due to their general
availability, cost efficiency, and long battery life, fitness trackers
could offer a feasible solution. To date, fitness trackers have
primarily been used for sports and leisure purposes [5], but their
opportunities in the continuous monitoring of various vital signs
during the entire hospital stay have already been highlighted
[6].

Obviously, in order to establish fitness trackers in the medical
sector, a rigorous validation of their measurement accuracy is
of high importance. However, so far, relatively little effort has
been made in this direction, and most of the currently available
trials show one or more of the following shortcomings: the study
was primarily conducted with healthy volunteers [7,8], it
compared different devices with each other but not with an
established medical gold standard [9], it examined
non–consumer-grade wearables [10], and it assessed only a very
limited sample size [11].

Studies on the use of fitness trackers in a perioperative setting
or among patients with multiple pre-existing diseases are rare
[12] and, according to systematic reviews, also hampered by a
high risk of bias [13] and suffer from low quality [14]. In
particular, it has been shown that motion artifacts influence the
mean absolute error (MAE) of the measurements by up to 30%
[15]. In order to exclude such interferences, we evaluated the
accuracy of vital signs measured by fitness trackers in resting
patients. We therefore set up—for the very first time—a study
that aims to benchmark the heart rate measurements of 4
consumer-grade fitness trackers against the clinical gold standard
under controlled conditions in postoperative patients undergoing
moderate to major surgery.

Methods

Study Design
The primary objective of our study is the evaluation of the
accuracy of heart rate measurements by consumer-grade fitness
trackers against the clinical gold standard. The study population
consisted of nonsedated postoperative patients who had
undergone moderate to major surgery. This prospective
validation study took place at the Department of
Anaesthesiology, Intensive Care, Emergency and Pain Medicine
at the University Hospital Würzburg, Germany, between
November 2021 and May 2022. The study protocol was
designed in accordance with the guidelines for wrist-worn
consumer wearables [16]. This paper presents the results of the
heart rate validation in the “Monitor Trial,” registered on
ClinicalTrials.org (accession No. NCT05418881).

Patients (aged ≥18 years old) scheduled for elective surgery
requiring placement of an arterial line were screened prior to
the procedure. Exclusion criteria for participation included
critically ill patients (ie, American Society of Anesthesiologists

V [ASA V]), those with a BMI of >40 kg/m2, outpatient surgery,
infectious patients (due to hygienical regulations), those who
previously participated in this study, those incapable of giving
written informed consent, those who did not speak and read
German, and those with extensive pathological skin lesions at
the forearms or with known allergies to latex, silicone, or nickel.

Ethical Considerations
The study protocol had been reviewed and approved by the local
ethics committee of Würzburg (reference number 145/21_c).
We conducted our study in accordance with good clinical
practice guidelines and the Declaration of Helsinki. Our study
was planned, carried out, analyzed, and interpreted
independently of any industrial partners. All participants
provided written informed consent before surgery took place.

Study Procedures
Following surgical procedures, the vital parameters of study
participants were continuously monitored according to hospital
standards during their stay at the postanesthesia care unit
(PACU). We used medical-grade TPO at the finger as well as
noninvasive and invasive blood pressure monitoring and 3-lead
electrocardiography (ECG), all measured by Philips devices
(IntelliVue X3, Philips Healthcare). The measured parameters
were streamed to a bedside patient monitor (MX750, Philips
Healthcare). Simultaneously, patients were equipped with 4
different consumer-grade fitness trackers (Table 1), attached
randomly to either wrist according to the manufacturer's
instructions. In doing so, we aimed to eliminate any systematic
bias from our results, for example, small but potentially present
differences in pulse measurements between the 2 hands. During
a patient’s stay at the PACU, a total of 3 on demand
measurements were collected by 2 trained members of the
research staff. The measured values were acquired manually
from the screens of the fitness trackers and the bedside monitors
(ECG and TPO) simultaneously. Patients who had no arterial
line placed or those who were admitted to an intensive care unit
immediately (eg, sedated, ventilated, or temporarily critically
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ill patients) were excluded. The placement of an arterial line
ensured that only patients with moderate to major surgery were
included.

In order to set up each of the fitness trackers, an anonymized,
patient-unrelated user account had been created at the
corresponding manufacturer. Immediately after the initial setup,
the firmware of each device was updated (Table 1).

Subsequently, the connection via Bluetooth and Wi-Fi was
deactivated to ensure that no further firmware updates were
installed during the course of the study, preventing any possible
changes to algorithms from affecting the results [17,18]. Of
note, although some of the manufacturers offer customized
firmware for research purposes, we decided to stick to the
consumer-grade firmware to enable the comparability of our
results with complementary studies.

Table 1. Wrist-worn consumer-grade fitness trackers investigated in this trial, specified by the respective manufacturer (headquarters’ address), the
device’s model, and the firmware version used for the study.

Firmware versionModelManufacturer

watchOS8.1Watch 7Apple

5.3 (44.128.6.12)SenseFitbit

19.20 (0fe794a)Fenix 6 ProGarmin

2291ScanWatchWithings

Data Collection
Patient characteristics were recorded after performing
measurements according to the guidelines for wrist-worn devices
[16], including age, sex, wrist circumference, BMI, height, body
weight, ASA classification, Fitzpatrick scale, and heart rhythm.
As there is no generally established metrics for the density of
forearm hair, we segregated the forearm hairiness of patients
into 4 categories—0: no forearm hair; 1: minimal; 2: moderate;
and 3: extensive hairiness. Measurements of the devices were
recorded manually and transferred to an Excel (Microsoft Corp)
spreadsheet later on.

Statistical Analysis
If not further specified, all statistical analyses were carried out
using standard R (version 4.2.0; R Core Team) functions and
using the ggplot2 package (version 3.3.6; MIT license) for
visualization. For descriptive analysis of the patient cohort, we
assessed the median and the IQR of each of the attributes. In
addition to the fitness tracker measurements of the heart rate,
TPO as the established clinical standard for heart frequency
measurement was used as a control and compared to the ECG
gold standard. We assessed the measurement accuracy of each
device by Bland–Altman plots [19]. After visual inspection, we
excluded 5 outliers from further analysis, defined as deviations
of >30 beats per minute (bpm) between the gold standard and
the respective benchmarked measurement. For all of the
remaining paired data points (pi,ri), the absolute error (AE) was
determined as abs(pi – ri) and, inherently, the absolute
percentage error as abs(pi – ri) × 100/ri, where ri corresponds
to the gold standard reference measurements by ECG.
Correspondingly, MAE and mean absolute percentage error
(MAPE) were computed according to standard definitions using
the Metrics package (version 0.1.4).

For each of the benchmarked devices, we further computed the
linear regression, determined the Pearson correlation coefficient
(PCC) as r, and used the DescTools package (version 0.99.45)
to determine the Lin concordance coefficient (CCC) as rc. The
PCC algorithm also provides the residual sum of squares (RSS)
measure of discrepancy between the data and the prediction by

the model. Comparing the distribution of benchmarked values
with the distribution of gold standard reference measurements,
we assessed the following hypotheses: (1) both data series are
uncorrelated according to the Pearson model (standard
association test, Cor-Test), (2) data are obtained from the same
distribution (2-tailed Kolmogorov-Smirnov test), and (3) the 2
data vectors are shifted against each other (2-sample
Mann-Whitney-Wilcoxon test). As all these tests are
nonparametric, no further assumption on the nature of the
compared distributions has been implied, and we generally
accepted P<.05 as statistically significant.

Results

Overview of the Cohort
During the course of the study, 288 patients were screened
(Figure 1A), of whom 201 gave written informed consent
(initially excluded: n=87; Figure 1B). Subsequently, a further
89 patients were excluded (Figure 1B), resulting in 112 patients
successfully included in the study (Figure 1C). For each of these
112 included patients (Figure 1C), 3 attempts of measurement
by each measuring method (ECG, TPO, Apple, Fitbit, Garmin,
and Withings) were performed. This resulted in 2016
measurements, of which the 336 gold standard measurements
(ECG) served as a reference to evaluate the remaining 1680
measurements by the benchmarked devices. Some of these
measurements failed (n=45) and were classified as “dropouts.”
After quality control, we removed another 5 measurements (2
TPO, 2 Fitbit, and 1 Withings), obtaining a final data set
comprising 1630 data points (Figure 1D).

In our cohort, 62.5% (n=70) of participants were male and
37.5% (n=42) were female. The median age of patients was 68

years, height 172 cm, weight 77 kg, BMI 26.4 kg/m2, and wrist
circumference 18 cm. Patients were further stratified by ASA
score, skin pigmentation (Fitzpatrick scale), and a custom scale
on the degree of hairiness on their forearm (Table 2, Figure S1
in Multimedia Appendix 1).

Most of the patients (n=92; 82.1%) presented with sinus heart
rhythm during the measurements; hence, merely 20 (17.9%)
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patients presented with arrhythmias. Of them, 10 patients
presented with atrial fibrillation, 5 with pacemaker-triggered
ECG, 1 with bigeminus, 1 with clustered extrasystoles, 1 with

a left ventricular assist device, and 2 patients were not further
classified by the attending physician. No adverse or serious
adverse events were observed during the study.

Figure 1. Study design. Flowchart of patient recruitment and data acquisition. After (A) screening and initially excluding patients, (B) 201 patients
gave written informed consent. Of them, (C) 112 patients were successfully included in the study, resulting in 1680 benchmark measurements. Disregarding
(C) missing data due to dropouts and (D) removing outliers during quality control resulted in the analyzed data set of 1630 data points. ICU: intensive
care unit; m: number of measurements; n: number of patients; TPO: transmissive pulse oximetry.

Table 2. Attributes of the patient cohort.

Range (minimum-maximum)Value, median (IQR)

24-9268 (58-74)Age (years)

15-2318 (17-19)Wrist circumference (cm)

17.7-39.126.4 (24.05-30.18)BMI (kg/m2)

152-192172 (165-176)Height (cm)

45-12277 (68-90)Weight (kg)

1-42 (2-3)ASAa

1-42 (2-3)Fitzpatrick scale

0-31 (0-2)Degree of forearm hair density

aASA: American Society of Anesthesiologists.

Overall Deviation
We used the 1630 valid measurements to determine the general
deviation of the heart frequency measured by fitness trackers
compared to the clinical gold standard. To this end, we first
computed the cumulative dropout rate (CDR), taking failed

measurements and data points removed during quality control
into account. TPO showed the lowest dropouts (CDR<1%)
among the benchmarked devices, whereas the measurements
of fitness trackers yielded CDR>1%, ranging from 1.2%
(Garmin) to 8.3% (Fitbit) (Table 3).
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Table 3. Overall deviation of fitness tracker heart rate measurements and the clinical gold standard.

WithingsGarminFitbitApplePhilips

330332308327333Valid measurement
points, n

642893Failed measurements, n

1.791.198.332.670.89CDRa (%)

1.712.472.311.590.92MAEb

23421MAPEc (%)

0.05 (–0.28 to 0.40)–1.21 (–1.65 to –0.77)0.77 (0.28 to 1.26)0.36 (0.09 to 0.63)–0.25 (–0.42 to –0.08)Bias (95% CI)

aCDR: cumulative dropout rate.
bMAE: median absolute error.
cMAPE: mean absolute percentage error.

Next, we calculated the MAE and the relativized indicator of
the MAPE between all paired measurements of a benchmarked
device and the reference values. As it can be assumed that the
measurements by the TPO meet clinical standards, these
measurements were used as a positive control of performing
the measurements accurately. As anticipated, the correlation
between the measurement results of TPO and ECG was very
high (r=0.99; P<.001) with an MAE of <1 bpm. TPO performs
better than the fitness trackers, with an absolute deviation of
~1.5 to ~2.5 bpm on average. However, the deviation by fitness
tracker measurements is overall not clinically relevant. The
marginal character of the deviation is further underlined by
MAPE values not reaching 5% for any of the benchmarked
devices. Of note, MAPE indicators are not always proportional
to the CDR indicators determined for each of the devices.
Although Fitbit shows the highest CDR and MAPE, Apple
exhibits the second-highest CDR but has one of the lowest
MAPE (Table 3).

The overall bias and the SD of the measurements by the
benchmarked trackers based on the ECG reference values were
determined by Bland–Altman plots (Figure 2, Table S2 in
Multimedia Appendix 1). The Withings tracker readings showed
even less deviation from the reference than the TPO
measurements (–0.25 vs 0.05; Table 3), although exhibiting an
SD twice as high. Thereby, the high SD values resulted from
outliers (deviation >10 bpm or even of >20 bpm), hampering
particularly the Fitbit, Garmin, and Withings measurements
(Figure 2). However, no systematic biases of these outliers
toward high or low measurements could be identified. Overall,
tracker measurements are more frequently biased to estimate
higher values compared to the gold standard (ie, for Apple,
Fitbit, and Withings). However, the Garmin device exhibits the
absolute highest bias in the opposite direction; that is,
underestimating the true heart rate. Connected by their
calculation, SDs rank expectedly similar to the MAPE indicators
(Table 3).
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Figure 2. Bland–Altman plots presenting systematic bias of the investigated fitness trackers compared to ECG with the upper and lower limits of
agreement and their respective CIs (upper and lower dashed line), as well as bias with the CI (middle dashed line). bpm: beats per minute; ECG:
electrocardiography.

Linear Agreement
In addition, the first-order correlation between benchmarked
heart rate measurements and the ECG reference values was
assessed. All benchmarked devices exhibited a good linear
fitting of the paired data vectors, with data points scattered
closely around a straight line (Figure 3). This is directly reflected
by the PCCs (r) computed on each pair of vectors, where, in
agreement with our previous results, TPO yielded the highest
correlation coefficient (r=0.99), followed closely by Apple
(r=0.98), Withings (r=0.97), Garmin (r=0.96), and Fitbit
(r=0.95).

Due to the numerical proximity of the highly condensed PCC
values, we also considered the RSS measures, constituting the
base values for computing r. As can be seen from Table 4, RSS

values are able to resolve more precisely the spread observed
in each of the scatter plots (Figure 3), ranking the variability of
measurements by the benchmarked devices more clearly from
low to high: TPO (RSS=803), Apple (RSS=1830), Withings
(RSS=3106), Garmin (RSS=4757), and Fitbit (RSS=5133).

The high values we observe for the PCCs indicate a strong linear
fit, but do not provide further details about the slope and shift
of the linear dependency. Comparing these indicators of a
correspondingly regressed linear model reveals shifts of <10
and slopes of approximately 1 for each of the benchmarked
devices (Table 4). We also computed CCC as a measure of
deviation from direct proportionality (ie, y=x), obtaining
coherent coefficients close to 1 (Table 4).
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Based on these results, it is not surprising that assessing
statistically the hypothesis of data being correlated (C test)

yields a very low P<10–100 (Table 4). We used a 2-tailed
Kolmogorov-Smirnov test, which supported, with a P value of

.01, the hypothesis that the TPO measurements are pairwisely
indistinguishable from the distribution of ECG reference values.
This highlights a very high concordance of the measurements
obtained by consumer-grade tracker devices; for example, TPO
and ECG (Table 4).

Figure 3. Scatter plots demonstrating good linear agreement and low dispersion between the heart rate measurements by the fitness trackers (y-axis)
compared to electrocardiography (ECG) (x-axis). The respective devices are color coded. bpm: beats per minute.

Table 4. Assessment of linear correlation.

WithingsGarminFitbitAppleTPOaIndicator

0.97 (0.97-0.98)0.96 (0.95-0.96)0.95 (0.93-0.96)0.98 (0.98-0.99)0.99

(0.99-0.99)
PCCb, r

(95% CI)

3106475751331830804RSSc

2.78 × 10–2121.26 × 10–1772.4 × 10–1532.15 × 10–2475.7 × 10–317P value (C test)

0.950.890.880.951.01Slope

3.726.689.493.81–0.72Shift

0.97 (0.97-0.98)0.95 (0.94-0.96)0.94 (0.93-0.95)0.98 (0.98-0.99)0.99 (0.99-0.99)CCCd, rc (95% CI)

aTPO: transmissive pulse oximetry.
bPCC: Pearson correlation coefficient.
cRSS: residual sum of squares.
dCCC: Lin concordance coefficient.
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Systematic Biases
We searched for systemic factors influencing the measurement
accuracy of the different fitness trackers. To this end, we divided
each of the attributes recorded from the patients (Table 2) into
2 subgroups (Table S1 in Multimedia Appendix 1). In theory,
an adverse factor can impact the measurements of a device in
two ways: (1) either the measured value is influenced negatively,
resulting in a higher observed error compared to the ECG
reference (ie, impact on accuracy), or (2) the device is perturbed
by the factor that no measurement is produced at all (ie, impact
on dropout). In order to investigate both possibilities in a
comparable manner, we used, on the one hand,
Mann-Whitney-Wilcoxon tests to assess the distribution of AEs
in group 1 versus 2 and, on the other hand, the Fisher exact test
to assess the change in dropouts between both groups.

Figures 4A and 4B summarizes the results of our analyses.
Respective box plots are presented in Figure S2 in Multimedia
Appendix 1. As expected, the observed deviations in accuracy
as well as changes in the number of dropouts are far from
statistical significance when comparing male participants with
female participants. More surprisingly, dividing patients
according to the Fitzpatrick scale assigned to their skin tonality

did not lead to the observation of significant differences in any
indicator. Using a significance threshold of P=.05, we identified
higher ASA scores, age, arrhythmias (Figure 4C), obesity
(Figure 4D), and a wrist circumference of >18 cm as
confounders, significantly worsening the accuracy of some
tracker measurements (Figure 4A). Concordantly, higher ASA
scores, obesity, and the hair density on the forearm exhibited
significant differences in the number of dropouts (Figure 4B).

The identified confounders primarily affected the Garmin
tracker. Particularly, negative impacts were seen in the higher
age and higher ASA cohorts (Figure 4A), and in the arrhythmia
and higher BMI cohorts (Figures 4C and 4D). Further, the Apple
tracker exhibits negative influences by higher age and
arrhythmia, albeit of less statistical significance. However,
putting these statistics on scale with the total deviation, we
found the largest bias caused by cardiac arrhythmia when using
the Garmin tracker corresponding to an MAE of 2.17 bpm
(Figure 4C). Although the presence of some confounders also
increases the MAE of Fitbit and Withings measurements
(Figures 4C and 4D), these differences were in general not
significantly higher than errors of measurement in the
background (Figures 4A and 4B).

Figure 4. Statistical assessment of measuring failures. Upper panels: heat maps visualizing the significance level of different attributes depending on
the investigated wearables (1-sided Mann-Whitney U test). The darker the color, the lower the corresponding P value. (A) Attributes influencing the
measurement accuracies of the investigated wearables with the respective P values. (B) Attributes influencing the dropout rates of the investigated
devices with the respective P values. Lower panels: Box plots for the distribution of absolute errors in binary subgroups of patients, segregated according
to their health status. (C) Arrhythmia sinus versus nonsinus rhythm. (D) BMI discriminating patients with obesity from those without obesity. bpm:
beats per minute; TPO: transmissive pulse oximetry.
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Discussion

Accuracy of the Heart Rate Measurements
The primary objective of our study was to evaluate the
measurement accuracy of consumer-grade fitness trackers.
According to Navalta et al [20], thresholds of MAPE≤5% and
CCC≥0.90 can be considered as sufficiently high measurement
accuracy. In our study, all of the benchmarked devices are within
these threshold boundaries (Tables 3 and 4). In order to assess
the clinical relevance of the deviations we observed between
the benchmarked devices and the gold standard, we used the
American National Standards Institute/Association for the
Advancement of Medical Instrumentation standards for “cardiac
monitors, heart rate meters, and alarms” (Association for the
Advancement of Medical Instrumentation 2002) based on which
an AE<5 bpm or relative (ie, percentage) error of <10% is
required [21]. Our results (Figure 2) demonstrate that for each
of the benchmarked devices, >92% of the measurements are
within these limits (98.5% of TPO, 97.6% of Apple, 92.9% of
Fitbit, 94% of Garmin, and 96.7% of Withings measurements).
For upcoming trials, standardization of these thresholds is highly
desirable in order to objectively decide on an “acceptable
measurement accuracy” of a PPG-based device.

Overall, the measurement accuracy of consumer-grade fitness
trackers is marginally inferior to that of TPO readings in
postoperative patients while being at rest. However, the
consumer-grade devices exhibit a wider dispersion in their
measurements (Figure 3), as well as higher dropout rates than
TPO (Table 3). Since the measurement accuracy of fitness
trackers from different manufacturers depends on various
technical details, we empirically tested potential confounders
of heart rate measurements. Although we identified some factors
that significantly decreased the accuracy of measurement (Figure
4), the observed deviations did not reach a clinically relevant
level (MAE<5 bpm). To summarize, our observations support
the use of fitness trackers for heart rate monitoring in
postsurgical immobilized patients.

In general, the comparability of our results with previous studies
is hampered by differences in methodological approaches, study
designs, differences of the investigated collectives, etc. A
systematic review estimated an overall MAPE between 1% and
7% for heart rate measurements of the Apple Watch [22]. In
healthy test participants, Lauterbach et al [23] demonstrated an
acceptable heart rate measurement accuracy with a bias <–1
bpm for the Garmin Fenix 5x plus. In patients with pre-existing
cardiovascular disease, the Apple Watch Sport showed an MAE
of 6.34 bpm compared to a 12-lead ECG, leading Falter et al
[24] to conclude clinically acceptable accuracy. Focusing on
the use of the Apple Watch 6 in patients with lung diseases or
cardiovascular diseases, heart rate measurements showed a bias
of –0.11 bpm and achieved a PCC of r=0.98 compared to
standard finger pulse oximeters [25]. A further study comparing
Apple Watch against pulse oximeters, including 100 pulmonary
prediseased patients in a sitting position, demonstrated a
concordance of rc=0.995 in heart rate measurements [26].
Additionally, when comparing the Apple Watch against a
telemetry monitor (CARESCAPE Monitor, GE Healthcare) in

patients with atrial fibrillation and obstructive sleep apnea,
authors concluded acceptable measurement accuracy [27]. On
the other hand, wrist-worn devices were considered unsuitable
for supraventricular tachycardia detection, if these last for less
than 60 seconds [28]. Additionally, the Fitbit tracker, when
compared to the clinical gold standard in patients requiring
intensive care, exhibited a bias of –4.7 bpm (95% CI –4.91 to
–4.44) and a relatively low correlation of r=0.74 [29]. To our
best knowledge, there are currently no comparable results from
other studies investigating heart rate measurement accuracy
based on PPG signals by the Apple Watch 7, the Garmin Fenix
6 Pro, the Withings ScanWatch, and the Fitbit Sense. To date,
there is equally poor evidence on the clinical use of further
parameters measured by fitness trackers, for example, heart rate
variability, blood pressure, oxygen saturation, and cardiac
output.

Wearables in Digital Health Care
As part of clinical trials, an increasing number of systems that
enable continuous monitoring of patients’vital signs are finding
their way into clinical settings. In particular, wearables were
used for early diagnostics in clinical studies during the
COVID-19 pandemic [30], demonstrating that an infection can
be detected by wearables even before a positive nose swab [31].
Techniques to detect certain cardiac arrhythmias with
consumer-grade devices are currently being validated [32]. A
randomized trial involving older adult patients in this area of
application demonstrated that the detection rate of atrial
fibrillation is increased by one order of magnitude compared
to the standard care group [33]. Moreover, ongoing efforts on
developing artificial intelligence models are using data collected
from consumer-grade wearables in order to detect and to predict
cardiovascular-related diseases [34]. A further meta-analysis
focusing on the early detection of sepsis concluded that even
mortality is reduced (risk ratio 0.56) by automated alerts when
comparing artificial intelligence–based continuous vital sign
monitoring systems to standard care [4]. However, wearables
provide the possibility of early diagnosis and therefore of
initiating timely therapies, but obviously do not alone constitute
a therapeutic tool [35]. Furthermore, the compliance of patients
using such wearables is of fundamental importance. In this
regard, an average wear time of 23.1 hours per day has been
reported in patients with dementia, who also demonstrated a
high degree of satisfaction according to a survey [36]. Other
challenges that need to be resolved in order to implement
wearable systems at a large scale concern the financing concepts.
Although the devices are significantly more cost efficient than
the current standard monitoring, concrete concepts will require
further development.

Limitations
There are several limitations to our study. First, even though
some cardiac applications of the devices we used are approved
by the US Food and Drug Administration, manufacturers
generally discourage using them for diagnostic testing in a
medical setting. Next, some important technical
details—particularly the length of the time interval over which
the heart rate is measured by the consumer-grade trackers as
well as the delay between measuring and displaying the
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result—are not disclosed publicly by the manufacturers. This
could result in hidden biases when time matching the
measurements of different fitness trackers with each other and
with the gold standard reference values. With respect to this
concern, we also could not fully address the question of up to
which degree dropouts in the measurements of fitness trackers
are related to technical problems, problems in the usage, or
internal quality control mechanisms of the underlying
algorithms.

We collected 3 consecutive measurements per patient during a
comparatively short interval. Therefore, conclusions about
long-term use are clearly beyond the scope of this trial.
Furthermore, our study is underpowered to assess the
measurement accuracy of the devices at extreme values of the
heart rate because 78.2% of our ECG data can be considered of
regular heart rate (60-90 bpm), 11.9% are bradycardic (<60
bpm), and 9.9% are tachycardic (>90 bpm). Similarly, although

our results support the hypothesis of higher BMI values
impairing the measurement performance, our data ultimately
cannot elucidate the effects of obesity to its full impact because
our study design did not include patients with a BMI of >40

kg/m2. Additionally the median of the skin pigmentation in our
cohort corresponds to Fitzpatrick scale 2, therefore, no final
conclusions can be drawn about the impact of dark skin on the
accuracy of the trackers. Since we focused on resting patients
in the supine position, no conclusions can be drawn about the
measurement accuracy of mobile patients [8]. Therefore, future
studies are essential to evaluate wearables in mobile patients.

Conclusions
We summarize that consumer-grade wearables demonstrate
promising accuracy for heart rate monitoring in postsurgical
patients after moderate to major surgery. The confounders
identified in this study did not affect heart rate measurements
to a clinically relevant extent.
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Abstract

Background: There is no recognized gold standard method for estimating the number of individuals with substance use disorders
(SUDs) seeking help within a given geographical area. This presents a challenge to policy makers in the effective deployment of
resources for the treatment of SUDs. Internet search queries related to help seeking for SUDs using Google Trends may represent
a low-cost, real-time, and data-driven infoveillance tool to address this shortfall in information.

Objective: This paper assesses the feasibility of using search query data related to help seeking for SUDs as an indicator of
unmet treatment needs, demand for treatment, and predictor of the health harms related to unmet treatment needs. We explore a
continuum of hypotheses to account for different outcomes that might be expected to occur depending on the demand for treatment
relative to the system capacity and the timing of help seeking in relation to trajectories of substance use and behavior change.

Methods: We used negative binomial regression models to examine temporal trends in the annual SUD help-seeking internet
search queries from Google Trends by US state for cocaine, methamphetamine, opioids, cannabis, and alcohol from 2010 to 2020.
To validate the value of these data for surveillance purposes, we then used negative binomial regression models to investigate
the relationship between SUD help-seeking searches and state-level outcomes across the continuum of care (including lack of
care). We started by looking at associations with self-reported treatment need using data from the National Survey on Drug Use
and Health, a national survey of the US general population. Next, we explored associations with treatment admission rates from
the Treatment Episode Data Set, a national data system on SUD treatment facilities. Finally, we studied associations with state-level
rates of people experiencing and dying from an opioid overdose, using data from the Agency for Healthcare Research and Quality
and the CDC WONDER database.

Results: Statistically significant differences in help-seeking searches were observed over time between 2010 and 2020 (based
on P<.05 for the corresponding Wald tests). We were able to identify outlier states for each drug over time (eg, West Virginia
for both opioids and methamphetamine), indicating significantly higher help-seeking behaviors compared to national trends.
Results from our validation analyses across different outcomes showed positive, statistically significant associations for the
models relating to treatment need for alcohol use, treatment admissions for opioid and methamphetamine use, emergency
department visits related to opioid use, and opioid overdose mortality data (based on regression coefficients having P≤.05).
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Conclusions: This study demonstrates the clear potential for using internet search queries from Google Trends as an infoveillance
tool to predict the demand for substance use treatment spatially and temporally, especially for opioid use disorders.

(J Med Internet Res 2022;24(12):e41527)   doi:10.2196/41527

KEYWORDS

internet; search; help-seeking; substance use treatment; surveillance; infoveillance; google trends

Introduction

Understanding help-seeking behavior for substance use
treatment is critical for the effective deployment of resources.
This presents a challenge to researchers and policy makers
because there is no recognized gold standard method for
estimating the number of individuals with substance use
disorders (SUD) within a given geographical area [1]. A
standard approach involves asking a sample of the general
population questions about their substance use, either through
surveys or in-depth interviews [2]. Unfortunately, these sources
are subject to well-known limitations, such as low participation
rates, lag time between data collection and published results,
and data availability [3]. Additionally, survey scale-up is not
always feasible given both costs and concerns about participant
burden [4].

Indirect estimation approaches have been used, including
capture-recapture [5], multiplier [6], and data triangulation
methods [7], but these methods are also subject to limitations,
either in the form of impractical data requirements or the
potential for bias [7,8]. Finally, efforts have been made to collect
data on drug-related harms, such as overdose statistics, although
time-lags in their dissemination have meant that these initiatives
have struggled to keep pace with the rapidly evolving opioid
epidemic in the United States [9]. In view of this methodological
backdrop, there has been limited scope to develop real-time
surveillance mechanisms to guide policy responses.

A promising development has emerged in the use of internet
search queries related to substance use [10]. One of the main
benefits of this approach to substance use surveillance is that
the data are publicly accessible and can be easily obtained in
real time [11]. There is a growing body of research exploring
the use of internet search data for the surveillance of substance
use trends. A study in 2018 found strong and significant
correlations between Google search data for novel psychoactive
drugs and annual drug use prevalence, collected in a nationally
representative US sample [10]. Two studies explored the
relationship between drug-related internet search queries and
opioid-related emergency department (ED) visits in the United
States, and both demonstrated the predictive potential of internet
search data [12,13]. Three further studies found strong
associations between drug-related internet search queries and
opioid-related overdose deaths at the national, state, and county
levels [14-16]. Elsewhere, studies have demonstrated the
potential use of opioid-related data from social media platforms,
including Twitter and Reddit, to inform surveillance efforts
[17-19].

While the previous literature has focused on the use of internet
data as a proxy for real-time data on opioid-related health harms,

this study provides new insights into the use of internet search
data to explore SUD help seeking for a broad range of
substances, including cocaine, methamphetamine, opioids,
cannabis, and alcohol, and validate these against observed SUD
indicators. These substances were chosen because they are the
5 most common types of substance that people are admitted to
treatment for in the United States [20]. By validating
surveillance of SUD help seeking as a methodological tool, it
is our hope that key stakeholders, including local health
departments, harm reduction organizations, and researchers,
will be better able to proactively respond to need [21]. We first
described help-seeking searches for cocaine, methamphetamine,
opioids, cannabis, and alcohol at national and state level from
2010 to 2020 in the United States and characterized
heterogeneity in these outcomes between states.

We sought to determine the feasibility of using search query
data as a low-cost and real-time indicator of unmet treatment
need, demand for treatment, and a predictor of the health harms
related to unmet treatment needs. The exploratory nature of this
study warrants a continuum of hypotheses to account for
different outcomes that might be expected to occur depending
on the relative demand versus capacity for treatment. If there
is sufficient treatment capacity, one would expect to see a strong,
positive association between help-seeking searches and
treatment admissions. However, given the limited capacity for
SUD treatment in the United States, it was important to consider
additional hypotheses; if there is excess demand for treatment,
we would expect to see a weaker association between
help-seeking searches and treatment admissions but a stronger
association with unmet treatment need and drug-related health
harms. In addition, it is also key to acknowledge that treatment
seeking for SUD is a complex process that involves moving,
often nonlinearly, through different stages of behavior change
[22]. Therefore, considering several outcomes also allows us
to reflect the different situations that individuals with SUD, or
those around them and trying to help, might be experiencing.

We tested 3 hypotheses, the first of which posits that
treatment-seeking searches are positively associated with unmet
treatment needs, as searching for help indicates that the person
is struggling with their substance use and is considering
treatment as an option but has not yet received help (ie,
contemplation). Next, we tested the hypothesis that
treatment-seeking searches are positively associated with
treatment admissions, as searching for help is an indicator that
the person is actively seeking to engage (ie, preparation/action)
[22,23]. Finally, we tested the hypothesis that treatment-seeking
searches are positively associated with nonfatal and fatal
overdose, as expressing a treatment need often occurs in the
latter stages of SUD, when symptoms are more severe, leading
to an increased risk of overdose and death (ie, contemplation,
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preparation, or relapse) [24]. We identified relevant variables
across different state-level data sources to validate the models
for each of these outcomes and determine whether internet
searches for substance use help seeking can be used to enhance
SUD treatment need surveillance and treatment linkage efforts.

Methods

Extraction of Google Search Query Data
We obtained Google queries in November 2020 originating
from the United States that included the terms “quit,” “stop,”
“rehab(s),” “rehabilitation,” “treatment(s),” “help,” or “detox”
in combination with (A) alcohol (“alcohol,” “alcoholic,” or
“alcoholism”), (B) cannabis (“cannabis” or “marijuana”), (C)
cocaine (“cocaine”), (D) methamphetamine
(“methamphetamine” or “meth”), or (E) opioids (“opioid(s),”
“heroin,” “fentanyl,” “oxycontin,” “oxycodone,” “codeine,”
“hydrocodone,” “morphine”) from January 1, 2010, to
November 1, 2020. For example, “Where can I get help for
alcoholism” would be included in the alcohol help-seeking
search category. These searches were specified without
quotation marks, and the data were obtained by selecting the
“search terms” option, as opposed to the “topics” option. The
search terms for our drugs of interest corresponded to the
standard dictionary term for each (eg, methamphetamine),
alongside other commonly used terms if relevant (eg, meth)
based on the authors’expertise in SUD and others’contributions
in this field [12,13,16]. For opioids, we also included names of
most frequently used street drugs (ie, heroin, fentanyl) and
prescription drugs with their brand name if very commonly used
(eg, oxycodone and OxyContin). For alcohol, we also included
“alcoholic” and alcoholism,” as these are part of the mainstream
English lexicon used to describe alcohol use disorders. Despite
the extensive range of slang terms used to describe drugs [25],
these were not included, given that slang is ever evolving, its
linguist survival is often short-lived, and it is typically context
specific and limited in use within specific social settings [26].

Given our focus on treatment seeking (ie, a formal context), our
broad geographical scale (ie, all US states), and our extended
time scale (10 years), we opted to limit our search to the most
standard terms to allow for consistency over time and space.
The search query data were obtained for each calendar year
between 2010 and 2020 from Google Trends using the Google
Application Programming Interface (API) Client library in
Python [27]. Trends in Google queries were measured in query
fractions (QFs), which estimate the number of searches that
mention substance-specific keywords, in combination with the
help-seeking keywords, in the time frame and geography divided
by the total number of searches in the same time frame and
geography and expressed as a rate per 1 million searches. This
approach facilitates comparability by adjusting for changes in
Google usage over time, as well as differences across states and
substance types.

Statistical Analysis of Google Search Query Data
Negative binomial regression models were fitted to the QF data
to make inferences regarding the significance of temporal
changes in help-seeking queries. Negative binomial regression
is commonly used to analyze count and rate data exhibiting
over-dispersion (ie, variance greater than the mean) [28]. The
QF data in this study were found to be overdispersed, as shown
in Table 1; therefore, the negative binomial model was chosen
to analyze these data. The model specifications included a main
fixed effect for year (ie, 2010 through 2020). Random effects
were included for intercept terms to account for differences
between states at the beginning of the study and for correlations
between data points collected in the same states over different
years. Moreover, autocorrelated error terms were specified to
account for correlations in the data between successive time
points. A Wald test was performed to confirm whether the
variable “year” was statistically significant for each of the
models [29]. We calculated Gini coefficients [30] to quantify
the dispersion of help-seeking queries across states for each
substance and each year.

Table 1. Descriptive statistics from 2010 to 2020 for annual search query fractions (QFs) by substance typea.

CompositecOpioidsMethbCocaineCannabisAlcoholStatistic

12.78.04.22.58.427.3Mean

12.87.23.72.27.425.6Median

9.12.40.81.02.710.3Minimum

16.637.735.09.848.070.7Maximum

1.83.53.31.03.77.2SD

2.82.72.90.73.27.3IQR

aQuery fractions (QFs) refer to queries per every 1 million total Google searches.
bMeth: methamphetamine.
cVariable estimated by combining QF statistics for opioid, methamphetamine, and cocaine use treatment seeking.

Validation of Google Search Queries as Indicators of
Unmet Treatment Needs for Substance Use (Hypothesis
1)
First, an analysis exploring the number of people needing but
not receiving treatment at a specialty facility for SUD in the

past year was conducted using data from the National Survey
on Drug Use and Health (NSDUH) for the years 2016 to 2019.
The NSDUH is an annual state-level representative survey of
the civilian, noninstitutionalized population aged 12 or older
and is publicly accessible from the website of the Substance
Abuse and Mental Health Services Administration (SAMHSA)
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[31]. To produce state-level estimates for variables collected in
this survey (rounded to the nearest thousand), the Research
Triangle Institute conducted an analysis of the sample data for
each year using survey-weighted hierarchical Bayes methods
[32]. The NSDUH separately enquires about needing but not
receiving treatment at a specialty facility for alcohol and illicit
drug use in the past year. Therefore, a negative binomial model
was utilized to regress NSDUH estimates specific to alcohol
use on the variables of alcohol QF and year, and a second
analysis was conducted exploring illicit drug use, also using a
negative binomial regression model. The main fixed effects
included in the second model were a composite QF statistic,
estimated by combining QF statistics for opioid,
methamphetamine, and cocaine use unmet treatment need and
the year corresponding to the data points. For both sets of
analyses involving NSDUH data, random effects were specified
for intercept terms and the natural logarithm of states’population
estimates from the US Census Bureau as offset terms [33],
which reflect the number of times the event could have
potentially occurred. Additionally, interactions between the
main fixed effects were assessed to infer if and how the
association between alcohol QF and treatment need as well as
the association between the composite illicit drug QF and
treatment need varied across the years.

Validation of Google Search Queries as Indicators of
Treatment Seeking for Substance Use Disorders
(Hypothesis 2)
We investigated whether there was a positive association
between treatment-seeking searches and the receipt of treatments
for SUD. For the latter, data were obtained from the Treatment
Episode Data Set: Admissions (TEDS-A) data sets (years 2012
to 2018) on the number of admissions to substance use facilities
by primary substance for which treatment was sought [34].
Observations from these data were only selected for admissions
involving individual referrals for treatment (ie, excluding
mandated treatment visits). Negative binomial regression models
were fitted to the admissions data with separate analyses for the
different types of substance use (alcohol, cannabis, opioids,
cocaine, and methamphetamine). In each model, the year and
corresponding help-seeking QF variable (ie, substance-specific)
were included as main fixed effects, along with intercepts for
the states as random effects and the natural logarithm of states’
population estimates from the US Census Bureau as offset terms
[33]. Additionally, interactions between the main fixed effects
variables (ie, help-seeking QF and year) were assessed to infer
if and how the association between treatment-seeking searches
and admissions varied across the years.

Validation Of Google Search Queries as Predictors of
Health Harms Related to Unmet Treatment Need
(Hypothesis 3)
We investigated whether help-seeking searches were positively
associated with nonfatal and fatal opioid overdose. Accordingly,
data on the rate of ED encounters associated with opioid use
per 100,000 people (mostly corresponding to nonfatal overdoses)
were obtained from the Agency for Healthcare Quality and
Research (AHRQ) [35], and data on the number of
opioid-related overdose deaths were obtained from the CDC
WONDER database (using the criteria set out in previous
research [36]). For these analyses, we regressed state-specific
opioid hospitalization rates and mortality count data,
respectively, on the variables opioid QF and the year
corresponding to the data points, using a negative binomial
specification. Once again, random intercepts were included to
account for correlations between repeated observations within
states. The analysis of fatal opioid overdose data included an
offset term corresponding to the log of the state-level population.
This approach was not taken for the AHRQ data, as these data
were obtained in the form of rates, rather than count data. The
interaction terms between the main fixed effects (ie, opioid QF
and year) were also assessed.

All analyses were conducted using R software (version 4.1.0.),
and the negative binomial models were fitted using the
glmmTMB package [28].

Ethical Considerations
Ethical review was not required because the study relied on
public, aggregated, and deidentified data. Given that this study
relied on the use of secondary deidentified data (numbers were
aggregated to the state level), the Institutional Review Board
of the University of California San Diego determined that an
ethics review was not required (Project #200332XX).

Results

Descriptive Analysis of Google Search Query Data for
SUD Help Seeking
Figure 1 shows that QF values were highest on average in 2010
for all substances, except in the case of alcohol, where it was
the second highest year for searching, and the highest levels
were observed in 2020. Help-seeking searches were lowest in
2012 in the case of opioids, in 2013 in the case of alcohol and
cannabis, and 2014 in the case of cocaine and methamphetamine.
Figure 1 also shows the varying levels of completeness in the
search query data across the different types of SUD. Missing
data points can occur in cases involving very low search
volumes [37].
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Figure 1. Average help-seeking trends for substance use. Gray lines represent state-specific trends while black dots represent the mean estimates for
states* with data across all time points. *Number of states (plus the District of Columbia) with nonmissing query data by substance: Alcohol=51,
Opioid=41, Cannabis=44, Methamphetamine=32, Cocaine=25. Number of data points by substance: Alcohol=561, Opioid=461, Cannabis=484,
Methamphetamine=382, Cocaine=285.

Statistical Analysis of Time and Geographic Trends
in Google Search Query Data for SUD Help Seeking
The negative binomial regression analyses of QF data (results
shown in Table S1 in Multimedia Appendix 1) showed that the
variable “year” was statistically significant for all substance
types based on the resulting Wald tests (P<.001). This indicates
that there were important variations in help-seeking searches
between the various years. Pairwise comparisons tests for
significant differences in the help-seeking search counts over
consecutive years were performed by applying Bonferroni
corrections to the outputs of the negative binomial regression
analyses (results shown in Table S2 in Multimedia Appendix
1). All substances showed significant decreases from 2010 to
2011 (alcohol: 10%, cannabis: 21%, cocaine: 25%,
methamphetamine: 43%, opioids: 26%). Aside from this,
significant differences across consecutive years were found for
alcohol (13% increase from 2015 to 2016 and 21% increase

from 2019 to 2020) and methamphetamine (23% increase from
2019 to 2020).

Table 1 provides descriptive statistics for each of the QF
variables to facilitate the interpretation of all subsequent
regression analyses where these were employed as independent
variables. Inequalities in help-seeking searches between states,
as measured by Gini coefficients, were highest for
methamphetamine across all years (Figure 2). Inequalities were
lowest for alcohol for all years except those between 2016 and
2018, when cocaine was the lowest. A consistent trend observed
across all substances was that inequalities were highest in 2010
and then reduced over time before sharply increasing again in
2020. These results can also be further understood by looking
at the box and whisker plots, which show the spread of data
points across states by substance type and year (see Figure 3
for opioid use and Figure S1 in Multimedia Appendix 1 for
other substances).
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Figure 2. Gini coefficient estimates from query fractions (QF) variables across substances and years.

Figure 3. Box and whisker plot of help-seeking searches for opioid use.
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Validation of Google Search Queries for SUD Help
Seeking as Indicators of Unmet Treatment Need for
SUD (Hypothesis 1)
The analysis of NSDUH data showed a statistically significant
(P=.004) association between QF and the number of people
needing but not receiving treatment for alcohol use at a specialty
facility (rate ratio changes are shown in Table 2, and regression
outputs can be found in Tables S3 and S4 in Multimedia
Appendix 1). The estimates were not significantly different
from 0 in the case of illicit drug use (P=.26). The coefficient
estimates for alcohol use and illicit drug use confirmed our
expectation of a positive association between the QF variables
and the number of people needing but not receiving treatment
for their substance use. After adjusting for variations across
years, both the analyses for alcohol use and illicit drug use
showed that a 1-unit increase (ie, 1 additional search per million
searches) in the composite QF variable approximately
corresponded to a 1% increase in the expected rate of people
needing but not receiving treatment for alcohol use and illicit
drug use, respectively. Neither analysis showed statistically
significant interactions between QF variables and the variable
“year.”

Predictions were made for the model analyzing the number of
individuals needing but not receiving treatment for alcohol use
on account of the significant QF finding. No evaluation of
predictive performance was conducted for the illicit drug use
model because its association with the QF variable was not
statistically significant. Comparisons between the predicted and
observed rates of people needing but not receiving treatment
for alcohol use are presented in Figure S2 in Multimedia
Appendix 1. The predictive performance was also quantified
by calculating root mean squared errors (RMSE), comparing
observed and predicted rates. The mean RMSE was 697, which
is low when compared to the mean rate of 5284 per 100,000
people needing but not receiving treatment for alcohol use. The
resulting scatter index of 13%, which is calculated by dividing
the mean RMSE by the mean rate and then multiplied by 100,
suggests a reasonable predictive performance based on
previously used benchmarks [38]. Predictive performance was
also examined over time and across states/territories (Tables
S5-S6 in Multimedia Appendix 1). It was shown to be best in
2019 for the states of Idaho, Virginia, Michigan, New York,
and Kansas and worse in 2018 for the District of Columbia,
Colorado, Oregon, Montana, Vermont, compared to other years
and states, respectively.

Table 2. Estimates of the rate ratio change in number of people needing but not receiving treatment (NSDUH) associated with a one unit increase in
the query fractions (QFs) variable.

P value95% CIEstimateVariable

.260.99-1.031.01Illicit drug use

.0041.00-1.011.01Alcohol use

Validation of Google Search Queries for SUD Help
Seeking as Indicators of Treatment Seeking for SUD
(Hypothesis 2)
The analysis of TEDS-A data showed that the association
between help-seeking searches and the receipt of treatments for
SUD varied by substance type (rate ratios are shown in Table
3, and regression outputs can be found in Tables S7 to S11 in
Multimedia Appendix 1). Statistically significant and positive
associations between these variables were found for
methamphetamine use (P<.001). Interactions between the
methamphetamine QF and the year variable were nonsignificant
and thus ruled out (P=.88 for Type III Wald test). The model
outputs showed that a 1-unit increase in the methamphetamine
QF variable approximately corresponded to a 26% increase in
the expected rate of treatment episodes. Statistically significant
and positive associations were also found for opioids (P<.001).
Interactions between the opioid QF and the year variable were

nonsignificant and thus ruled out (P=.26 for Type III Wald test).
The outputs from the model showed that a 1-unit increase in
the opioid QF variable approximately corresponded to a 12%
increase in the expected rate of treatment episodes.

In the case of cannabis, the association was also positive and
slightly above a 5% statistical significance criterion (P=.07).
Although the data did not allow strong inferences to be drawn
from the analysis of cannabis data, the outputs from the model
showed that a 1-unit increase in the cannabis QF variable
approximately corresponded to a 3% increase in the expected
rate of treatment episodes. Findings for the analyses of alcohol
and cocaine use showed both nonsignificant association between
treatment-seeking searches and the receipt of treatments (P=.92
for alcohol use and P=.22 for cocaine use). Neither model
exhibited significant interactions between the QF and the year
variable (P=.23 for alcohol use and P=.88 for cocaine use for
Type III Wald test for the models of treatment).
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Table 3. Estimates of the rate ratio change in number of individual treatment referrals associated with a 1 unit increase in the query fractions (QFs)
variable.

P value95% CIEstimateVariable

.920.99-1.011.00Alcohol QFa

.071.00-1.071.03Cannabis QF

.220.76-1.070.90Cocaine QF

<.0011.17-1.361.26Meth QF

<.0011.07-1.171.12Opioid QF

aQF: query fraction.

Predictions were made for the models analyzing admissions to
treatment for methamphetamine and opioid use. Comparisons
between the predicted and observed rates of admission to
treatment are presented in Figures S3-S4 in Multimedia
Appendix 1. The predictive performance of the models for
opioid and methamphetamine use was also quantified by
calculating RMSE. The mean RMSE for methamphetamine was
11.7, which indicates a poor predictive performance, given that
the mean admission rate was 15.2 per 100,000 people. The
predictive performance was also shown to be weak for opioids
based on comparisons between the mean RMSE (77.9) and the
mean admission rate (102.4 per 100,000 people). Predictive
performance was also examined over time and across states
(Tables S12 and S13 in Multimedia Appendix 1). For both
substances, predictive performance was found to be best in 2011
compared to other years for both substances, and in the states
of Indiana, Texas, New York, and Michigan for
methamphetamine use and in Illinois, Ohio, Missouri, Utah for
opioid use. It was the worst in 2018 for both substances,
compared to other years, and generally worse among states with
higher admission rates.

Validation Of Google Search Queries for SUD Help
Seeking as Predictors of Health Harms Related to
Unmet Treatment Need (Hypothesis 3)
The analysis investigating the relationship between
treatment-seeking searches for opioid use and opioid-related
emergency department visits using AHRQ data showed a
positive and statistically significant association (P<.001, see
Tables S14-S15 in Multimedia Appendix 1). However,
statistically significant interactions between the opioid QF and
the variable year were identified, indicating that the relationship
was not stable over time (Type III Wald test P=.005). An

evaluation of the simple main effects of the opioid QF by year
showed a decreasing trend over time (Table S14 in Multimedia
Appendix 1). In 2011, a 1-unit increase in the opioid QF
variables was associated with a 6% increase in the expected rate
of opioid-related emergency department visits, but by 2018,
there was a nonsignificant association between these variables.
No evaluation of predictive performance was conducted for this
model, as the association with the QF variable was found to
vary over time.

The analysis investigating the relationship between
treatment-seeking searches for opioid use and opioid overdose
mortality counts using CDC WONDER data showed a positive
and statistically significant association (P<.001, see Table 4
and Table S16 in Multimedia Appendix 1). Interactions between
the opioid QF and the year variable were nonsignificant and
thus ruled out (Type III Wald test P=.11). The outputs from the
model showed that a 1-unit increase in the opioid QF variable
corresponded to a 11% increase in the expected overdose
mortality count (Table 4). The predictive performance for the
model was determined by estimating the RMSE. The relative
difference between the mean RMSE (4.3) and the mean
admission rate per 100,000 people (12.2) indicated a better
predictive performance, on average, when compared to the
models predicting treatment admission rates. Figure S5 in
Multimedia Appendix 1 illustrates the differences between
predicted and observed mortality rates across states. Predictive
performance was best in 2013 compared to other years (Table
S17 in Multimedia Appendix 1) and in the states of New York,
Florida, Virginia, and Wisconsin compared to other states (Table
S18 in Multimedia Appendix 1). It was worst in 2017 and in
West Virginia, Ohio, Idaho, and Maryland, where opioid
overdose mortality was very high (with the exception of Idaho).

Table 4. Estimates of the rate ratio change in number of overdose deaths associated with a 1-unit increase in the opioid query fractions (QFs) variable.

P value95% CIEstimatesVariable

<.0011.09-1.141.11Opioid QFa

aQF: query fraction.

Discussion

Principal Findings
To our knowledge, this is the first study to retrospectively
describe spatial and temporal changes in substance use searches
in the United States and rigorously investigate their association

with outcomes along the continuum of care (and absence of
care) for SUD. In the future, monitoring of Google search
queries with validated metrics may allow the prospective
identification of variations by substance and state indicating
specific SUD treatment information and linkage needs in the
population, providing useful near real-time insights to public
health organizations developing and delivering campaigns for
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SUD treatment. Key stakeholders (local health departments,
harm reduction organizations, etc) could then better allocate
resources to target SUD treatment needs (eg, a digital
intervention in real time) for each substance in specific states.
For instance, between 2010 and 2020, West Virginia
(methamphetamine and opioids), New Mexico
(methamphetamine), Delaware (opioids), and Connecticut
(cocaine) were repeatedly found to exhibit high levels of demand
for information on SUD treatments that were potentially unmet.

Importantly, the positive and significant associations we
identified between help-seeking searches for opioid and
methamphetamine use and admissions to substance use treatment
facilities suggests that, at least for these 2 substances, internet
search data represents a valuable resource to assess treatment
seeking. Interpreting the magnitude of these associations should
be considered in the context of the baseline rate of treatment
admissions and the overall population size for a given state. For
instance, the implications of a 1-unit increase in the rate of
help-seeking searches for methamphetamine use in California
differs vastly from that in Virginia. The average rate of treatment
admissions per 100,000 across all years was 37.43 for California
and 1.12 for Virginia. Given that a 1-unit increase in the rate of
help-seeking searches is associated with a 26% increase in
treatment admissions, this corresponds to 9.73 additional
admissions per 100,000 for the average rate in California and
0.29 additional admissions per 100,000 for the average rate in
Virginia. In absolute terms, this equates to over 3800 additional
admissions for California and only 5 additional admissions for
Virginia.

Further analyses showed significant associations between
help-seeking searches for opioid use and data on health harms
related to unmet treatment need. These findings have
implications for both surveillance and treatment, as they
demonstrate the clear potential of search query monitoring to
fill existing gaps and indicate that the internet likely represents
a strategic platform to link people in need of treatment to
services. This is especially important given that there are
well-documented challenges in estimating the prevalence and
incidence of SUD [5,8]. As such, leveraging internet search
platforms could make health agencies more responsive to both
information and treatment referral needs. This potential can be
realized by developing a surveillance platform for real-time
monitoring and linkage to services that can allow users to rapidly
evaluate fluctuating patterns in SUD help seeking and implement
strategic outreach. To realize this potential, search data need to
be measured in terms of QFs to ensure that data points are
comparable over time and across states. This approach was
achieved in this study by extracting search data using the Google
API Client library. It is important to highlight that this is not
achieved when data are extracted directly through the Google
Trends website but rather when data are normalized according
to the selected time frame and geographical region [37].

Limitations
Our study is not without limitations. Several states were missing
search query data for SUD help-seeking behavior because
Google Trends will only report search queries if they are above
a minimum threshold. There was variation in the predictive

performance of our models over time and across states. In
particular, performance was lowest in states where rates of
treatment admissions or overdose mortality rates were very
high, which is expected when using RMSE as the performance
indicator since it penalizes large errors. Using search data may
be subject to selection bias, as not all people access the internet
equally. Although some queries may reflect general curiosity
rather than help seeking, it is well known that internet search
trends mirror many health-related behaviors [39], and in the
specific case of SUD, that of family members, partners, and
friends trying to help their loved one [39]. Another potential
confounding factor is the fact that the Google search algorithm
is nonstatic. Search patterns change over time due to the
thousands of decisions being made by Google’s programmers
as the company strives to test and improve its search algorithm
[40]. This could lead to temporal changes in the likelihood of
individuals successfully finding treatment following an online
search. As such, this phenomenon could distort the association
between search trends and treatment admissions.

While our approach may overcome many of the ongoing
limitations in substance use surveillance (ie, a lack of timely,
substance specific, and publicly available data), the finest
granularity of aggregate Google search data is limited to
designated marketing areas [41], so it does not necessarily align
with the jurisdictional level of public health departments. The
approach taken in this paper also assumes that search queries
are made using standard terms for SUD in the context of
treatment seeking, which disregards instances where people
might use slang terms. It is also possible that the predictive
value of specific terms varies between states and over time.
However, given the nonpunitive nature of online help seeking
for SUD (as compared with that of purchasing or selling drugs),
we expect this to be limited. It is important to recognize the
potential limitations of using data on the number of
treatment-seeking visits from TEDS-A. Given that these data
are collected from facilities receiving public funding, the
findings from analyses using this data potentially misrepresent
associations for states with greater reliance on private funding
or nonspecialty settings such as office-based outpatient
treatment. Other potential confounding factors include
geographical and temporal variations in the number of
help-seeking queries in other languages, the proportion of
queries coming from surrogate seekers [42], and the use of
alternative search engines. In particular, including searches
using Spanish terms would have a heterogeneous impact across
states, and the relationship between searches and health
outcomes might be different depending on the policies and
interventions in place to facilitate healthcare access among
non-English speakers and those who are undocumented [43,44].
This warrants a separate study focusing on Spanish language
terms and SUD-related health outcomes among Hispanic
individuals.

Importantly, the strength and significance of associations
between searches and outcomes along the continuum of care
varied depending on the substance and outcome, as well as
between states and through time. This is expected, given that
there have been heterogeneities in drug policies over time and
across States. Between 2010 and 2020, cannabis was made legal
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in 19 states for medical use, in 8 states for recreational use, and
in 3 states for medical use first and then later for recreational
use [45]. Given that the impacts of legalization on the social
acceptability of treatment-seeking behaviors are still poorly
understood [46], it is difficult to surmise whether changes in
the legal status of cannabis across states and over the duration
of the study may have had a distorting impact on the results.
Another key policy area is the state adoption of naloxone access
laws (NAL), which increased rapidly from 2013 onward [47].
By 2020, all 50 states and the District of Columbia had some
form of NAL in place, although the laws varied significantly
across states [48]. Despite the proven clinical benefits of
naloxone for the reversal of opioid overdoses, its
population-level impact depends on the effectiveness of
distribution programs alongside multiple contextual factors
[49,50]. For this reason, the impact NALs may have had on our
results is unclear.

While the goal of this study was to validate the use of
help-seeking queries as a surveillance tool across states, our
findings call for further investigation within states to
contextualize and interpret the results. The inclusion of
additional covariates could potentially help to improve the
predictive performance of the models developed in this paper
and elucidate factors that determine variations in outcomes
across years. A key challenge in this regard was the limited
sample size, in that there was insufficient statistical power to

include additional predictors. One potential remedy to this
problem would be to obtain data with more granularity in terms
of the time intervals between observations (eg, monthly data)
or the geographical level under investigation (eg, county-level
data) to increase the number of observations. Finally, while this
study retrospectively analyzes SUD help-seeking internet search
data to validate their value for surveillance and linkage to
treatment, real-time analysis would be the most useful for
informing public health agencies, as indicated by some examples
investigating mental health–related outcomes during the
COVID-19 pandemic [51,52].

Conclusions
This study examined temporal and spatial trends in the annual
fractions of substance use help-seeking internet search queries
by US state for cocaine, methamphetamine, opioids, cannabis,
and alcohol. Our investigations showed positive, statistically
significant associations for the models relating to treatment need
(but not receiving treatment) for alcohol use, treatment
admissions for opioid and methamphetamine use, and overdose
mortality data. In the wake of current substance use trends, it
is critical that public health professionals learn from and respond
to the millions of individuals searching for help online. The
field should invest in and prioritize automated surveillance,
including extensions of our approach, to understand evolving
public health needs.
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Abstract

Background: Vaping or e-cigarette use has become dramatically more popular in the United States in recent years. e-Cigarette
and vaping use–associated lung injury (EVALI) cases caused an increase in hospitalizations and deaths in 2019, and many
instances were later linked to unregulated products. Previous literature has leveraged social media data for surveillance of health
topics. Individuals are willing to share mental health experiences and other personal stories on social media platforms where they
feel a sense of community, reduced stigma, and empowerment.

Objective: This study aimed to compare vaping-related content on 2 popular social media platforms (ie, Twitter and Reddit)
to explore the context surrounding vaping during the 2019 EVALI outbreak and to support the feasibility of using data from both
social platforms to develop in-depth and intelligent vaping detection models on social media.

Methods: Data were extracted from both Twitter (316,620 tweets) and Reddit (17,320 posts) from July 2019 to September 2019
at the peak of the EVALI crisis. High-throughput computational analyses (sentiment analysis and topic analysis) were conducted.
In addition, in-depth manual content analyses were performed and compared with computational analyses of content on both
platforms (577 tweets and 613 posts).

Results: Vaping-related posts and unique users on Twitter and Reddit increased from July 2019 to September 2019, with the
average post per user increasing from 1.68 to 1.81 on Twitter and 1.19 to 1.21 on Reddit. Computational analyses found the
number of positive sentiment posts to be higher on Reddit (P<.001, 95% CI 0.4305-0.4475) and the number of negative posts to
be higher on Twitter (P<.001, 95% CI –0.4289 to −0.4111). These results were consistent with the clinical content analyses results
indicating that negative sentiment posts were higher on Twitter (273/577, 47.3%) than Reddit (184/613, 30%). Furthermore,
topics prevalent on both platforms by keywords and based on manual post reviews included mentions of youth, marketing or
regulation, marijuana, and interest in quitting.

Conclusions: Post content and trending topics overlapped on both Twitter and Reddit during the EVALI period in 2019.
However, crucial differences in user type and content keywords were also found, including more frequent mentions of health-related
keywords on Twitter and more negative health outcomes from vaping mentioned on both Reddit and Twitter. Use of both
computational and clinical content analyses is critical to not only identify signals of public health trends among vaping-related
social media content but also to provide context for vaping risks and behaviors. By leveraging the strengths of both Twitter and
Reddit as publicly available data sources, this research may provide technical and clinical insights to inform automatic detection
of social media users who are vaping and may benefit from digital intervention and proactive outreach strategies on these platforms.
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Introduction

Background
In the United States, vaping has become dramatically more
popular in recent years, with 1 in every 20 American adults
using vaping devices and >2 million middle- and high-school
students in the United States using e-cigarettes in 2021 [1,2].
Vaping places individuals at risk for several negative health
consequences including diminished lung function and cardiac
performance, susceptibility to nicotine dependence, and
impacted neurological development, particularly among youth
[3,4]. However, despite these negative health consequences,
youth and young adults have been found to report limited
understanding of the dangers of vaping [5,6] and high perceived
ability to quit vaping if desired [7]. Of further concern,
e-cigarette and vaping use–associated lung injury (EVALI)
resulted in hospitalizations and deaths in 2019, and many of
these cases were later linked to vitamin E acetate (a filler
substance in unregulated products) [8]. In the context of these
risks and negative health outcomes, the United States Food and
Drug Administration–labeled vaping among teens as a national
epidemic in 2018 and continues to release policies to regulate
vaping products more effectively [9]. Given the deleterious
health effects of vaping and increased risks for EVALI, future
research on publicly available, larger-scale data from sources
such as social media are necessary to monitor this growing
public health concern and to inform outreach interventions for
vaping cessation. Previous literature has leveraged social media
data for surveillance of health topics, including illicit drug use
[10], mental well-being [11,12], public health [13,14], and other
health-related experiences [15]. Twitter is a social media site
that is used by approximately 22% (1/5) of American adults
[16] as a source of information as well as information sharing
[17]. Individuals on web-based platforms such as Twitter may
be more willing to openly share experiences and personal stories
about mental health or substance misuse with reduced fears of
judgment or legal action, allowing them to access social support
and advice and share this advice with others who are going
through similar experiences [18]. For example, a study of 1200
tweets during mental health awareness week found that
awareness, stigma, and personal experiences were central themes
of discourse among Twitter users [19]. As such, Twitter has
been used as a mass data source of information for public health
monitoring and can be used to better understand attitudes and
behaviors of individuals in relation to vaping [20-22]. For
instance, during the COVID-19 pandemic, Twitter data were
used to better understand sentiment and reactions to smoking
in relation to the virus [23] as well as individual perspective of
global-scale events and US-related lifestyle changes [24].
Although Twitter has several strengths related to surveillance
and public health monitoring, other social media platforms such
as Reddit may have complementary strengths to provide data
on individual-level user vaping behaviors.

Reddit is a similar pseudonymous social media platform used
by the public to discuss personal experiences that may be
stigmatizing [25-27], including young adults who may disclose
personal information with less fear of offline harm or
consequences [28]. Reddit data have been used to investigate
attitudes and behaviors of individuals who use illicit substances
[29-31], and similar research has been conducted among those
who vape. One analysis of Reddit threads indicated that primary
motivations for vaping among individuals with mental illness
include self-medication, freedom and control, vaping as a hobby,
social connectedness, as well as vaping to quit smoking [32].
Other studies have used Reddit data to analyze public responses
and concerns about vape bans [33], communities supporting
e-cigarette cessation [34], and attitudes and reviews toward
e-cigarette products [35].

Both Twitter and Reddit are popular social media platforms,
but they differ in multiple ways that impact users’ posting
behaviors and post content. Twitter, with >300 million monthly
active users [36], only allows short 280-character tweets for
breaking news, trends, and opinions, often leading to incomplete
or misleading statements [37]. In contrast, Reddit, with >430
million actively monthly users, has no character posting limit,
is anonymous, and comprises network of communities, namely,
subreddits, dedicated to specific topics, allowing users to relate
to other individuals with similar backgrounds, views, and lived
experiences. With Reddit’s anonymity, people can honestly
voice their own opinions with in-depth text and content to spread
awareness and important news [38,39]. Thus, posts about the
same topic during the same period (ie, posts about vaping in
2019) are expected to vary with regard to the type of content
shared and the level of impact on public perception based on
the platform on which they are shared.

Large-scale evaluations using computer science (CS) strategies,
including those using natural language processing and machine
learning for text mining, have been conducted previously on
vaping content from social media [40-42]. For example,
Visweswaran et al [41] developed machine learning classifiers
to identify vaping-relevant tweets toward the development of
a vaping surveillance system. Results demonstrate that social
media content can be used for overall infoveillance, and such
data could inform future, individual-level detection models to
identify at-risk posts and users. A systematic review conducted
by Kwon and Park [32] found that sentiment regarding vaping
tended to be more positive across social media sites, and
previous research on Twitter has demonstrated that those who
smoke are more likely to engage with misinformation about
vaping [43]. Studies conducted on Reddit posts have illustrated
health symptoms associated with vaping [44] and highlighted
communities aimed to support those wanting to quit vaping
[45].

Objectives
Studying the EVALI public health crisis specifically could aid
in the identification of content and keywords related to both
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acute and long-term health outcomes associated with vaping
shared on social media, as such signals of vaping risk may have
been amplified during this period. By leveraging the strengths
of both Twitter and Reddit as publicly available data sources
as well as using an interdisciplinary approach to analyze
complex social media content, technical and clinical insights
may be garnered to inform the future development of an
automatic detection model to connect with vaping users who
may benefit from digital intervention on social media platforms.
However, to date, there are few studies comparing insights from
both Twitter and Reddit for substance misuse within the same
time frame [46,47], and no known studies related to vaping have
been conducted to analyze the 2019 EVALI outbreak at both
the individual user level, and population level. As such, this
paper examined vaping-related content on Twitter and Reddit
to better understand the (1) sentiment and keywords associated
with vaping-related content during the 2019 EVALI time frame,
(2) differences in sentiment and keywords between content on
Twitter and Reddit, and (3) similarities or differences between
statistical analyses and clinical coding of vaping-related content.

Methods

Data Collection
In this study, we focused on comparing vaping-related keyword
frequencies and sentiment on Twitter and Reddit during the
EVALI outbreak period using data from both platforms from
July 2019 to September 2019, as our previous work had
identified this as a time frame during which vaping-related
social media content increased [48]. To define the criteria for
large-scale data extraction, our team first conducted a manual
analysis of 200 randomly selected vaping-related tweets across
the 2019 time line to generate a list of clinically relevant
keywords. Our primary research questions guided the creation
of this keyword list, which included vaping, vape, and 60 other
specifying terms (Multimedia Appendix 1). Using this set of
keywords, a random sample of 316,620 vaping-related tweets
with an average of 27 words per tweet was extracted during the
EVALI outbreak period (July, August, and September 2019).
For comparison purposes, we used the same set of keywords to
randomly extract Reddit data, resulting in 17,320 Reddit posts
with an average of 211 words per post associated with vaping
during the EVALI outbreak.

GetOldTweets [49] is an open-source python library that allowed
our team to extract a random sample of tweets with our
identified vaping keywords. This module permitted access to
and extraction of historical tweets of any date and topic. The
benefit of using this application program interface (API) is that
it had no restrictions on size and provided access to historical
tweets [49,50]. We used Pushshift Reddit API (version 4.0)
[51], which provided rich features for searching and extraction
and flexible ways to aggregate publicly available Reddit posts
and comments.

Data Cleaning
After we extracted posts from Twitter and Reddit based on the
keywords, we cleaned our data sets before further analysis. As
we only focused on English-language posts in this study, we
first removed the posts that contain non-English languages. We

also removed invalid Reddit posts marked as “removed” or
“deleted.” After that, the number of Twitter posts reduced from
316,620 to 286,703, and the number of Reddit posts reduced
from 17,320 to 12,069.

For the text in the posts, we first converted all the characters to
lowercases to avoid the case-sensitive process. Then, we
removed all special characters non–American Standard Code
for Information Interchange from the text. For text contractions,
we expanded them into multiple individual words. Next, we
removed the stop words that have no significant contributions
to the meaning of the text from the text (eg, is, a, the, and of).
After that, we removed the special terms from the tweet text,
including mentions, hashtags, links, ticks, punctuations,
numbers, and over spaces. Then, we applied the word
lemmatization function to convert the words to their base forms.

Sentiment Analysis
Sentiment analysis is a common computer technique to measure
the subjectivity, opinions, attitudes, and emotions in texts [52].
Sentiment analysis quantifies the sentiment contents in a given
text along a continuum scale, for example, from −1 to 1 [41,53].
We applied Valence Aware Dictionary and sEntiment Reasoner
(VADER) as the tool to analyze the sentiment of tweets and
Reddit posts, as VADER is a lexicon and rule-based sentiment
analysis tool [54] that recent studies [24,55,56] have found to
effectively calculate sentiment social media analysis. More
specifically, VADER has been attuned to social media
sentiments and pretrained by a gold standard sentiment lexicon,
which was developed based on mature sentiment word-banks,
popular sentiment expression, and common slang with sentiment
value in social media. To determine the sentiment, VADER
maps lexical features to emotion intensities known as a
sentiment score, which can be obtained by summing up the
intensity of each word in the text. The score is then normalized
to −1 (most extreme negative) and +1 (most extreme positive).
In our study, if the text sentiment score was >0, then the text
was classified as positive. The text was classified as negative
if the sentiment score was <0. The neutral text’s sentiment score
was 0. Our study further classified posts into positive, negative,
and neutral sentiment toward vaping using this sentiment score,
calculating the distribution of the posts in terms of the 3
sentiment types per month.

Keyword Analysis
In addition to the sentiment analysis described earlier, we used
chi-square tests to compare differences between the frequency
of keywords in Twitter and Reddit posts during each month
across the following topics: (1) sentiment, (2) emotion-related
keywords, (3) health-related keywords, (4) age-related
keywords, (5) marketing-related keywords, (6) product-related
keywords, (7) addiction-related keywords, and (8)
quitting-related keywords.

Term Frequency–Inverse Document Frequency
Term frequency–inverse document frequency (TF-IDF) is a
statistical measurement that can represent the word relevant in
a corpus [57]. The TF-IDF score is calculated based on the term
frequency and inverse document frequency. Using this method
helps us find the common words on Twitter and on Reddit. On
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the basis of the TF-IDF scores, we can identify the most
important words on both the platforms. The formulas are as
follows:

TF = number of a word in the document / number of
words in the document (1)

IDF = log(number of documents / number of
documents with the word) (2)

TF-IDF = TF × IDF (3)

Clinical Coding Comparison
During the EVALI outbreak, July, August, and September 2019
were identified as months during and just before the dramatic
increase in vaping-related discussions on Twitter based on both
the content and sentiment analyses outlined earlier. As such, a
random sample of 200 posts per month from the Twitter and
Reddit data sets described earlier were extracted for in-depth
human coding toward contextual content analysis. Specifically,
members of our clinical team with experience in substance use
research (students in psychology, social work, or public health
at the graduate level and with relevant experience coding
qualitative social media data led by author PCR, a clinical
psychologist) used inductive and deductive methods to construct
a codebook based on a review of sample tweets and informed
by previous literature [58,59]. Three primary coding categories
were used: (1) type of post, including personal, marketing, or
media or news or other [60]; (2) sentiment toward vaping [61];
and (3) health outcomes mentioned, including both positive (eg,
quitting combustible smoking) and negative (eg, lung injury,
death, and addiction or dependence) [60,62]. Secondary concepts
that were coded as either present or not present included (1)
mentions teens or adolescents or young adults [63] and (2)
mentions marijuana or weed or cannabidiol or
tetrahydrocannabinol [64,65]. Two independent human coders
reviewed each post and assigned applicable codes based on text
content, and agreement among coders was substantial as
reflected by an average κ score of 0.62 [66]. A third coder then
reviewed the coding from each preliminary coder and provided
final codes for those tweets on which there was disagreement

[67], which is a third-party resolution method used in previous
qualitative analysis literature [68]. Both frequency and
qualitative themes were then compared with the preliminary
results from the CS analyses to aid in the conceptualization of
the clinical themes reflected in the data set.

Total frequency of each theme mentioned on both Twitter and
Reddit was compared across the months of July, August, and
September 2019 (sum of 3 months) to demonstrate relative
weight of each topic on the respective platforms.

Ethics Approval
The Washington University Institutional Review Board
(202101009) reviewed the methods of data extraction and
analysis for this study. Given that the data are publicly available
on social media, the study was determined to be nonhuman
subjects research and exempt from review.

Results

Data Set Summary and Unique Users
This section presents the results from the high-throughput
computational analyses. In total, we collected 286,703 tweets
and 12,096 posts on Reddit. The sample size differences between
Twitter and Reddit were related to the amount of information
included in each Reddit post and in a tweet. The word limit for
each tweet is 280 characters, whereas the word limit for each
Reddit post is 40,000 characters. Thus, each Reddit post
included much richer information than a tweet. To analyze the
data set at the word level and further content analysis, the
number of extracted Reddit posts was significantly smaller than
the number of tweets. Table 1 presents the number of unique
users and posts per user on both platforms. Overall, the number
of vaping-related posts and unique users on Twitter and Reddit
had an increasing trend from July 2019 to September 2019. In
particular, the number of posts and unique users on Twitter
increased by approximately 4 times from August 2019 to
September 2019. The number of posts per user on Twitter and
Reddit increased from 1.68 to 1.81 and 1.19 to 1.21,
respectively.

Table 1. Number of unique users and posts per user on Twitter and Reddit mentioning vaping during the e-cigarette and vaping use–associated lung
injury outbreak.

Posts per user, nUnique users, n (%)Month in 2019

RedditTwitterRedditTwitter

1.191.682893 (28.75)17,904 (11.06)July

1.21.663066 (30.47)28,604 (17.67)August

1.211.814105 (40.79)115,373 (71.27)September

Sentiment Analysis Results
CS pattern analysis of sentiment found that overall posts with
positive sentiment about vaping were more common than
negative posts on Reddit (8905/12,096, 73.62%), and negative
sentiment was dominant on Twitter (174,448/286,703, 60.86%)
during the EVALI period (Table 2). Clinical results based on a
small random sample during this period were similar to the
results using CS methods, still demonstrating that Reddit had

a higher number of positive sentiment posts and also reflecting
that Twitter had a higher number of negative sentiment posts
based on manual review of post content.

The results of monthly sentiment trends indicated that the
percentage of posts with positive sentiment was higher than that
with negative sentiment in July both on Twitter and on Reddit.
In August and September, the percentage of negative posts was
higher than that of the positive ones on Twitter. Moreover, there
was a significant decrease in the percentage of positive sentiment
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from July to September on Twitter, whereas positive posts were
dominant on Reddit in August and September.

The chi-square tests (Table S1 in Multimedia Appendix 2) found
an overall significant difference in sentiment between platforms.
Twitter contained significantly more negative postings
(174,488/286,703, 60.86%) than Reddit (2281/12,096, 18.86%),
and Reddit contained significantly more positive posts
(8905/12,095, 73.62%) than Twitter (85,209/286,703, 29.72%).

In addition to the sentiment analysis and trends, we also ran
chi-square tests to compare emotion expression–related posting

differences on Twitter and Reddit. We selected common
emotional words from the list of most frequent words on both
Twitter and Reddit. Positive keywords included safe, good, and
love, and negative keywords included kill, bad, dangerous,
concern, and serious. The statistical results indicated significant
posting differences between the 2 platforms as a whole, based
on their frequency percentages. We found that positive emotion
expressions were much more significant on Reddit than on
Twitter in all 3 months during the EVALI outbreak period
(Table S2 in Multimedia Appendix 2).

Table 2. Sentiment analysis and clinical coding on Twitter and Reddit.

Clinical coding, n (%)Sentiment analysis, n (%)

Reddit (n=613)Twitter (n=577)Reddit (n=12,096)Twitter (n=286,703)

291 (47.5)201 (34.8)8905 (73.62)85,209 (29.72)Positive

184 (30)273 (47.3)2281 (18.86)174,488 (60.86)Negative

138 (22.5)103 (17.9)910 (7.52)27,006 (9.42)Neutral

Keyword Analysis by Topic

Health-Related Keyword Analysis
The distributions and percentages of the posts that contained
vaping health-related keywords are shown in Table 3. Figure 1
presents the frequency of the top 6 words associated with health
issues in July, August, and September 2019. The top 6 words
were commonly shared between Twitter and Reddit. On the
basis of the TF-IDF scores as shown in Multimedia Appendix
3, we found that the most important health-related keywords
often mentioned on Twitter included death, lung, quit, smoking,
disease, and harm, whereas the most important words in the
Reddit posts included death, lung, quit, smoking, cough, and
doctor.

We performed a chi-square test to compare health-related
keywords, including death, lung, disease, risk, crisis, sick,
doctor, cancer, injury, epidemic, research, damage, harm,
harmful, patient, cough, chest, prevention, smoking, and quit
based on the posts in July, August, and September 2019. The
chi-square test results (Table S3 in Multimedia Appendix 2)
showed significant differences between health-related keywords
posting on Twitter and Reddit for each of the 3 months and as
a whole. However, owing to the significant differences between
the size of posts on Twitter and Reddit, the overall effect size
was small. On the basis of the percentages, more health-related
keywords were discussed on Twitter than on Reddit, and

negative health outcomes were highly discussed on both Reddit
and Twitter.

In addition to investigating the sentiment of health-related
keywords, chi-square tests associated with addiction-related
keywords (Table S4 in Multimedia Appendix 2) showed
significant differences and small effect sizes between platforms
in each month and the entire EVALI outbreak period. On the
basis of percentages, the addiction-related keywords were
mentioned more significantly on Twitter than on Reddit.

Within the in-depth clinical coding, negative health outcomes
were mentioned much more frequently on both the platforms
(Twitter: 230/577, 39.9% and Reddit: 227/578, 39.3%) than
positive health outcomes (Twitter: 134/577, 23.2% and Reddit:
182/578, 31.5%). Additional topic mentioned within these
negative health outcomes included EVALI/hospitalization,
which was more prevalent on Twitter (Twitter: 176/577, 30.5%
and Reddit: 146/578, 25.3%), whereas addiction or dependence
on vaping products was mentioned more often on Reddit
(Twitter: 57/577, 9.9% and Reddit: 123/578, 21.3%). Those
mentioning positive health outcomes related to vaping were
more common on Reddit, consistent with the keyword analysis
described earlier; further, clinical coding found that vaping as
a means of quitting combustible smoking was more often
mentioned on Reddit than on Twitter (Twitter: 118/577, 20.5%
and Reddit: 177/578, 30.6%).
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Table 3. Distribution and percentage of health-related keywords on Twitter and Reddit.

Total, n (%)September 2019, n (%)August 2019, n (%)July 2019, n (%)Health-related keywords

RedditTwitterRedditTwitterRedditTwitterRedditTwitter

692 (5.7)36,015 (12.56)493 (9.9)32,971 (15.77)129 (3.5)2701 (5.67)70 (2)343 (1.1)death

1562 (12.91)47,311 (16.5)870 (17.5)33,394 (15.98)411 (11.2)11,612 (24.39)281 (8.2)2305 (7.67)lung

465 (3.8)12,472 (4.35)297 (6.0)7969 (3.8)112 (3.0)4268 (8.96)56 (2)235 (0.8)disease

624 (5.2)7951 (2.77)280 (5.6)6012 (2.88)197 (5.4)1231 (2.59)147 (4.3)708 (2.4)risk

121 (1)6369 (2.22)102 (2.1)6072 (2.90)10 (0.3)216 (0.5)9 (0.3)81 (0.3)crisis

700 (5.8)6936 (2.42)370 (7.5)5467 (2.62)182 (4.9)1054 (2.21)148 (4.3)415 (1.4)sick

734 (6.1)7664 (2.67)323 (6.5)4623 (2.21)228 (6.2)2359 (4.95)183 (5.3)682 (2.3)doctor

303 (2.5)4915 (1.71)139 (2.8)3691 (1.77)80 (2)782 (1.64)84 (2)442 (1.5)cancer

180 (1.5)5342 (1.86)104 (2.1)3990 (1.91)45 (1)1256 (2.64)31 (1)96 (0.3)injury

179 (1.5)4544 (1.58)139 (2.8)2920 (1.40)24 (0.7)533 (1.12)16 (0.5)1091 (3.63)epidemic

601 (5.0)4241 (1.48)264 (5.3)3006 (1.44)178 (4.8)712 (1.49)159 (4.6)523 (1.7)research

353 (2.9)4434 (1.55)156 (3.1)2237 (1.07)119 (3.2)882 (1.85)78 (2)1315 (4.37)damage

622 (5.1)11,644 (4.06)303 (6.1)8253 (3.95)180 (4.9)1888 (3.97)139 (4.0)1503 (5.00)harm

232 (1.9)4027 (1.40)143 (2.9)2892 (1.38)49 (1)643 (1.35)40 (1)492 (1.6)harmful

265 (2.2)3006 (1.05)122 (2.5)1741 (0.83)82 (2)1103 (2.31)61 (2)162 (0.5)patient

561 (4.6)1807 (0.63)257 (5.2)1130 (0.54)163 (4.4)415 (0.9)141 (4.1)262 (0.9)cough

468 (3.9)663 (0.2)227 (4.6)431 (0.2)133 (3.6)127 (0.3)108 (3.1)105 (0.4)chest

51 (0.4)871 (0.3)31 (1)529 (0.3)14 (0.4)246 (0.5)6 (0.2)96 (0.3)prevention

1469 (12.15)23,235 (8.10)604 (12.2)15,604 (7.47)435 (11.8)4145 (8.71)430 (12.5)3486 (11.60)smoking

2836 (23.45)23,949 (8.35)1160 (23.36)17,365 (8.31)853 (23.2)3567 (7.49)823 (23.9)3017 (1036)quit

J Med Internet Res 2022 | vol. 24 | iss. 12 |e39460 | p.406https://www.jmir.org/2022/12/e39460
(page number not for citation purposes)

Wu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Top words defining health issues on Twitter (A) and Reddit (B) during the e-cigarette and vaping use–associated lung injury (EVALI)
outbreak.

Age-Related Keyword Analysis
The top 6 words related to age groups in July, August, and
September 2019 are presented in Figure 2 for Twitter and Reddit
based on frequency. Among the age-related keywords, kids was
the most used word on Twitter and Reddit after August 2019.
Other frequently used words on Twitter included youth, young,
child, and teenager. Reddit posts more often contained words
such as parent, school, and family.

Age-related keywords in our data set included kid, adult, child,
young, old, youth, parent, school, age, student, family, teenager,

minor, mother, husband, wife, adolescent, father, and aunt in
July, August, and September 2019 separately. The chi-square
test results (Table S5 in Multimedia Appendix 2) showed
significant differences and small effect sizes between age-related
keywords on Twitter and Reddit for each of the 3 months and
as a whole and indicated that age-related keywords were more
frequently mentioned on Twitter than on Reddit. Clinical review
of post content focused only on mentions of youth and young
adults and found differing results, showing that Twitter had
22.9% (132/577) of tweets mentioning youth and Reddit had
28.5% (165/578) of posts mentioning this group.
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Figure 2. Top words on age groups on Twitter (A) and Reddit (B) during the e-cigarette and vaping use–associated lung injury (EVALI) outbreak.

Marketing-Related Keyword Analysis
Frequently used words about vaping marketing were highly
similar between Twitter and Reddit, including sale, commercial,
market, black market, and promote. The trends of top 5
marketing-related words on Twitter and Reddit during the 3
months of EVALI outbreak are illustrated in Figure 3. Mentions
of sale, black market, and commercial increased on Twitter and
Reddit from July 2019 to September 2019.

Marketing-related keywords in our data set included black
market, black market, market, sale, news, promote, marketing,

commercial, blackmarket, and media for July, August, and
September 2019. The chi-square test results (Table S6 in
Multimedia Appendix 2) showed significant differences with
small effect sizes between marketing-related keywords posting
on Twitter and Reddit for all the 3 months, indicating that they
were discussed more frequently on Twitter than on Reddit.
Clinical analyses focused on marketing regulation and policies
and had different results, showing that Twitter discussed policies
8.3% (48/577) of the time and Reddit discussed policies 20%
(116/578) of the time.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e39460 | p.408https://www.jmir.org/2022/12/e39460
(page number not for citation purposes)

Wu et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Top marketing-related words on Twitter (A) and Reddit (B) during the e-cigarette and vaping use–associated lung injury (EVALI) outbreak.

Vaping Product Keyword Analysis
The detailed distributions and percentages of the vaping product
keywords are listed in Multimedia Appendix 3, and the top
words related to vaping substances on Twitter and Reddit are
illustrated in Figure 4. On both platforms, the most frequent
word about vaping ingredients or products was cigarette, and
mentions of marijuana-related keywords (weed, CBD, THC,
and cannabis) and alcohol were also prevalent. On Reddit,
specific keywords about product components, such as juice,
cartridge, and liquid, were slightly more common. The most
common words on Reddit included cigarette, product, and juice,
which varied across months. The most common words on
Twitter included cigarette, tobacco, and product and stayed
consistent across August 2019 to September 2019. On the basis
of the TF-IDF scores as shown in Multimedia Appendix 3, we
found that the most important words in the posts from Twitter

included cig, cigarette, tobacco, product, thc, and nicotine,
whereas the most important words in the Reddit posts included
nicotine, cigarette, juice, and weed.Vaping product-related
keywords in our data set included cigarette, tobacco, product,
thc, cig, nicotine, juice, juul, cartridge, liquid, cannabis,
chemical, alcohol, ecigarette, weed, cbd, flavour, and ingredient
based on the data sets in July, August, and September 2019.
The chi-square test results (Table S7 in Multimedia Appendix
2) showed significant differences with small effect sizes between
vaping product-related keywords posting on Twitter and Reddit
for all the 3 months, finding that more vaping product-related
keywords were mentioned on Twitter based on percentages.
Clinical analyses found different results, showing that
marijuana-related keywords were mentioned more than twice
as often on Reddit (208/578, 35.9%) than on Twitter (77/577,
13.3%).
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Figure 4. Top words defining vaping ingredients on Twitter (A) and Reddit (B) during the e-cigarette and vaping use–associated lung injury (EVALI)
outbreak. THC: tetrahydrocannabinol.

Quitting Vaping
In addition, quit-related keywords in our data set included quit,
quitting, stop, and stopper to compare pattern differences on
Twitter and Reddit. The chi-square test results indicated
significant posting differences with small effect sizes between
the 2 platforms for all the 3 months and as a whole, showing
quit-related words mentioned on Twitter more often based on
percentages (Table S8 in Multimedia Appendix 2). Clinical
analyses showed different results, with Reddit having 21.8%
(126/578) of posts related to quitting and Twitter having 6.4%
(37/577) of tweets related to quitting.

Discussion

Principal Findings and Implications
As vaping has become more popular in recent years, so have
discussions about its direction, policies, and health connotations
on social media platforms, and this study illustrated differences
in sentiment and keyword content on Twitter and Reddit during
the EVALI outbreak in 2019. According to the trends in the
frequency of vaping-related posts during this time frame,
vaping-related content increased slowly between July and
August, with a dramatic spike from August to September.

Moreover, there was a significant increase in the number of
unique Twitter and Reddit users who participated in these
discussions during the EVALI outbreak. The fact that increasing
trends in the frequency of social media vaping-related content
peaked in parallel with the EVALI outbreak and across both
popular social media platforms supported the utility of social
media as a surveillance system for exploring naturally occurring,
real-time reactions and communications during a public health
vaping-associated crisis.

Importantly and based on our content analysis, Twitter and
Reddit content within posts about vaping were found to contain
primarily positive sentiment about vaping. However, the 2
platforms were notably different based on the most prevalent
type of content identified. Specifically, Reddit users tended to
reveal personal vaping experiences and opinions about vaping
benefits, policies, and products, including how potential
restrictive vaping policies may have negative impacts on users
who vape (ie, less access to vaping products that aid cigarette
smoking cessation). Mentions of marijuana were also >2 times
as high on Reddit as on Twitter and often included queries to
other Reddit users about the safety of specific vaping products
and which symptoms, if any, should warrant concern or medical
care. In contrast, Twitter included more mainstream media
content surrounding vaping, specifically related to the rise in
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EVALI cases. We also observed that Twitter feeds contained
attention-grabbing negative sentiment and higher use of negative
emotional expressions, including kill, bad,dangerous, concern,
and serious, as well as increased content on possible negative
health outcomes of vaping, including addiction. Although both
platforms had mentions of youth, Twitter highlighted headlines
about the youth vaping epidemic and EVALI among teens and
ways to limit vaping products for adults who use them as
smoking cessation aids, whereas on Reddit, mentions related
to youth mostly were individuals describing their own vaping
behaviors, including initiating vaping behaviors as a teen.

In summary, we observed numerous and meaningful distinctions
in the frequencies of content topics across both social media
outlets. These differences may be owing to the way individuals
socially network as well as their motive for discussion on each
platform. For instance, information on Twitter is known as “the”
social media platform for news coverage, and it is most often
used by journalists and major news providers to broadcast news
and update the public in real time as important events transpire
[69]. This may explain why Twitter had a higher frequency of
negative posts related to vaping, as journalists and their audience
leveraged this platform for updates and interactions throughout
the unfolding of the EVALI outbreak, especially as it evolved
into a crisis that resulted in many hospitalizations and several
deaths. In contrast, Reddit distinguishes itself from other social
media platforms by facilitating more candid discussions,
including exchanges about substance use behaviors, given its
pseudonymous user system and generous character limit
restrictions; this may be why we found a higher prevalence of
content describing one’s personal experiences with vaping.

Comparison With Previous Work
It might also be that the differences we found were owing to
the distinctions between the users themselves. For instance, the
demographic user base of Twitter is predominantly White adults,
who have a higher degree of education and are more likely to
be identified as Democrat than the general public, with 10% of
users creating 80% of the tweets [70]. In contrast, Reddit users
tend to span degrees of education attainment and live in urban
or suburban areas [71]. The Centers for Disease Control and
Prevention finds that within people of color, there are higher
percentages of individuals who vape compared with the
percentage of White people who vape [72], and another study
shows that higher level of education attainment was linked to
lower odds of e-cigarette use [73]. This suggests that users on
Reddit may be more likely to vape than users on Twitter,
explaining their different sharing patterns of personal
vaping-related experiences and concerns over restrictive policy.

Limitations
The findings of this paper should be considered within the
context of its limitations. First, we analyzed only text-based
posts or messages on these platforms. Although this provided
us with data-heavy information from each social media site, it
did not include the multitude of multimedia content including
photos, videos, and links that are available for further analysis.
Second, owing to the character limits on Twitter and the
unlimited length of Reddit posts, the differences between the
number of words in each post could have impacted both the

sentiment and keyword analyses in this study. Third, because
of the timing of our data gathering, we did not garner
information related to COVID-19 and its implications on those
who vape and vaping policies, leaving us unable to discern more
recent implications. Fourth, our original keyword list used to
extract the vaping-related data sets from Twitter and Reddit
may have contained more negative health-related keywords,
and this could have impacted the results with regard to sentiment
and health outcomes, causing a potential selection bias in our
keyword list. As this study focused on the health issue regarding
vaping-related topics on Twitter and Reddit during the outbreak
period, the keyword list included multiple sentiment-related
words. It will bring bias to our sentiment analysis results, but
these words were the key to selecting the related posts and
addressing our research questions. In addition, we applied the
GetOldTweets and Pushshift APIs to extract the data based on
the keyword list. As the extraction mechanism of these APIs is
to find the posts with the same field as one of the keywords
without further filtration to matched posts, the extracted data
set might include the posts from bots instead of real users, which
may introduce bias to our sentiment results. We plan to apply
different methods to clean the posts generated by bots in our
future studies. However, the use of this data set was in line with
the larger aims of this study, which were to better understand
the content and sentiment surrounding vaping on Twitter and
Reddit to inform the development of potential identification
and outreach methods on social media to those at risk of negative
health outcomes to improve public health. The fifth limitation
was that we applied an existing tool VADER to analyze the
sentiment of the posts, and thus, it could bias to our sentiment
analysis results, which are common issues for any sentiment
analysis tool owing to the complex dynamics of human
expressions, emotions, and contexts. In the future, we will also
consider creating a sentiment analysis model optimization with
social media posts to overcome the current disadvantages of
not effectively identifying sarcastic sentences.

Future Directions
Overall, the results of this study revealed the strengths of both
Twitter and Reddit as publicly available social media data
sources as a public health crisis transpired and evolved. Health
practitioners working with those who vape or who have interest
in quitting vaping should be aware of the information and
possible misinformation related to vaping and work to assess
whether social media engagement on various platforms could
impact continued use or be a barrier to cessation. The results
shared in this manuscript could also inform social media
companies and public health officials by alerting them to the
marketing of vaping products on these sites and encouraging
protections for communities such as those on Reddit aimed to
support vaping cessation. In addition, to improve public health
reach, future research could explore automatic detection
mechanisms that leverage each platform’s content and type of
networking identified here, especially to study the potential for
identifying users that are vaping and may want information and
support to quit. This could help lead to efficient and timely
social media informed proactive outreach strategies to distribute
health education about vaping, including strategies for vaping
cessation.
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Abstract

Background: Tobacco smoking is an important public health issue and a core indicator of public health policy worldwide.
However, global pandemics and natural disasters have prevented surveys from being conducted.

Objective: The purpose of this study was to predict smoking prevalence by prefecture and sex in Japan using Internet search
trends.

Methods: This study used the infodemiology approach. The outcome variable was smoking prevalence by prefecture, obtained
from national surveys. The predictor variables were the search volumes on Yahoo! Japan Search. We collected the search volumes
for queries related to terms from the thesaurus of the Japanese medical article database Ichu-shi. Predictor variables were converted
to per capita values and standardized as z scores. For smoking prevalence, the values for 2016 and 2019 were used, and for search
volume, the values for the April 1 to March 31 fiscal year (FY) 1 year prior to the survey (ie, FY 2015 and FY 2018) were used.
Partial correlation coefficients, adjusted for data year, were calculated between smoking prevalence and search volume, and a
regression analysis using a generalized linear mixed model with random effects was conducted for each prefecture. Several models
were tested, including a model that included all search queries, a variable reduction method, and one that excluded cigarette
product names. The best model was selected with the Akaike information criterion corrected (AICC) for small sample size and
the Bayesian information criterion (BIC). We compared the predicted and actual smoking prevalence in 2016 and 2019 based on
the best model and predicted the smoking prevalence in 2022.

Results: The partial correlation coefficients for men showed that 9 search queries had significant correlations with smoking
prevalence, including cigarette (r=–0.417, P<.001), cigar in kanji (r=–0.412, P<.001), and cigar in katakana (r=-0.399, P<.001).
For women, five search queries had significant correlations, including vape (r=0.335, P=.001), quitting smoking (r=0.288, P=.005),
and cigar (r=0.286, P=.006). The models with all search queries were the best models for both AICC and BIC scores. Scatter
plots of actual and estimated smoking prevalence in 2016 and 2019 confirmed a relatively high degree of agreement. The average
estimated smoking prevalence in 2022 in the 47 prefectures for the total sample was 23.492% (95% CI 21.617%-25.367%),
showing an increasing trend, with an average of 29.024% (95% CI 27.218%-30.830%) for men and 8.793% (95% CI
7.531%-10.054%) for women.

Conclusions: This study suggests that the search volume of tobacco-related queries in internet search engines can predict
smoking prevalence by prefecture and sex in Japan. These findings will enable the development of low-cost, timely, and
crisis-resistant health indicators that will enable the evaluation of health measures and contribute to improved public health.

(J Med Internet Res 2022;24(12):e42619)   doi:10.2196/42619

J Med Internet Res 2022 | vol. 24 | iss. 12 |e42619 | p.417https://www.jmir.org/2022/12/e42619
(page number not for citation purposes)

Taira et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:taira.kazuya.5m@kyoto-u.ac.jp
http://dx.doi.org/10.2196/42619
http://www.w3.org/Style/XSL
http://www.renderx.com/


KEYWORDS

health policy; internet use; quality indicators; search engine; smoking; tobacco use; public health; infodemiology; smoking trend;
health indicator; health promotion

Introduction

Smoking Prevalence as a Health Policy Indicator
Tobacco smoking is a cause of many types of cancer, respiratory
disease, and coronary artery disease [1-4]. Since 2013, various
electronic nicotine delivery systems (ENDS) and heat-not-burn
tobacco products have been introduced as alternatives to
cigarettes [5], with 3 brands available in Japan: Iqos, Glo, and
Ploom Tech. These ENDS and heat-not-burn tobacco products
have been reported to be potentially harmful and alerts have
been issued [6,7].

Smoking prevalence is included as an indicator in the Health
Japan 21 (the Second Term), a guideline for health measures in
Japan, and policy measures are being implemented based on
target values [8]. Currently, smoking prevalence is ascertained
through national surveys, such as the Comprehensive Survey
of Living Conditions [9] and the National Health and Nutrition
Survey [10]. The Comprehensive Survey of Living Conditions
is conducted every 3 years, and the National Health and
Nutrition Survey is conducted every 5 years on a large scale.
There are only a limited number of surveys, which require
enormous effort and cost in the millions of dollars, that have a
large enough sample size to be tabulated by prefecture.
Furthermore, these surveys were not conducted in years with
major natural disasters, such as the 2016 Kumamoto earthquake;
moreover, after 2020, due to the COVID-19 pandemic, the
Comprehensive Survey of Living Conditions in 2020 and the
National Health and Nutrition Survey in 2020 and 2021 were
cancelled. The discontinuation of these large-scale national
surveys monitoring health indicators has prevented the
evaluation of policies and hindered evidence-based policy
making.

Trends in Smoking Prevalence in Japan
Smoking prevalence in Japan has decreased dramatically, from
82.3% in 1965 to 27.8% in 2018 for men over 20 years old and
from 16.5% in 1965 to 8.7% in 2018 for women [11]. However,
Japan has a slightly higher smoking prevalence than other
high-income countries, indicating that tobacco control measures
have not yet reached the level of best practice [12]. In addition,
it has been pointed out that socioeconomic disparities may be
a factor associated with Japan’s persistent decline in smoking
prevalence [13], which is an important public health issue.

Internet Search Engine and Tobacco Use
Significant correlations have been reported between internet
search trends and the prevalence of tobacco and smokeless
tobacco use by state in the United States [14]. Moreover, youth
are consistently exposed to tobacco-related content on the
internet [15], and exposure to tobacco-related content on social
media has been reported to be a risk for smoking behavior [16].
Therefore, we hypothesized that it would be possible to predict
smoking prevalence at the regional level based on search trends
on the internet. In addition, it has been reported that internet

search trends can track users’ interest in ENDS [17] and
heat-not-burn tobacco [18]. Thus, the purpose of this study was
to predict smoking prevalence by prefecture and sex in Japan
based on internet search trends.

Methods

This study used the infodemiology approach to monitoring
smoking prevalence in Japan based on internet search engine
trends.

Outcome Variable
The outcome variable was smoking prevalence. Smoking
prevalence was obtained for each prefecture from the
Comprehensive Survey of Living Conditions [9], a national
survey conducted by the Japanese government. This is a national
survey of households that are randomly selected and stratified
by region from all over Japan. A simple survey (distributed to
approximately 55,000 households, comprising 138,000 people)
is conducted annually, and a large-scale survey (distributed to
approximately 277,000 households, comprising 688,000 people)
is conducted every 3 years. Because smoking prevalence is
included only in the larger-scale survey, we obtained smoking
prevalence for each prefecture in 3-year periods from 2001 to
2019 (Multimedia Appendix 1). However, in 2016, data from
Kumamoto prefecture were missing due to a natural disaster
caused by an earthquake. Since the volume of data was too small
to impute missing values, and they could not be properly
estimated, complete case analyses were conducted in this study.

Predictors
The predictor variable was search volumes on Yahoo! Japan
Search, one of the largest search engines in Japan. This study
was conducted in collaboration with Yahoo Japan Corporation,
and the researchers were authorized to access search log data
from Yahoo! Japan Search. The necessary data were extracted
with a tabulation program that accessed the Yahoo Japan
Corporation server via a virtual private network connection.
The search queries for which search volumes were extracted
were words that were listed as synonyms for “cigarette,”
“smoking,” and “e-cigarette” in the thesaurus of Ichu-shi Web,
the largest Japanese medical article search database. The
monthly number of searches per prefecture for each search query
was obtained, and the total number of searches per fiscal year
(FY, running from April 1 to March 31) was calculated.

Because the Yahoo! Japan search log data were available starting
for the year 2014, to predict smoking prevalence by search
volume in the FYs before the FY in which we wanted to predict
smoking prevalence, we obtained search volumes for FYs 2015,
2018, and 2021. These were all years during which the triennial
large-scale survey of smoking prevalence was conducted,
making retrospective data available. The reason for predicting
smoking prevalence in FYs is that Japanese local governments
evaluate their projects every FY. Queries that were not written
in Japanese or that had a month in which they were never
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searched for were excluded; 18 queries were thus used in the analysis (Textbox 1).

Textbox 1. Search queries used in the analysis, with original Japanese-language terms. The multiple entries for some terms reflect the multiple Japanese
writing systems, including hiragana, katakana, kanji, and the Latin alphabet.

Search terms (with Japanese text)

• Cigarette in katakana (シガレット)

• Tobacco in hiragana (たばこ), tobacco in katakana (タバコ), tobacco in kanji (煙草)

• Cigar in kanji (葉巻), cigar in katakana (シガー)

• Glo (glo), glo in katakana (グロー)

• Vape (vape)

• Iqos (iqos), iqos in katakana (アイコス)

• Ploom Tech in katakana (プルームテック)

• Electronic cigarette in katakana (電子タバコ), electronic cigarette in hiragana (電子たばこ)

• Heat-not-burn tobacco in hiragana (加熱式たばこ), heat-not-burn tobacco in katakana (加熱式タバコ)

• Smoking in kanji (喫煙)

• Quitting smoking in kanji (禁煙)

Standardization of Predictors
Since the male to female ratio for each search query can be
obtained based on registration information from user IDs, search
volumes by sex were calculated by prorating the search volumes
by sex. Since search volumes are affected by the size of the
prefectural population, the search volumes per capita were
calculated by dividing the total or male/female prefectural
population and then converting the results to a z score to
standardize the results. The z scores were calculated with the
following formula (“query A” refers to each search query used
in the analysis):

The value for the prefectural populations used to calculate the
search volumes per capita was the value on October 1 (the
median day of the FY) of the respective year, obtained from
open government data on population estimate statistics [19].

Statistical Analysis
Partial Pearson correlation coefficients, adjusted for data year,
between smoking prevalence per prefecture and the z scores of
the search volumes for each query for each prefecture were
calculated. Regression analysis using a generalized linear mixed
model (GLMM) was conducted with smoking prevalence as
the outcome variable, z scores for each search query and survey
year as predictor variables, and random effects for each
prefecture. For the regression analysis, we used data from 2016
and 2019 for both smoking prevalence and number of searches.
In the regression analyses, model 0 included only the survey
year and intercept as predictors; model 1 included the survey
year, intercept, and queries, but excluded the names of
tobacco-related products; model 2 included the survey year,
intercept, and queries selected by the backward selection
method; and model 3 included the survey year, intercept, and
all search queries in the total sample for men and women
separately. The selection of the best model was determined

using the Akaike information criterion corrected (AICC) for
small sample size and the Bayesian information criterion (BIC).
The AICC and BIC are model fit indices that focus on prediction
accuracy, and both refer to better fit with smaller values relative
to other models. The analyses were conducted using SPSS
Statistics (version 27; IBM). The significance level was set at
1% for all analyses.

Evaluation of the GLMM Model and Prediction of
Smoking Prevalence in 2022
Search volumes were substituted into the selected best model
to predict smoking prevalence for 2016, 2019, and 2022. For
2016 and 2019, scatter plots of actual and estimated smoking
prevalence were drawn to confirm agreement. The smoking
prevalence in 2022 was plotted as a line graph along with actual
values from 2001 to 2019 to confirm the trend.

Ethical Considerations
This study involved secondary analysis of public statistics and
anonymized existing data; therefore, ethical review was waived
by the Kyoto University Graduate School and Faculty of
Medicine Ethics Committee.

Results

Correlation Coefficients Between Smoking Prevalence
and Each Search Query
The results of the partial correlation analyses are presented in
Table 1. For men, the following 9 search queries had significant
correlations with smoking prevalence: cigar in katakana (シ
ガー; r=–0.399, P<.001), cigarette in katakana (シガレット;
r=–0.417, P<.001), tobacco in katakana (タバコ; r=–0.388,
P<.001), tobacco in hiragana (たばこ; r=–0.334, P=.001),
tobacco in kanji (煙草; r=–0.370, P<.001), smoking in kanji
(喫煙; r=–0.346, P=.001), electronic cigarette in katakana (電
子タバコ; r=–0.303, P=.003), electronic cigarette in hiragana
(電子たばこ; r=–0.271, P=.009), and cigar in kanji (葉巻;
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r=–0.412, P<.001). For women, the following 5 search queries
had significant correlations: vape, (r=0.335, P=.001), cigar in
katakana (シガー; r=0.286, P=.006), quitting smoking in kanji

(禁煙; r=0.288, P=.005), electronic cigarette in katakana (電
子タバコ; r=0.271, P=.009), and electronic cigarette in
hiragana (電子たばこ; r=0.271, P=.009) (Table 1).

Table 1. Partial Pearson correlation coefficient (r) between prefectural smoking prevalence and the search volumes of each query by sex.

WomenMenTotalSearch term

P valuerP valuerP valuer

P=.040.22P=.14–0.16P=.890.02Glo

P=.080.18P=.06–0.20P=.96–0.01Iqos

P=.0010.34P=.02–0.25P=.890.01Vape

P=.010.26P=.04–0.21P=.920.01Iqos (アイコス)

P=.070.19P=.39–0.09P=.770.03Glo (グロー)

P=.0060.29P<.001–0.40P=.25–0.12Cigar (シガー)

P=.090.18P<.001–0.42P=.06–0.20Cigarette (シガレット)

P=.020.25P<.001–0.39P=.31–0.11Tobacco (タバコ)

P=.030.23P=.001–0.33P=.36–0.10Tobacco (たばこ)

P=.060.20P=.14–0.16P=.990.001Ploomtech (プルームテック)

P=.020.24P<.001–0.37P=.30–0.11Tobacco (煙草)

P=.130.16P=.03–0.23P=.46–0.07Heat-not-burn tobacco (加熱式タバコ)

P=.060.20P=.14–0.15P=.930.01Heat-not-burn tobacco (加熱式たばこ)

P=.070.19P=.001–0.35P=.31–0.11Smoking (喫煙)

P=.0050.29P=.05–0.21P=.850.02Quitting smoking (禁煙)

P=.0090.27P=.003–0.30P=.67–0.05Electronic cigarette (電子タバコ)

P=.0090.27P=.009–0.27P=.79–0.03Electronic cigarette (電子たばこ)

P=.0460.21P<.001–0.41P=.16–0.15Cigar (葉巻)

Results of the Regression Analyses and Evaluation of
the Best Models
Model 3 was the best model for both AICC and BIC scores in
all regression analyses for the total sample (AICC 308.043 and
BIC 312.452), men (AICC 338.656 and BIC 343.066), and

women (AICC 302.225 and BIC 306.635). Details are provided
in Tables S1, S2, and S3 in Multimedia Appendix 2. Moreover,
no search queries with significant regression coefficients were
found in model 3 for either sex or the total sample. Scatter plots
of actual and estimated smoking prevalence in 2016 and 2019
confirmed a relatively high degree of agreement (Figure 1).
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Figure 1. Comparison of actual and modeled estimates of smoking prevalence by prefecture in 2016 and 2019.

Estimates of Smoking Prevalence by Prefecture in 2022
The average estimated smoking prevalence in 2022 for the 47
prefectures for the total sample, including men and women

(Figure 2), was 23.492% (95% CI 21.617%-25.367%), showing
an increasing trend, with a prevalence of 29.024% (95% CI
27.218%-30.830%) for men (Figure 3) and 8.793% (95% CI
7.531%-10.054%) for women (Figure 4).
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Figure 2. Total trends in smoking prevalence and predicted smoking prevalence in 2022.

Figure 3. Trends in smoking prevalence and predicted smoking prevalence in 2022 for men.
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Figure 4. Trends in smoking prevalence and predicted smoking prevalence in 2022 for women.

Discussion

Principal Results
We found that smoking prevalence could be predicted with a
moderate degree of accuracy using a GLMM based on search
volume for tobacco-related queries in internet search engines.
A univariate analysis of the partial correlation coefficients
between smoking prevalence by prefecture and each search
query revealed significant variables only for sex, but the GLMM
predictions had approximately the same predictive accuracy for
the total sample as for men and women. The GLMM models
were judged from the AICC and BIC scores, and the models
that included all search queries as predictors were adopted as
the best models for all sexes and the total sample. These results
suggest that rather than specific words being strong predictors
of smoking prevalence, it is more likely that different words
play a role in revealing prefectural-specific characteristics of
monotonic smoking prevalence trends.

When actual and estimated smoking prevalence were compared,
the estimated values tended to show less variation, and this may
reduce the accuracy of predicting prefectures with smoking
prevalence that deviates from the mean. However, this allows
us to follow trends in smoking prevalence for Japan overall.
Smoking prevalence has continued to show a consistent
decreasing trend from 2001 to 2019, but estimates for 2022
show a flat trend or an increasing trend among women. After
2020, the aftereffects of the COVID-19 pandemic have caused
behavioral restrictions and stagnating economic activity around
the world, and Japan is in the midst of the seventh wave as of
2022, with the highest number of cases in the world [20]. This
could be one contributor to the trends seen in this study.
Economic disparity has also been identified as a contributing

factor to the still-high prevalence of smoking in Japan [13].
Therefore, economic deprivation attributed to COVID-19 may
be related to the increase in the estimated smoking prevalence
in 2022.

More interestingly, the correlation coefficients between the
search volume of tobacco-related queries and smoking
prevalence were negative for men, positive for women, and
uncorrelated in the total sample. Smoking prevalence in Japan
has traditionally differed significantly between men and women,
which could lead to relatively higher search volumes for
smoking cessation behaviors in men and higher search volumes
for smoking behaviors in women. Notably, the COVID-19
pandemic has disproportionately affected women’s employment,
a phenomenon called the “she-cession” [21]. Several studies
have also reported an increase in suicide and mental health
problems among women in Japan during the COVID-19
pandemic [22,23]. Therefore, it is possible that smoking
prevalence among women increased as a coping behavior for
stress [24].

Hence, when considering health policies based on the search
volume of tobacco-related queries in internet search engines,
men and women require different approaches. It would be
desirable for future studies to not only predict smoking
prevalence, but also investigate smokers’ search behavior
patterns and gender differences in more detail, clarifying the
relationship between smokers’ actual search behavior and
smoking prevalence.

Limitations
One of the limitations of our study relates to the flexibility of
the model, as both smoking prevalence and tobacco-related
query retrieval volume statistics were only available for 2 years
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(2016 and 2019). In particular, for Kumamoto prefecture, data
were missing due to a major earthquake in 2016, so care must
be taken in interpreting the estimates. The lack of statistically
significant variables in the GLMM regression analysis may also
be due to the small sample size and multicollinearity in the
highly correlated relationships among search volumes for the
tobacco-related queries. This study did not address this issue,
because it focused on the accuracy of predicting smoking
prevalence as an outcome. However, if these limitations can be
resolved in future analyses using more sophisticated statistical
methods, we could obtain insights into factors that influence
changes in smoking prevalence. In addition, internet usage in
Japan differs by age group: more than 90% of people between
their teenage years and the sixth decade of life use the internet,
while 74.2% of those in their sixties and 57.5% of those in their
eighties use the internet [25], suggesting that the influence of
the elderly may have been underestimated. However, as of 2019,
the highest smoking prevalence in men was among those in
their forties, at 36.5%, decreasing as people reached their sixties;
the prevalence was 31.1% among those in their sixties and
15.1% among those aged 70 or older. The same trend was
observed in women, with the highest smoking prevalence being
12.9% among those in their fifties, compared to 8.6% of those
in their sixties and 3% in women aged 70 and older. Therefore,
we believe that the impact of lower internet use among the
elderly was limited. Finally, although this study used separate
analyses for men and women, it is possible that gender bias was
present in the internet search behavior. One previous study in
Australia [26] suggests that female smokers who are highly
socially disadvantaged seem to use the internet more frequently;
however, there is no evidence of gender differences in internet
search behavior in the general population in Japan. Research
on gender bias in smokers’ internet search behavior is also an
issue for future study.

Comparison With Prior Work
Most previous studies in the field of infoveillance have focused
on predicting the prevalence of infectious diseases, such as
influenza [27,28]. This study suggests that smoking prevalence
can also be predicted with high accuracy by the search volume
of tobacco-related queries. Many previous studies using search
engines have used Google Trends data, which does not provide
search volume by sex or prefecture, unlike the data from Yahoo
searches, making the latter more appropriate to conduct our
research. Although we found no studies that predicted smoking
prevalence by internet search volume, a moderate correlation
between smoking prevalence and search volumes for
tobacco-related queries was reported in the United States [14].
In this study, the same trend was observed for Japanese men,
with a slightly weaker correlation for Japanese women. The US
smoking prevalence in 2020 was 14.1% for men and 11% for
women [29], with no significant difference. However, Japan
has a very large gap in smoking prevalence between men and
women, which may be the reason for the slightly weaker
correlation for women.

Our findings may be useful in the evaluation of public health
measures when large-scale nationwide surveys are not possible
due to epidemics or natural disasters such as major earthquakes.
In fact, Japan has a history of missing statistics, including
statistics related to COVID-19 and the Kumamoto earthquake,
and has a high probability of large-scale earthquakes and
volcanic eruptions in the future.

Conclusions
This study suggests that internet search volume for
tobacco-related queries can predict smoking prevalence by
prefecture. Our findings may facilitate the development of
low-cost, timely, and crisis-resistant health indicators that will
enable the evaluation of health measures and contribute to
improved public health.
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Abstract

Background: Reddit is a popular social media platform that has faced scrutiny for inflammatory language against those with
obesity, yet there has been no comprehensive analysis of its obesity-related content.

Objective: We aimed to quantify the presence of 4 types of obesity-related content on Reddit (misinformation, facts, stigma,
and positivity) and identify psycholinguistic features that may be enriched within each one.

Methods: All sentences (N=764,179) containing “obese” or “obesity” from top-level comments (n=689,447) made on
non–age-restricted subreddits (ie, smaller communities within Reddit) between 2011 and 2019 that contained one of a series of
keywords were evaluated. Four types of common natural language processing features were extracted: bigram term
frequency–inverse document frequency, word embeddings derived from Bidirectional Encoder Representations from Transformers,
sentiment from the Valence Aware Dictionary for Sentiment Reasoning, and psycholinguistic features from the Linguistic Inquiry
and Word Count Program. These features were used to train an Extreme Gradient Boosting machine learning classifier to label
each sentence as 1 of the 4 content categories or other. Two-part hurdle models for semicontinuous data (which use logistic
regression to assess the odds of a 0 result and linear regression for continuous data) were used to evaluate whether select
psycholinguistic features presented differently in misinformation (compared with facts) or stigma (compared with positivity).

Results: After removing ambiguous sentences, 0.47% (3610/764,179) of the sentences were labeled as misinformation, 1.88%
(14,366/764,179) were labeled as stigma, 1.94% (14,799/764,179) were labeled as positivity, and 8.93% (68,276/764,179) were
labeled as facts. Each category had markers that distinguished it from other categories within the data as well as an external
corpus. For example, misinformation had a higher average percent of negations (β=3.71, 95% CI 3.53-3.90; P<.001) but a lower
average number of words >6 letters (β=−1.47, 95% CI −1.85 to −1.10; P<.001) relative to facts. Stigma had a higher proportion
of swear words (β=1.83, 95% CI 1.62-2.04; P<.001) but a lower proportion of first-person singular pronouns (β=−5.30, 95% CI
−5.44 to −5.16; P<.001) relative to positivity.
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Conclusions: There are distinct psycholinguistic properties between types of obesity-related content on Reddit that can be
leveraged to rapidly identify deleterious content with minimal human intervention and provide insights into how the Reddit
population perceives patients with obesity. Future work should assess whether these properties are shared across languages and
other social media platforms.

(J Med Internet Res 2022;24(12):e36729)   doi:10.2196/36729

KEYWORDS

obesity; misinformation; social stigma; social media; Reddit; natural language processing

Introduction

Social media has become a ubiquitous component of everyday
life. A recent study suggested that 72% of Americans use social
media, including 84% of those aged between 18 and 29 years,
81% of those aged between 30 and 49 years, and 73% of those
aged between 50 and 64 years [1]. Although social media
promises to foster meaningful connections between individuals
around the world, it has been exploited to spread misinformation
and disinformation on a variety of topics, from the 2016
presidential election to the COVID-19 pandemic [2,3]. The
widespread use of social media presents an ideal medium to
study the discourse surrounding these geopolitical and health
topics, as well as other topics of concern. However, much of
this work has focused on international infectious disease
outbreaks and vaccines, with less research dedicated to
understanding misinformation regarding chronic diseases such
as obesity [4].

Over 42% of adults in the United States have obesity, with rates
steadily increasing since the early 2000s [5]. Individuals with
obesity may experience weight-related stigma, a phenomenon
whereby individuals are ascribed negative traits (such as
laziness) “due” to their weight [6-8]. Exposure to stigma has
been associated with adverse physical, mental, and emotional
health outcomes, and this effect is amplified by social media;
for example, studies have shown that social media use is
correlated with concerns over body image [9,10]. Social
media–based studies on stigma have predominately focused on
Facebook, Twitter, and Instagram, leaving a gap in
understanding how stigma (and other deleterious content, such
as misinformation) manifests on other platforms [11-13].
Furthermore, the aforementioned platforms are not typically
used anonymously, which may differentially affect behaviors.
In contrast, Reddit is an anonymized content aggregation
platform with over 52 million daily active users as of January
2021 [14]. The platform consists of over 100,000 different
“subreddits,” which are smaller communities that are themed
around a given topic. Subreddits range from more general
communities for news and science to highly specific subreddits
such as r/bodyweightfitness (a subreddit dedicated to sharing
workout routines with 2.3 million subscribers as of October
2021) or r/eatcheapandhealthy (a subreddit dedicated to how to
eat healthy foods on a budget with 3.6 million subscribers as
of October 2021) [15]. Users can engage with these subreddits

either by creating a post or by commenting on another user’s
post. These comments can also be commented upon, creating
a branching comment section.

Previous research has leveraged content on specific subreddits
to model predictors of successful weight loss [16,17]. These
communities (such as r/loseit, which has 3 million subscribers
as of October 2021) are designed to provide a space for
individuals to seek motivation, to ask questions about weight
loss, or to share their experiences. Other parts of the platform
are not as supportive, and Reddit has historically faced scrutiny
for the abundance of stigma on the platform. Most notable were
concerns over the former subreddit r/fatpeoplehate, which was
dedicated to ridiculing individuals with obesity. This subreddit
was banned in 2015 during a push by the company to remove
hate speech from the platform. An evaluation of this ban found
that it was effective in reducing the amount of hate speech on
Reddit that was directed toward individuals with obesity,
including those who were previously active members of the
banned subreddit [18]. However, this study was limited in scope,
and there are no studies that comprehensively evaluate the
presence of weight-related stigma or misinformation on the
platform. Similarly, there are no studies that evaluate the
presence of body positivity or factual content across the entire
platform.

The purpose of this study was to characterize obesity-related
content on Reddit. To do this, a semiautonomous pipeline was
created that leveraged a set of psycholinguistic and semantic
features to differentiate the 4 categories of interest:
misinformation, factual content, stigma, and positivity (Figure
1). Briefly, this pipeline involved extracting a series of sentences
containing “obese” or “obesity” from a broader pool of
comments; manually assigning a category to a small, random
subset; extracting a candidate set of features; identifying the
best model and feature set based on performance on the labeled
subset; and using the identified model and feature set to
automatically label the entire set of obesity-specific data.
Following this, a statistical analysis was performed to evaluate
whether there were distinct types of features that were either
enriched or underrepresented within each category of interest.
All categories were compared against an external benchmark
and sentences labeled as other, and each “pair” of categories
(ie, fact vs misinformation and positivity vs stigma) was
internally compared.
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Figure 1. Flow diagram of process described in the Methods section. k: keyword.

Methods

Keyword Generation, Evaluation, and Data Collection
Keywords were derived from “obesity” and “diet” via colloquial
terminology (eg, “chubby”), diet trends (eg, “keto”), and the
National Institutes of Health National Library of Medicine
Medical Subject Headings database (Multimedia Appendix 1)
[19]. This process generated an initial list of 45 keywords that
was used to curate all top-level Reddit comments (ie, comments
that were made directly on a post and not another user’s
comment) via Pushshift, a Reddit archive updated monthly [20].
Posts were excluded because they often contain video or image
content that could not be evaluated in this study. Comments
were limited to those made on non–age-restricted subreddits
between 2011 and 2019, resulting in an initial corpus of
26,575,493 comments.

To evaluate keyword selection, a separate set of sentences from
1000 top-level Reddit comments were randomly collected and
labeled by 1 member of the research team as to whether one of
the keywords was included in the comment and, if so, whether
the use of the word had a connotation related to obesity,
nutrition, or weight loss. Of the 1000 sentences, 7 were “true
positives” (ie, contained a keyword in a sentence that was related
to obesity), 8 were “false positives” (ie, contained a keyword

in a sentence unrelated to obesity), 7 were “false negatives” (ie,
the sentence was related to obesity but did not include one of
the keywords of interest), and the remaining were “true
negatives” (ie, the sentence was not related to obesity and did
not contain a keyword of interest). This resulted in high accuracy
and specificity but low precision (ie, positive predictive value)
and recall (ie, sensitivity; Multimedia Appendix 2).
Consequentially, all analysis was restricted to only sentences
containing the words “obese” or “obesity” (n=764,179 sentences
across 689,447 comments after the removal of duplicates) to
ensure that sentences included in the final analysis were related
to the topic of interest. To assess the validity of this restriction,
100 random comments were selected for each keyword and
evaluated as to whether they were related to the research
question. Although 96% of comments containing obese and
obesity were related to the research question, this was only true
for 38% of comments for all keywords. Consequently, this
restriction was considered sufficient.

Data Labeling
Three research assistants (RAs) trained by researchers with
expertise in obesity medicine independently labeled 2000
random sentences in the analytic data set as misinformation,
fact, stigma, positivity, or other. Misinformation and factual
content were distinguished in accordance with peer-reviewed
guidelines identified by the American Board of Obesity
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Medicine and aligned with scientific literature [21]. Stigma was
defined as derogatory language about individuals with obesity,
including words such as “stupid,” “lazy,” or “dirty” [22].
Positivity was defined as affirmative language toward
individuals with obesity or encouragement toward healthy
weight loss (Multimedia Appendix 3).

In a form of hierarchical classification, the RAs were asked to
assume a default label of fact or positivity unless the sentence
contained misinformation (in which case they should label it as
misinformation) or stigmatizing language (in which case they
should label it as stigma). Sentences containing a mix of
misinformation and stigmatizing language were labeled as
stigma, while sentences containing both fact and positivity were
labeled as fact. If the sentence was ambiguous or did not contain
any type of information of interest, the RAs were instructed to
label the sentence as other. A sentence was assigned a final label
via an automated majority vote system if at least 2 RAs
independently agreed on the label. If all 3 RAs disagreed on a
label, the sentence was considered to not have a majority label.
Using this method, 94% of sentences received a majority label.
Fleiss κ was low (0.36), although this can occur even in
instances where the agreement is high [23,24]. There were no
significant psycholinguistic differences between posts that
reached consensus and those that did not (Multimedia Appendix
3). Of the sentences receiving a majority label, 64% were labeled
as other, 12% were labeled as fact, 9% were labeled as stigma,
5% were labeled as positivity, and 4% were labeled as
misinformation.

Feature Extraction
Four feature categories were extracted from sentences in the
analytic data set. Basic word context was extracted using term
frequency–inverse document frequency (TF-IDF), which weighs
the number of times a word or phrase appears in a sentence by
its commonality within all analyzed sentences [25]. For this
implementation of TF-IDF, only bigrams (ie, 2-word phrases)
were retained if they were in the training data and had a
document frequency >1% and <75%. These thresholds were
chosen to limit computational complexity by excluding highly
rare terms (ie, those with a frequency <1%) and highly common
terms (ie, those with a frequency >75%) that may not produce
informative features. To extract further information on the text,
a pretrained, case-sensitive Bidirectional Encoder
Representations from Transformers (BERT) model was used
to generate dense numerical vector representations of the input
sentences (ie, sentence embeddings). BERT-based models
expand on traditional natural language processing (NLP) models
such as Word2Vec by preserving the context of the input
sentence in addition to basic word choice [26]. Sentence
sentiment was extracted using the Valence Aware Dictionary
and Sentiment Reasoner (VADER). Designed specifically for
social media data, VADER expands on traditional lexicon-based
approaches by incorporating grammatical rules into its analysis,
including the use of capitalization, punctuation, negation, and
emojis. The output of VADER is the ratio of text that is
characterized as positive, neutral, and negative. These values
are then used to generate a normalized, weighted composite
score that aims to capture the overall sentiment of the text within
a single number. It is calculated by summing the adjusted

valence of each word within the text and normalizing it such
that it falls on a scale from −1 to 1. After this normalization,
values ≤−0.05 were considered “negative,” values ≥0.05 were
considered “positive,” and values between −0.05 and 0.05 were
considered “neutral” [27,28]. Specific psycholinguistic features
were evaluated through the Linguistic Inquiry and Word Count
(LIWC) program, which identifies the percentage of the sentence
that can be ascribed to 80 different categories, including
functional words (eg, pronouns, adjectives, and numbers), social
words (eg, female and male referents), and informal speech (eg,
swear words and punctuation). The LIWC also includes 4
proprietary metrics related to analytic thinking (characterized
as logical and hierarchical thought), clout (characterized as
displaying social status or confidence), authenticity
(characterized as displaying humbleness or vulnerability), and
emotional tone (whereby lower values represent more negative
emotion). Additional metrics can be found in other studies
[29,30]. The psycholinguistic features included in the LIWC
can provide valuable insights into the writer’s attitudes and
perceptions toward the main topic of interest (such as obesity)
[30]. Its utility in NLP tasks in the health domain on Reddit has
been validated in other studies, including one that examined
depression-related content on Reddit [31].

Model Development and Evaluation
A series of machine learning classification models were
repeatedly trained and tested on the subset of 2000 labeled
sentences to determine which would perform best at labeling
the full data set. Five initial models were selected based on their
innate ability to perform multiclass classification, capture
nonlinearity in data, and generally achieve successful
out-of-the-box performance. These models were random forest,
Extreme Gradient Boosting (XGBoost), support vector machine
with a radial basis function kernel, multinomial naive Bayes,
and multilayer perceptron. Two “dummy” classifiers were also
used so that model performance metrics for the 5 candidate
classifiers could be compared with classifiers that use basic
rules to assign the final label. One dummy classifier (“stratified”
model) predicted the final label based on the class distribution
of the training set, while the other (“most frequent” model)
assigned every sentence the most frequent label within the
training set. If a more complex candidate model could not
outperform both dummy classifiers, this would suggest that it
could not identify an underlying pattern within the data that
could inform label selection; in other words, it could not “learn”
how to distinguish misinformation, facts, stigma, and positivity
from the extracted linguistic and semantic features. All models
were deployed using the default hyperparameters.

Each model was evaluated using 3 versions of an 80:20 train-test
split of the original data that received a majority label. In the
first version, the training data remained unchanged (train:
n=1496; test: n=375). In the second version, all minority classes
were oversampled to match the size of the majority class (train:
n=5115). This oversampling involved random sampling with
replacement from each minority class to create a balanced data
set. In the third version, the majority class was downsampled
to match the size of the smallest minority class (train: n=535).
This process involved randomly selecting sentences from the
majority class until a pool of sentences the same size as the
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smallest minority class was obtained. Both the second and third
versions were performed to account for the unbalanced nature
of the data; in all scenarios, the test data set remained
unmodified so that an unbiased estimate of model performance
could be calculated. All the features generated in Feature
Extraction were first used in the models. The model and data
set with the best performance were then subjected to forward
variable selection to determine if a more parsimonious model
could be generated without performance loss. The models were
first trained using only 1 category of features (ie, TF-IDF,
BERT, LIWC, or VADER). The feature with the best individual
performance was then carried through to a secondary test that
added additional features. This process was conducted iteratively
until a model with all features was calculated or no future
improvement was achieved. Model performance was also
evaluated while varying the size of the training data to determine
whether similar performance could be obtained with fewer
labeled data. In all instances, model performance was evaluated
using accuracy (ie, the proportion of sentences correctly assigned
to their labeled class), average weight precision (ie, the weighted
average across classes of the percentage of sentences assigned
a given label that truly belong to that label), average weighted
recall (ie, the weighted average across classes of the percentage
of sentences of a given class assigned their correct label), and
F1-score (ie, the harmonic mean of precision and recall). Figure
1 shows a flow diagram depicting this process.

Statistical Analysis
Model feature importance was assessed by evaluating both the
top 10 most frequent features across all trees used to split
variables, as well as the top 10 features with the highest average
information gain. Two sets of analysis were performed to
characterize the fully labeled data set. First, for each content
category (ie, misinformation, fact, stigma, and positivity), the
mean of each LIWC variable in the Reddit data was compared
with each LIWC variable’s grand mean (ie, the weighted average
of individual means). The LIWC grand mean was generated
from the data used to create the LIWC software, which included
37,295 blog posts, 6179 pieces of expressive writing, 875 novels,
3232 transcripts of “natural speech,” 34,929 articles from the
New York Times, and 35,269 Twitter posts [29]. Comparisons
were made using Cohen d, which measures the standardized
difference between 2 means. This standardized difference is
considered “large” if above 0.8, "medium" if between 0.5 and
0.8, "small" if it was between 0.2 and 0.5, and "negligible" if
below 0.2 [32]. This analysis was conducted to quantify the
magnitude of the difference between the Reddit data and a set
of heterogeneous texts, which could help identify uniquely
enriched features in various types of obesity-related content on
the platform.

In the second analysis, individual hurdle models were
constructed for each variable derived from TF-IDF, VADER,
and LIWC to evaluate the variations relative to each pair of
labeled data. In the first step, a logistic regression model
assessed the log-odds of obtaining a 0 result (eg, the log-odds
of no first-person singular pronoun) for either misinformation
(referenced against fact) or stigma (referenced against
positivity). In the second step of the process, data were truncated
at 0 before a standard linear regression model was constructed

to model the difference in the mean value of each LIWC variable
for either misinformation (referenced against fact) or stigma
(referenced against positivity). In the standard linear regression
model, this translates to the percentage of the sentence that
comprises a given variable. For example, a β coefficient of 10
in the misinformation model for swear words implies that, on
average, misinformation comments contained 10% more swear
words (absolute difference) than factual content. This procedure
was chosen given the 0-inflated, semicontinuous nature of the
data and the ability to separately model the conditional presence
or absence of a feature. This allows for the nature of the effects
to vary; for example, a feature with a negative coefficient in the
binary outcome model but a positive coefficient in the
semicontinuous model suggests that the feature is rare but, when
present, exists in large quantities [33,34]. This process was also
repeated in a single model that compared each label category
to the “Other” category as a reference. In both scenarios,
log-odds and 95% CIs were used to report the findings from
the logistic portion of the model, whereas β coefficients with
95% CIs were used to report the findings from the linear
regression portion of the model. To account for false discovery,
P values within this post hoc analysis were recomputed using
a reformulation of the Benjamini-Hochberg procedure that
adjusts the actual P values themselves while allowing for the
false discovery rate (in this case, 5%) to parallel the traditional
significance threshold [35,36]. P values were recomputed for
each category comparison and for each step of the hurdle model
(eg, logistic model for fact vs misinformation, continuous model
for fact vs misinformation, and logistic model for stigma vs
positivity) for a total of 570 tests. In a sensitivity analysis, this
process was repeated only for the training data. In all cases, a
significance threshold of 0.05 was used. Analyses were
conducted in R (version 4.1.0) and Python (version 3.7.4) using
packages such as imblearn, nltk, sentence_transformers, sklearn,
and xgboost [37-41].

Ethics Approval
No additional ethics approval was required for this study given
the public nature of the relevant social media data [42]. The
code is available at GitHub [43], while the data are available
upon request.

Results

Data Description
The 764,179 sentences containing “obese” or “obesity” were
derived from 689,447 top-level comments (1.11 sentences per
comment on average) made between 2011 and 2019. Comments
had an average score (ie, the difference between “upvotes” and
“downvotes”) of 14.3 (SD 167). These comments were
generated by a maximum of 375,053 unique authors (1.84
comments per author minimum), of which 22,418 (5.98%) were
“deleted.” Of the 13,123 subreddits present within the data, the
most frequent include r/AskReddit (n=97,540, a subreddit
whereby users can “ask and answer thought-provoking
questions”), r/fatlogic (n=77,417, a subreddit to “learn about or
promote health eating habits, and dispel ‘fatlogic’ [ie, anything
that deviates from the scientific facts of body weight
management...]”), r/loseit (n=27,649, a subreddit “to discuss
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healthy and sustainable methods of weight loss”), r/fatpeoplehate
(n=14,992, a now-banned subreddit that was dedicated to sharing
derogatory content about individuals with obesity), and r/Fitness
(n=13,107, a subreddit to discuss “physical fitness goals”).

Model Selection
During the training process, XGBoost with oversampling
achieved the best overall performance relative to all other
models, including dummy classifiers (accuracy=0.69; weighted
average precision=0.69; weighted average recall=0.69; weighted
F1-score=0.63; Multimedia Appendix 4). XGBoost also
performed the best under the original data conditions
(accuracy=0.69; weighted average recall=0.69; weighted average
precision=0.61; weighted F1-score=0.61), while naive Bayes
performed best with the downsampled data (accuracy=0.30;
weighted average precision=0.68; weighted average recall=0.30;
weighted F1-score=0.25). All features were retained after
performing forward variable selection, although the BERT-only
model had identical accuracy, weighted average recall, and
weighted average F1-score values compared with the full model;
weighted average precision was 3 percentage points less (0.64
vs 0.69; Multimedia Appendix 5). Finally, the analysis of
training size versus performance did not yield a plateau before
the maximum value was reached, so all labeled posts were
retained for training (Multimedia Appendix 6). The confusion
matrix of the final XGBoost model with oversampling can be
found in Multimedia Appendix 7.

Model Implementation and Feature Importance
After running the final XGBoost model with an oversampled
training data set on the entire set of sentences, 3610 (0.47%)
sentences were labeled as misinformation, 14,366 (1.88%)
sentences were labeled as weight-related stigma, 14,799 (1.94%)
were labeled as positivity, 68,276 (8.93%) were labeled as
factual content, and the rest (663,128/764,179, 86.78%) were
labeled as other. While misinformation and factual content
appeared to cluster together in a 2D space (suggesting the
presence of some similarity between the categories), stigma and
positivity were more distinct (suggesting greater differentiation
between the labeled categories; Figure 2).

There were 875 candidate features (11 from TF-IDF, 4 from
VADER, 767 from BERT, and 93 from LIWC) for the model
to evaluate. When frequency was used to assess which features
contributed the most to the labeling process, the top 10 features
were all dimensions of BERT, meaning that they did not have
a direct interpretation. In contrast, 4 of the top-10 features with
the highest information gain were non-BERT. These were
first-person singular pronouns (eg, “I,” “me,” and “mine”),
anger-tagged terms (eg, “hate,” “kill,” and “annoyed”), word
count, and swear words. None of the BERT dimensions that
contributed the most to information gain were in the top 10 of
the frequent feature analysis.

Figure 2. Visualization of each labeled category using t-distributed stochastic neighbor embedding (TSNE) dimensionality reduction. The left plot
compares factual content and misinformation, while the right plot compares positivity and stigma. In both instances, the full set of labeled data was
sampled randomly without replacement (points per category: n=1000).

External Comparator Analysis With LIWC Grand
Means
Of the 93 LIWC features compared against the external grand
mean (LIWC μ), 21 (23%) had a large, standardized difference
for at least one (but not all) of the labels and 9 (10%) had a
large, standardized difference for only 1 category (Figure 3).
Compared with the LIWC texts, misinformation sentences had
a lower average amount of friend-tagged terms (eg, “buddy”

and “neighbor”; LIWC: μ=0.36, =0.01, s=0.35, Cohen
d=1.30) and a more negative tone on average (LIWC: μ=54.22,

=27.5, s=29.2, Cohen d=0.92); however, this was not true of
factual content. Sentences with stigma had a lower average
amount of relativity-related terms (eg, “area,” “bend,” and
“exit”) compared with the LIWC texts (LIWC: μ=14.26,

=8.76, s=6.28, Cohen d=0.87). Sentences tagged as positivity

had lower clout on average (LIWC: μ=57.95, =23.8, s=28.4,
Cohen d=1.20) and number of social-tagged terms (eg, “mate,”

“talk,” “there,” and “child”; LIWC: μ=9.74, =4.74, s=5.66,
Cohen d=0.88) but higher authenticity (LIWC: μ=49.17,

=74.7, s=31.9, Cohen d=0.80) relative to the LIWC Program
texts. There were no terms with an exclusively large,
standardized difference for facts, although both facts and
positivity had fewer assent-tagged terms on average (eg, “agree,”

“OK,” and “yes”) than the LIWC texts (LIWC: μ=0.95, =0.09,

s=0.75, Cohen d=1.14; =0.18, s=0.84, Cohen d=0.92). A
comparison of all LIWC features across the 4 categories of
interest can be found in Multimedia Appendix 8.
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Figure 3. Comparisons between the grand mean of select psycholinguistic features from the 2015 Linguistic Inquiry and Word Count Program (LIWC
2015) and the 4 categories of interest: misinformation, factual content, stigma, and positivity. X-axis values for tone and clout are standardized scores
based on the proprietary LIWC 2015 algorithm; x-axis for “Words per Sentence” is word count; x-axis for all other variables are the percentage of total
words within the text. Only features that had 1 label category with a large, standardized difference (ie, Cohen d>0.80) are shown, with the substantially
different category highlighted within each subplot. Error bars denote 1 SD above and below the mean, while the dashed lines denote the LIWC 2015
grand mean for each category. Note that x-axes are individualized per feature and cannot be compared across subplots. For a full list of numerical
comparisons, see Multimedia Appendix 8.

Feature Significance by Category
Many psycholinguistic features were significantly different
between factual content and misinformation (Figure 4). For
example, on average, there was a lower percentage of words of
at least 6 letters in misinformation than fact (β=−1.47, 95% CI
−1.85 to −1.10; P<.001); however, the log-odds of having no
6-letter words were not significantly different between categories
(β=−0.03, 95% CI −0.43 to 0.32; P=.87). Misinformation also
had a lower compound sentiment score (β=−0.03, 95% CI −0.04
to −0.01; P<.001), lower log-odds of containing no negation
(eg, “no,” “not,” and “never”; β=−0.27, 95% CI −0.34 to −0.20;
P<.001), and more negations overall (β=3.71, 95% CI 3.53-3.90;
P<.001) compared with facts, suggesting a generally more
negative and contrarian sentiment. Although misinformation
also had a higher percentage of “net speak” on average (eg,
“btw,” “lol,” and “thx”) compared with facts (β=4.34, 95% CI
3.66-5.03; P<.001), the presence of net speak within
misinformation was not significantly different than the “Other”
category (β=1.32, 95% CI −0.43 to 3.07, P=.15; see Multimedia
Appendix 9 for a full list of comparisons between each label
category and “Other”). Interestingly, misinformation also had
higher log-odds of no net speak in any given sentence relative
to factual content (β=1.69, 95% CI 1.37-2.05; P<.001) and other
(β=2.17, 95% CI 1.85-2.53; P<.001). Taken together, this
suggests that net speak is not always in misinformation but,
when it is, it is present in large quantities. Although some
differences in coefficient directionality emerged within the

sensitivity analysis, they are likely attributable to the extremely
small sample size of the data used for that analysis. A complete
list of comparisons between factual content and misinformation,
including findings from the logistic regression portion of the
hurdle models, can be found in Multimedia Appendix 10.

Similarly, multiple psycholinguistic features were significantly
different between positivity and stigma (Figure 5). There were
significantly fewer references to all personal pronouns in
sentences containing stigma compared with positivity, especially
first-person singular personal pronouns (β=−5.30, 95% CI −5.44
to −5.16; P<.001). Stigma also had higher log-odds of containing
no first-person singular pronouns relative to positivity (β=2.57,
95% CI 2.51-2.64; P=.15). In contrast, third-person plural
pronouns were significantly more prevalent in sentences
containing stigma (β=1.95, 95% CI 1.74-2.15; P<.001), and
stigmatizing comments had lower log-odds of containing none
of these pronouns relative to positivity pronouns (β=−2.12, 95%
CI −2.19 to −2.05; P<.001). Negative emotions (β=2.00, 95%
CI 1.90-2.10; P<.001) were also more prevalent in stigmatizing
comments, which had lower log-odds of containing no words
with a negative connotation relative to positivity (β=−0.90, 95%
CI −0.95 to −0.85; P<.001). Similar to misinformation and
factual content, some differences in directionality occurred
within the sensitivity analysis, although this is likely attributable
to variations in sample size. A complete list of comparisons,
including log-odds for the first portion of the hurdle model, can
be found in Multimedia Appendix 11.
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Figure 4. Select psycholinguistic features significantly different between fact and misinformation. Estimates are derived from the semicontinuous part
of a 2-part hurdle model. The outcome of interest is the percentage of the sentence containing the psycholinguistic feature, and the exposure is the
sentence label of either fact (reference, n=68,276) or misinformation (n=3610). Positive values suggest a higher prevalence of the feature among
misinformation compared with fact, while negative values suggest a higher prevalence of the feature among fact compared with misinformation. Only
the top 10 features with the largest effect size in each direction are shown, excluding 9 nonsignificant features and 74 significant features.

Figure 5. Select psycholinguistic features significantly different between positivity and stigma. Estimates are derived from the semicontinuous part of
a 2-part hurdle model. The outcome of interest is the percentage of the sentence containing the psycholinguistic feature, and the exposure is the sentence
label of either positivity (reference, n=14,799) or stigma (n=14,366). Positive values suggest a higher prevalence of the feature among stigma compared
with positivity, while negative values suggest a higher prevalence of the feature among positivity compared with stigma. Only the top 10 features with
the largest effect size in each direction are shown, excluding 20 nonsignificant features and 56 significant features.

Discussion

Principal Findings
This study is the first to comprehensively evaluate
obesity-related content on Reddit. Using a multiclass XGBoost

model and a suite of NLP features, misinformation was found
to be relatively scarce on the platform. However, it had several
unique features that distinguished it from both an external corpus
and internal facts. There were a relatively similar number of
sentences containing stigma and positivity, which could also
be distinguished from one another. The novelty of the presented
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work is multifaceted and involves both methodological and
applied contributions. From a methods standpoint, the pipeline
developed here could be readily adapted to understand other
public health topics on Reddit with minimum alterations
required. From an applied standpoint, the findings provide a
baseline for comparison in future work that may look at more
specific facets of obesity content (such as nutrition, bariatric
surgery, or antiobesity pharmacotherapies). Altogether, the
results introduce a candidate set of features that could be
explored as indicators for deleterious content, describe a
framework for classifying obesity content, and provide important
insights into the state of obesity content on the platform that
could inform future health communication.

The underlying meanings of the psycholinguistic features
enhanced by misinformation and stigma can help characterize
how individuals on Reddit perceive obesity. For example,
misinformation tended to have more of a present tense than
factual content, a finding aligned with other studies on
web-based misinformation [44]. Given that tense has been
considered a proxy for “psychological distance” (whereby
present and future tense suggest closer affinity compared with
past tense), this may suggest that individuals experience stronger
emotions when describing misinformation compared with factual
content [30,45]. In addition, misinformation has a higher number
of quotation marks and net speak relative to factual content.
Although quotation marks are commonly used to signify an
idea originally shared by someone other than the writer (such
as the citation of an external reference), they can also be used
as scare quotes to highlight something as ironic and distance
the writer from the original meaning of the word [46]. Given
that quotations could also be used when citing a formal
manuscript, it is important to consider other markers beyond
punctuation as possible indicators of obesity misinformation.
For example, on average, net speak was present in higher
quantities in misinformation than in facts. This suggests that
individuals who describe untrue content may use more casual
language, whereas those who describe something truthful may
use more formal language. This could also indicate the presence
of bots or trolls, who may use this kind of language to appear
more human-like. However, the average amount of quotation
marks and net speak within misinformation was not significantly
different than the “other” category, which may mean that the
labeled misinformation category is just capturing colloquial
conversations and not actual misinformation.

In contrast, sentences containing stigma were enriched for social
processes, negative emotions (including anger), and third-person
plural pronouns (eg, “they”). This aligns with research within
the vaccination space, which also found that stigmatized content
was more negative and contained more third-person plural
pronouns [47]. Similar to that study, this study found that
positivity sentences contained a higher prevalence of first-person
singular pronouns. Understanding the prevalence of pronouns
within a text can help inform where a writer’s attention is placed;
in this case, the enrichment of third-person pronouns in
stigmatizing sentences may suggest that the stigmatizing
language is directed at external individuals instead of the
commenter [30]. Alternatively, these sentences could be made
by users who are describing a situation in which they

experienced stigma, as a prior study found that male students
(who make up a majority of the Reddit userbase) tended to use
more third-person pronouns when describing a scenario in which
they were teased [48]. Although these smaller function words
are typically removed during traditional NLP analysis, given
their abundance in writing, the results presented here suggest
that they may be important indicators that could inform how
social media users feel about various topics.

The LIWC benchmark analysis demonstrated that each category
of interest was also distinct from other heterogeneous texts.
This may be due, in part, to the differences in who generated
the content for each source. Although Reddit users are primarily
men (61.8%) and aged ≤50 (58%) years, LIWC sources are
heterogeneous [29]. Thus, this benchmark analysis may highlight
unique dimensions of how the Reddit-specific demographic
communicate about obesity. For example, there was no LIWC
feature that was distinctly different between facts and the LIWC
corpus. This may make sense, as facts are likely paraphrased
or directly quoted from an external, reputable source. In contrast,
stigma and positivity are likely original thoughts, explaining
why they have some components that are “enriched” compared
with the benchmarked texts. Misinformation may fall
somewhere in between, as it could be either one’s own
misconstrued idea about the topic or a quotation of a source that
is misaligned with the scientific consensus. Future work could
help inform the type of misinformation that is present on Reddit.

The classification pipeline developed here can be applied in
many different ways. For example, tagging posts as
misinformation or stigma could aid Reddit content moderators
(ie, managers of subreddits that monitor content for policy
violations) in identifying which comments may violate their
community guidelines. Moderators can leverage historical data
where they flagged and removed deleterious content as
additional training data, creating a refined model that is tuned
to the needs of each subreddit. Furthermore, researchers could
use this model as a tool in a larger pipeline that seeks to
understand the impact of user-facing flags on misinformation
or stigma on behaviors. This may include behaviors of the initial
commenter (eg, future comments containing misinformation or
stigma) or other users (eg, percent of “upvotes,” number of
response comments, or sentiment of responding comments).
Automating the identification process of candidate comments
would allow researchers to allocate more time to other areas of
research, such as the development of specific countermessaging
for each type of misinformation. Although the current classifier
was developed specifically for obesity, it can be readily adapted
to other topics of concern, especially if labeled training data
already exist. Other adaptations could also include accounting
and adjusting for common challenges in automated classification
such as misspellings or sarcasm [49].

Comparison With Prior Work
Prior text-based classification analysis on Reddit has been
conducted for a myriad of health conditions. The bulk of this
work has been focused on the mental health space, including
the ability to classify posts into various mental illnesses or
identify the risk of suicide [50,51]. Other studies have leveraged
NLP tools to classify a user’s response to misinformation or to
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automate its detection [52,53]. Less work has been done within
the stigma space, although some work exists that automates the
detection of cyberbullying [54]. Many of these studies rely on
similar features that are used in this work, most notably word
embeddings [50,51,54]. Although these studies relied on
context-independent models, such as Word2Vec or GLOVE,
more recent work (especially within the COVID-19 space) has
leveraged the bidirectionality of BERT to generate
context-dependent embeddings [55,56]. The power of BERT
was also evident in this study, as a majority of the most
important model features were the dimensions of the BERT
embeddings.

Although there are no prior studies that directly quantify obesity
content on Reddit, the results presented here align in part with
the findings on other social media platforms. A study that
specifically looked at nutritional guidelines for selecting
Facebook pages of bariatric surgery support groups found that
over 50% of posts were either inaccurate or highly ambiguous
[57]. This proportion is lower than the amount of inaccurate (ie,
misinformation) or ambiguous (ie, other) information found in
this study (87.2%), which could be explained by the difference
in platform (ie, Reddit vs Facebook), topic (ie, obesity vs
nutrition), or purpose (ie, specific advice seeking vs general
content). In terms of stigma, a study on Twitter found that tweets
on obesity often included jokes, and tweets containing
derogatory jokes were retweeted more frequently than tweets
with jokes that were not derogatory [11]. Although the presence
of jokes was not assessed in this study, this may explain why
third-person plural pronouns, informal speech, and negative
tone were higher in sentences containing stigma compared with
body positivity. This finding was verified in a separate Twitter
study that also identified the presence of “unverified health
content,” which may be considered a type of misinformation
[13]. Altogether, although there may be common themes in
communication that exist across platforms (such as the use of
informal language and select function words and punctuation),
there are also likely some platform-specific variations that
warrant additional consideration. However, future work is
required to precisely quantify the extent of variation in select
linguistic and semantic features across platforms.

Limitations
This study excels in its comprehensive approach in analyzing
a large corpus of text that could be applied to health domains
beyond obesity. Yet, there are several limitations that are
important to note. Studies on social media are a crucial tool for
understanding health attitudes and behaviors, but each platform
has a different user base that may influence the study’s
generalizability. This is particularly challenging to assess on
Reddit, where users post anonymously. External surveys suggest
that Reddit is predominately used by adult men, and thus, these
results may not be generalizable to other populations or social
media platforms. Despite this limitation, Reddit remains a vital
platform to study given the growth of its userbase over the past
decade (from an average of 46 million monthly active users in
2012 to 430 million monthly active users in 2019) and frequent
usage among adults in the United States—approximately 18%
report using Reddit “ever,” and of those that use Reddit, 43%
rely on it for news [1,58,59]. Given the growth of the platform

over the analyzed period, coupled with platform-specific
changes (such as the ban of r/fatpeoplehate in 2015), it may also
be important to explore temporal trends in obesity
misinformation and stigma in future work. Second, this study
relied on automated machine learning classifiers using their
default hyperparameters to categorize each sentence, and as a
result, there may have been misclassification of content. It is
assumed that this would be randomly distributed and not
disproportionately impact one class, but future work could
improve the performance of the present model. This would also
include refining the process such that fewer sentences received
a label of “other,” tuning hyperparameters, including metadata
in the classification algorithm (such as a post’s score or
controversiality), leveraging stratified sampling when selecting
promising keywords, and assessing the robustness of the model
when novel types of misinformation and stigma are presented
(eg, misinformation that is enriched for 6-letter words with less
net speak).

Third, this study only focused on sentences containing “obese”
or “obesity,” meaning that a large portion of content was
excluded from analysis. These words were chosen given their
direct relationship to the research question as compared with
more colloquial terminology such as “weight” (which frequently
referred to the heaviness of inanimate objects) and “fat” (which
frequently referred to the dietary fat found in food). Although
this resulted in high precision compared with the use of the full
set of search terms, it likely decreased the recall of our study.
In addition, given that the selected search terms could be
considered clinical in nature, the true amount of misinformation
and stigma on the platform is likely higher than what is
presented here. Thus, future work should integrate this type of
casual terminology into the data, starting with terms that are
synonymous with obesity but do not have additional meanings
(eg, “chubby”). In addition, this study does not consider any
comment-level or user-level clustering, which can be addressed
in future work. However, the impact on the current work is
estimated to be minimum, as there were approximately 1.13
sentences per comment and a maximum of 1.83 comments per
author (assuming all authors, including those with deleted
account information, were distinct). Fourth, only top-level
comments were analyzed, and future work could extend this to
evaluate posts or lower-level comments. Fifth, the hurdle model
point estimates in the labeled training data differed from the
full model estimates on occasion. This may be attributable to
the size of the training data, and future studies should explore
this in detail. Finally, this study only focused on obesity, and
future work could expand this to include tangential topics, such
as weight loss, bariatric surgery, or nutrition.

Conclusions
This study presents the first comprehensive analysis of the state
of obesity-related misinformation, facts, stigma, and positivity
on Reddit. Although the prevalence of misinformation and
stigma appears low, these numbers are likely to be the lower
bound of the actual amount on the platform. Given the rapid
growth of the Reddit userbase, public health researchers should
increasingly consider Reddit as a source of misinformation and
stigma, especially because misinformation that begins on this
platform could spread to other platforms and into everyday
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conversations. Furthermore, the identification of distinct
psycholinguistic features that separate misinformation and
stigma from facts and positivity can help Reddit moderators to
more rapidly identify content that should be flagged and

removed. Beyond this manual process, future work should
consider how to leverage these features to aid in the automated
identification of deleterious content on Reddit and other social
media platforms in real time.
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Abstract

Background: Human voice has increasingly been recognized as an effective indicator for the detection of cognitive disorders.
However, the association of acoustic features with specific cognitive functions and mild cognitive impairment (MCI) has yet to
be evaluated in a large community-based population.

Objective: This study aimed to investigate the association between acoustic features and neuropsychological (NP) tests across
multiple cognitive domains and evaluate the added predictive power of acoustic composite scores for the classification of MCI.

Methods: This study included participants without dementia from the Framingham Heart Study, a large community-based
cohort with longitudinal surveillance for incident dementia. For each participant, 65 low-level acoustic descriptors were derived
from voice recordings of NP test administration. The associations between individual acoustic descriptors and 18 NP tests were
assessed with linear mixed-effect models adjusted for age, sex, and education. Acoustic composite scores were then built by
combining acoustic features significantly associated with NP tests. The added prediction power of acoustic composite scores for
prevalent and incident MCI was also evaluated.

Results: The study included 7874 voice recordings from 4950 participants (age: mean 62, SD 14 years; 4336/7874, 55.07%
women), of whom 453 were diagnosed with MCI. In all, 8 NP tests were associated with more than 15 acoustic features after
adjusting for multiple testing. Additionally, 4 of the acoustic composite scores were significantly associated with prevalent MCI
and 7 were associated with incident MCI. The acoustic composite scores can increase the area under the curve of the baseline
model for MCI prediction from 0.712 to 0.755.

Conclusions: Multiple acoustic features are significantly associated with NP test performance and MCI, which can potentially
be used as digital biomarkers for early cognitive impairment monitoring.

(J Med Internet Res 2022;24(12):e42886)   doi:10.2196/42886
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Introduction

Alzheimer disease (AD) is a chronic neurodegenerative disease
characterized behaviorally by memory loss, language
impairment, motor problems, loss of executive function, and
emotional distress, which can progress to severe levels. There
are currently no definitive disease-modifying treatment methods
[1], but general consensus is that early detection is critical.
Interventions through the reduction of modifiable risk factors
may serve to delay, attenuate, or even prevent disease onset and
progression [2,3]. Mild cognitive impairment (MCI) is a
prodromal stage of AD in which cognitive decline does not
affect essential functions of daily life [4], but some individuals
may have difficulty remembering events and situations, as well
as problems with executive function [5]. The detection of MCI
is critical to initiate current interventions that may slow down
the neurodegenerative process [6] and participate in clinical
trials that may lead to effective treatments.

At present, diagnosis relies largely on some combination of
clinical examination [7], neuroimaging (eg, magnetic resonance
imaging [8] and positron emission tomography [9]), and
neuropsychological (NP) testing [10]. Fluid biomarkers are
being developed as alternatives to expensive and burdensome
imaging through the analysis of cerebrospinal fluid [11] and
blood analysis [12]. Although substantial advancements have
been made in developing pathological indicators of AD (eg,
imaging and fluid biomarkers), surprisingly little has been done
to develop better cognitive assessment methods beyond the
traditional NP tests. The well-documented heterogeneity of
cognition has made the accurate diagnosis of MCI elusive
[13,14].

Producing speech is a cognitively complex task [15], and
recording speech is relatively easy given the widespread
accessibility to recording devices. Research has found that
language deficits may occur in the prodromal stages [16] of
cognitive impairment, which present years prior to clinical
diagnosis [17,18], potentially making it an effective indicator
for MCI. Meanwhile, the development of speech feature
extraction technology offers the possibility of quantifying voice
signal properties from multiple dimensions. It empowers the
comprehensive description of specific pathologies by voice
features. The lexical, acoustic, and syntactic features extracted
from the human voice have been shown to be significantly
associated with dementia [19,20]. Using voice-based biomarkers
as a screening method presupposes an economic solution for
the early diagnosis of MCI. Increasing evidence suggests that

the human voice could be used as a powerful resource to derive
pathologically appropriate biomarkers for dementia. Multiple
acoustic biomarkers have also been related to the future risk of
dementia [21].

Applying the findings of earlier research to a general population,
however, is difficult due to the small sample sizes and use of
cognitive assessment protocols that are not sufficiently
comprehensive. Further, voice analyses that include linguistic
features are difficult to generalize to other languages. There
remains a paucity of research determining the relationship
between acoustic features and NP tests that span across multiple
cognitive domains. In addition, a comprehensive characterization
of acoustic features that are associated with incident MCI is
warranted. The objective of this study was to investigate the
association of acoustic features and different NP test scores
across cognitive domains and how they compare in identifying
prevalent and incident MCI in the Framingham Heart Study
(FHS) community-based cohort.

Methods

Sample Selection
The original sample included 9253 observations from 5189
participants who completed at least one NP assessment that was
voice recorded. A subset of participants had multiple recordings
over the course of the study period. Each digital voice recording
and the corresponding NP tests were treated as 1 observation.
Exclusion criteria included those observations with missing
education information (n=492), prevalent dementia (n=313),
flagged as potential MCI but have not gone through dementia
review (n=551), and those whose voice recording was less than
10 minutes in length (n=23).

Ethics Approval
The Institutional Review Board of the Boston University
Medical Campus approved the procedures and protocols of the
Framingham Heart Study (FHS is H-32132). All participants
provided written informed consent.

NP Assessment
The details of FHS NP test administration have been reported
previously [22]. Multiple cognitive domains are measured by
18 different tests [23-27] including verbal memory, verbal
fluency, visual memory, attention and concentration, executive
function, abstract reasoning, visuoperceptual organization, and
language, as is illustrated in Table 1.
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Table 1. Cognitive domain and corresponding neuropsychological (NP) tests.

NP testCognitive domain

Verbal memory • Logical Memory—Immediate Recall
• Logical Memory—Delayed Recall
• Logical Memory—Recognition
• Paired Associate Learning—Immediate Recall
• Paired Associate Learning—Delayed Recall
• Paired Associate Learning—Recognition

Visual memory • Visual Reproduction—Immediate Recall
• Visual Reproduction—Delayed Recall
• Visual Reproduction—Recognition

Attention and concentration • Digit Span—Forward
• Trail Making Test A

Executive function • Digit Span—Backward
• Trail Making Test B

Abstract reasoning • Similarities

Language • Boston Naming Test—30-item version

Visuoperceptual organization • Hooper Visual Organization Test

Verbal fluency • Controlled Oral Word Association Test
• Category Naming Test—Animal

Voice Recordings
Since 2005, the FHS has been digitally recording all spoken
responses during NP test administration, which encompasses
the verbal interactions between the tester and the participant.
This study included digital voice recordings obtained from
September 2005 to March 2020. OpenSMILE software (version
2.1.3) [28] was used to extract an acoustic feature set [29], which
contains 65 low-level descriptors (LLDs) from these recordings.
This acoustic feature set covers a broad range of information
of the voice recordings including pitch, voice quality, loudness,
signal energy, waveform, auditory, fast Fourier transform
spectrum, spectral, and cepstral, which has been described in
detail in a prior study [30]. The feature set has also been used
in many fields, such as speech processing, music information
retrieval, and emotion recognition [31]. The description of these
features is summarized in Table S1 in Multimedia Appendix 1.
More details of these features can be found in the previous
publication [30]. There are some audio recordings with 1
channel (mono; n=4738), and the others were recorded with 2
channels (stereo; n=3136). For the recordings with 2 channels,
we included the first channel in the analysis. Each recording
was divided into segments of 20 milliseconds using a sliding
window approach with a shifting size of 10 milliseconds. The
LLD features were extracted from these segments. For each
recording, we further computed the mean of each LLD feature
to capture its high-level statistical features, which were then
normalized.

Ascertainment of MCI
The cognitive status of FHS participants included assessments
by NP tests. For those identified with possible cognitive
impairment, NP tests were administered on average about every

1 to 2 years. When potential cognitive impairment decline was
present, a clinical review was conducted by a panel with at least
one neurologist and one neuropsychologist. MCI diagnosis was
determined by the review panel, which required that the
participant exhibit evidence of a decline in cognitive
performance in 1 or more cognitive domains, have no records
indicating functional decline, and do not meet the criteria for
dementia [32]. The Clinical Dementia Rating scale [33] was
used to quantify the severity of impairment. In all, 2 outcomes
were considered in this study. The prevalent MCI cases were
subjects who were diagnosed with MCI before or at the time
when the voice was recorded. The incident MCI cases were all
subjects who were cognitively intact at baseline but were
diagnosed with MCI during the follow-up.

Statistical Analyses
To compare the difference between demographics and standard
NP test scores in MCI and normal control groups, Wilcoxon
rank sum test was used for continuous variables [34]. The
chi-square test was used to compare differences in frequencies
for categorical variables [35]. Log transformations were applied
for NP tests with skewed distributions to normalize them.
Normalized values of NP tests and acoustic features were used
in the analysis. Linear mixed-effects models were used to
quantify the association between each acoustic feature and NP
tests [36].

A set of acoustic composite scores was generated by regressing
each NP test against the group of acoustic features that were
significantly associated with each NP test. The acoustic
composite score is a weighted combination of acoustic features.
The weight of each acoustic feature in the composite score was
derived by training a linear mixed-effects effect model. For
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participant i, the acoustic composite score of an NP test is
defined as

where m is the number of acoustic features significantly
associated with the NP test, αj is the estimate of effect size for
the acoustics feature j derived from the linear mixed-effects
effect model, and Vij is the normalized acoustics feature j for
participant i. The association between normalized acoustic
composite scores with corresponding NP tests was assessed by
linear mixed-effects models.

The association of normalized acoustic composite scores with
prevalent MCI was assessed by logistic regression models.
Based on the regression coefficients, the odds ratios (ORs) and
95% CIs were estimated.

To determine the relationship between acoustic composite scores
and incident MCI, participants whose age at the voice recording
was <60 years (n=2718) and those with prevalent MCI (n=222)
were excluded. The first observation of each participant was
included in this analysis. The association between acoustic
composite scores with incident MCI was quantified by Cox
proportional hazards models (censored at the last date of contact
or death) [37]. All models were adjusted for age, sex, and
education. Bonferroni correction was used to adjust for multiple
tests.

We further evaluated the added predictability of the acoustic
composite score for incident MCI. Receiver operating
characteristic (ROC) analysis was performed to estimate the
area under the curve (AUC) using a random forest model. A
baseline model was constructed using age, sex, and education
as predictors. A second model was constructed using these
predictors and additional acoustic composite scores that were
found to be significantly related to specific NP tests. The mean
AUC of 10-fold cross-validation was computed for each model
for comparison. We also performed a secondary analysis by
including NP tests and clinical risk factors in the prediction of
incident MCI. The statistical analyses were performed using
Python software (version 3.9.7; Python Software Foundation).

Results

Our study included 7874 observations from 4950 participants
of FHS (age: mean 62, SD 14 years; 4336/7874, 55.07% women;
4279/7874, 54.34% self-reported college-level education or
higher). Most participants (2657/4950, 53.68%) had 1 voice
recording. Some participants (1775/4950, 35.86%) had 2
recordings, and the remaining participants (518/4950, 10.46%)
had 3 or more recordings. Among these observations, 453 of
these observations were diagnosed with MCI. The details of
sample characteristics are shown in Table 2.

We examined the association of acoustic features with NP tests.
As shown in Table 3, eight NP tests (Visual
Reproduction—Immediate Recall [VRi], Visual
Reproduction—Delayed Recall [VRd], Digit Span—Forward,
Digit Span—Backward, Similarities [SIM], Boston Naming
Test—30-item version, Controlled Oral Word Association Test

[FAS], and Category Naming Test—Animal) were associated
with more than 15 acoustic features. The mfcc_sma [2] was the
most significant acoustic feature with 3 NP tests (Boston
Naming Test—30-item version, FAS, and Category Naming

Test—Animal) after Bonferroni correction (P<7.7 × 10–4) that
represents Mel-frequency cepstral coefficient (MFCC) 2. The
details of associations between acoustic features and NP tests
are fully depicted in Table S2 in Multimedia Appendix 1. We
also summarized the acoustic features that were significantly
associated with NP tests across cognitive domains in Table S3
in Multimedia Appendix 1. It shows that visual memory was
associated with 49 acoustic features. Each cognitive domain
had an average of 28 associated acoustic features. In the
sensitivity analysis, besides age, sex, and education, we further
included employment as an additional covariate to examine the
stability of the association between acoustic features and NP
tests. As shown in Table S4 in Multimedia Appendix 1, similar
acoustic features were found to be associated with NP tests. In
addition, we also examined the correlation between acoustic
features and NP tests collected at the same time and a later time.
For each NP test conducted at the first exam, we compared its
correlation with acoustic features collected at the first exam and
the second exam. As shown in Table S5 in Multimedia Appendix
1, only moderate changes were observed between the 2 exams.

Acoustic composite scores were also generated using the
significant acoustic features for each NP test. As shown in Table
4, all these scores were significantly associated with their
corresponding NP tests.

We then performed association analysis of acoustic composite
scores with prevalent MCI. Table 5 shows that 4 acoustic
composite scores (acoustic_LMr, acoustic_TrailsB,
acoustic_FAS, and acoustic_CNT_Animal) were significantly
associated with prevalent MCI (OR ranging from 0.69 to 1.23;

P<3.1 × 10–3). Lower acoustics composite scores
(acoustic_TrailsB, acoustic_FAS, and acoustic_CNT_Animal)
were associated with higher OR of MCI after adjusting for age,

sex, and education (P<3.1 × 10–3). The most significant acoustic

composite score was for FAS Animal test (P=2.3 × 10–7).

We further examined the association of acoustic composite
scores with incident MCI by restricting the analysis to 2010
participants who were aged ≥60 years. Among them, 145
participants have incident MCI. As shown in Table 6, the
acoustic composite scores for Logical Memory—Immediate
Recall (LMi), VRi, VRd, Visual Reproduction—Recognition
(VRr), SIM, Trail Making Test B (TrailsB), and Hooper Visual
Organization Test (HVOT) tests were significantly associated

with incident MCI (P<3.1 × 10–3). Higher acoustic composite
scores for VRi, VRd, SIM, and TrailsB tests were associated
with higher MCI risk. The other 3 scores were negatively
associated with MCI risk with hazard ratio lower than 1 after
adjusting for age, sex, and education. We further built 2 Cox
regression models for incident MCI to show the contribution
of acoustic features. Model 1 includes age, sex, and education
as predictors. Model 2 includes age, sex, education, and all
significant associated acoustic composite scores with incident
MCI. The change in Akaike information criterion [38] with the
addition of acoustic composite scores to the model was
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calculated. We observed a smaller Akaike information criterion
for model 2, suggesting that the model better fit the prediction.

The added predictive power of acoustic_LMi, acoustic_VRi,
acoustic_VRd, acoustic_VRr, acoustic_SIM, acoustic_TrailsB,
and acoustic_HVOT for incident MCI were evaluated by
comparing the AUC of different models. Model 1 only included
age, sex, and education as the predictors of incident MCI.
Besides age, sex, and education, Model 2 included 7 composite
scores that were significantly associated with incident MCI as
the predictors. Model 3 included age, sex, education, and 18
NP tests as predictors. Figure 1 shows that the AUC of MCI
prediction can be improved from 0.712 (model 1) to 0.755
(model 2) by including acoustic composite scores of LMi, VRi,

VRd, VRr, SIM, TrailsB, and HVOT tests. As shown in Figure
S1 in Multimedia Appendix 1, the model with NP tests reached
AUC=0.761, which is comparable to the one including
demographic factors and acoustic composite scores (DeLong
test P=.97). However, both models showed significant
improvement over model 1 that included only demographic
factors (DeLong test P=.03 and P=.03 for model 2 and model
3, respectively). These results indicate that the acoustics
composite scores have similar predictive power to traditional
NP tests. Compared to the burden of conducting NP tests, the
prediction model based on acoustic features relied minimally
on NP expertise; these results suggest the feasibility of
developing real-time cognitive screening tools.
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Table 2. Baseline characteristics.

P valuecNCb (n=7421)MCIa (n=453)Total observation (N=7874)Variable

<.00161 (14)81 (8)62 (14)Age (years), mean (SD)

.84Gender, n (%)

4084 (55.03)252 (55.63)4336 (55.07)Women

3337 (44.97)201 (44.37)3538 (44.93)Men

<.001Education, n (%)

149 (2.01)53 (11.70)202 (2.57)No high school

1295 (17.45)118 (26.05)1443 (18.33)High school

1816 (24.47)134 (29.58)1950 (24.77)Some college

4161 (56.07)148 (32.67)4279 (54.34)College and higher

NPd test score, mean (SD)

<.00112.58 (3.48)8.53 (3.76)12.35 (3.62)LMie

<.00111.62 (3.65)6.93 (4.11)11.36 (3.83)LMdf

<.0019.57 (1.23)8.59 (1.72)9.52 (1.28)LMrg

<.0018.85 (2.76)4.48 (2.23)8.61 (2.91)VRih

<.0018.19 (2.99)3.11 (2.30)7.91 (3.17)VRdi

<.0013.18 (0.96)1.89 (1.06)3.11 (1.01)VRrj

<.00114.71 (3.45)10.02 (2.79)14.45 (3.58)PASik

<.0018.68 (1.38)6.56 (1.60)8.56 (1.47)PASdl

<.0019.88 (0.45)8.83 (1.74)9.82 (0.64)PASrm

<.0016.75 (1.30)6.06 (1.20)6.71 (1.31)DSfn

<.0014.97 (1.30)4.12 (1.01)4.92 (1.30)DSbo

<.00117.08 (3.40)12.63 (4.30)16.83 (3.61)SIMp

<.00127.43 (2.56)23.66 (4.14)27.22 (2.81)BNT30q

<.0010.40 (0.14)0.66 (0.21)0.42 (0.15)TrailsAr

<.0010.82 (0.29)1.54 (0.50)0.85 (0.34)TrailsBs

<.0013.27 (0.13)3.06 (0.22)3.26 (0.15)HVOTt

<.00140.50 (12.26)28.76 (11.68)39.85 (12.52)FASu

<.00119.91 (5.46)12.22 (4.37)19.48 (5.68)CNT_Animalv

aMCI: mild cognitive impairment.
bNC: normal control.
cSignificant associations were claimed if P<.05/18≈.002.
dNP: neuropsychological.
eLMi: Logical Memory—Immediate Recall.
fLMd: Logical Memory—Delayed Recall.
gLMr: Logical Memory—Recognition.
hVRi: Visual Reproduction—Immediate Recall.
iVRd: Visual Reproduction—Delayed Recall.
jVRr: Visual Reproduction—Recognition.
kPASi: Paired Associate Learning—Immediate Recall.
lPASd: Paired Associate Learning—Delayed Recall.
mPASr: Paired Associate Learning—Recognition.
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nDSf: Digit Span—Forward.
oDSb: Digit Span—Backward.
pSIM: Similarities.
qBNT30: Boston Naming Test—30-item version.
rTrailsA: Trail Making Test A.
sTrailsB: Trail Making Test B.
tHVOT: Hooper Visual Organization Test.
uFAS: Controlled Oral Word Association Test.
vCNT_Animal: Category Naming Test—Animal.
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Table 3. The most significant acoustic feature for each neuropsychological (NP) test.

P valueaSEEffect sizeThe most significant acoustic featureSignificant acoustic features, nNP test

2.7 × 10–70.00950.0490audSpec_Rfilt_sma [25]7LMib

1.9 × 10–50.00940.0402audSpec_Rfilt_sma [25]3LMdc

2.3 × 10–40.01080.0397audSpec_Rfilt_sma [23]3LMrd

8.4 × 10–660.00820.1409mfcc_sma [11]49VRie

3.7 × 10–440.00820.1137mfcc_sma [11]43VRdf

1.7 × 10–40.0095–0.0358pcm_fftMag_spectralRollOff75.0_sma10VRrg

N/AN/AN/AN/Ai0PASih

N/AN/AN/AN/A0PASdj

2.3 × 10–100.0112–0.0709audSpec_Rfilt_sma [1]7PASrk

4.8 × 10–170.01070.0898audSpec_Rfilt_sma [6]44DSfl

1.2 × 10–80.01100.0624audSpec_Rfilt_sma [5]30DSbm

2.4 × 10–100.0084–0.0530pcm_fftMag_spectralRollOff75.0_sma24SIMn

3.2 × 10–100.00690.0433mfcc_sma [2]23BNT30o

1.4 × 10–60.0075–0.0363pcm_fftMag_spectralSkewness_sma15TrailsAp

3.1 × 10–40.0074–0.0269pcm_fftMag_spectralSkewness_sma1TrailsBq

3.6 × 10–70.0093–0.0472F0final_sma5HVOTr

3.6 × 10–130.00730.0534mfcc_sma [2]26FASs

2.6 × 10–180.00820.0715mfcc_sma [2]34CNT_Animalt

aSignificant associations were claimed if P<.05/65≈7.7 × 10–4.
bLMi: Logical Memory—Immediate Recall.
cLMd: Logical Memory—Delayed Recall.
dLMr: Logical Memory—Recognition.
eVRi: Visual Reproduction—Immediate Recall.
fVRd: Visual Reproduction—Delayed Recall.
gVRr: Visual Reproduction—Recognition.
hPASi: Paired Associate Learning—Immediate Recall.
iN/A: not applicable.
jPASd: Paired Associate Learning—Delayed Recall.
kPASr: Paired Associate Learning—Recognition.
lDSf: Digit Span—Forward.
mDSb: Digit Span—Backward.
nSIM: Similarities.
oBNT30: Boston Naming Test—30-item version.
pTrailsA: Trail Making Test A.
qTrailsB: Trail Making Test B.
rHVOT: Hooper Visual Organization Test.
sFAS: Controlled Oral Word Association Test.
tCNT_Animal: Category Naming Test—Animal.
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Table 4. Association between acoustic composite scores and corresponding neuropsychological tests.

P valueaSEEffect sizeAcoustic composite score

6.6 × 10–100.00940.0579acoustic_LMib

1.1 × 10–30.00950.0310acoustic_LMdc

6.8 × 10–40.01050.0358acoustic_LMrd

3.3 × 10–690.00860.1510acoustic_VRie

6.5 × 10–360.00860.1079acoustic_VRdf

3.0 × 10–30.0098–0.0291acoustic_VRrg

1.3 × 10–130.01140.0841acoustic_PASrh

1.8 × 10–400.00970.1298acoustic_DSfi

6.2 × 10–80.01020.0553acoustic_DSbj

5.1 × 10–160.00890.0719acoustic_SIMk

1.4 × 10–100.00710.0458acoustic_BNT30l

3.0 × 10–60.00880.0408acoustic_TrailsAm

3.1 × 10–40.0075–0.0269acoustic_TrailsBn

1.7 × 10–30.00900.0284acoustic_HVOTo

1.4 × 10–250.00790.0827acoustic_FASp

6.5 × 10–80.00980.0529acoustic_CNT_Animalq

aSignificant associations were claimed if P<.05/16≈3.1 × 10–3.
bLMi: Logical Memory—Immediate Recall.
cLMd: Logical Memory—Delayed Recall.
dLMr: Logical Memory—Recognition.
eVRi: Visual Reproduction—Immediate Recall.
fVRd: Visual Reproduction—Delayed Recall.
gVRr: Visual Reproduction—Recognition.
hPASr: Paired Associate Learning—Recognition.
iDSf: Digit Span—Forward.
jDSb: Digit Span—Backward.
kSIM: Similarities.
lBNT30: Boston Naming Test—30-item version.
mTrailsA: Trail Making Test A.
nTrailsB: Trail Making Test B.
oHVOT: Hooper Visual Organization Test.
pFAS: Controlled Oral Word Association Test.
qCNT_Animal: Category Naming Test—Animal.
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Table 5. Association between acoustic composite scores and prevalent mild cognitive impairment.

P valueaOdds ratio (95% CI)Acoustic composite score

2.6 × 10–11.09 (0.94-1.26)acoustic_LMib

7.4 × 10–21.14 (0.99-1.31)acoustic_LMdc

1.6 × 10 –31.23 (1.08-1.40)acoustic_LMrd

4.7 × 10–11.05 (0.92-1.19)acoustic_VRie

3.2 × 10–11.07 (0.94-1.21)acoustic_VRdf

4.6 × 10–10.94 (0.80-1.10)acoustic_VRrg

3.6 × 10–20.9 (0.81-0.99)acoustic_PASrh

1.1 × 10–21.17 (1.04-1.32)acoustic_DSfi

3.5 × 10–10.94 (0.83-1.07)acoustic_DSbj

3.1 × 10–10.94 (0.84-1.06)acoustic_SIMk

2.0 × 10–10.92 (0.82-1.04)acoustic_BNT30l

9.6 × 10–21.12 (0.98-1.28)acoustic_TrailsAm

1.0 × 10 –50.69 (0.59-0.81)acoustic_TrailsBn

1.4 × 10–10.91 (0.81-1.03)acoustic_HVOTo

3.9 × 10 –80.72 (0.64-0.81)acoustic_FASp

2.3 × 10 –70.70 (0.61-0.80)acoustic_CNT_Animalq

aSignificant associations were claimed if P<.05/16≈3.1 × 10–3.
bLMi: Logical Memory—Immediate Recall.
cLMd: Logical Memory—Delayed Recall.
dLMr: Logical Memory—Recognition.
eVRi: Visual Reproduction—Immediate Recall.
fVRd: Visual Reproduction—Delayed Recall.
gVRr: Visual Reproduction—Recognition.
hPASr: Paired Associate Learning—Recognition.
iDSf: Digit Span—Forward.
jDSb: Digit Span—Backward.
kSIM: Similarities.
lBNT30: Boston Naming Test—30-item version.
mTrailsA: Trail Making Test A.
nTrailsB: Trail Making Test B.
oHVOT: Hooper Visual Organization Test.
pFAS: Controlled Oral Word Association Test.
qCNT_Animal: Category Naming Test—Animal.
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Table 6. Association between acoustic composite scores and incident mild cognitive impairment.

P valueaHazard ratio (95% CI)Acoustic composite score

5.1 × 10 –50.60 (0.47-0.77)acoustic_LMib

2.9 × 10–20.76 (0.59-0.97)acoustic_LMdc

3.9 × 10–30.74 (0.61-0.91)acoustic_LMrd

1.1 × 10 –31.28 (1.10-1.48)acoustic_VRie

2.4 × 10 –31.25 (1.08-1.44)acoustic_VRdf

6.0 × 10 –80.44 (0.33-0.59)acoustic_VRrg

2.0 × 10–11.11 (0.95-1.30)acoustic_PASrh

1.6 × 10–11.11 (0.96-1.29)acoustic_DSfi

2.9 × 10–11.09 (0.93-1.27)acoustic_DSbj

1.7 × 10 –41.37 (1.16-1.61)acoustic_SIMk

6.4 × 10–31.23 (1.06-1.43)acoustic_BNT30l

7.9 × 10–30.75 (0.61-0.93)acoustic_TrailsAm

2.5 × 10 –82.03 (1.58-2.60)acoustic_TrailsBn

1.7 × 10 –30.78 (0.67-0.91)acoustic_HVOTo

6.1 × 10–20.87 (0.76-1.01)acoustic_FASp

8.6 × 10–20.85 (0.70-1.02)acoustic_CNT_Animalq

aSignificant associations were claimed if P<.05/16≈3.1 × 10–3.
bLMi: Logical Memory—Immediate Recall.
cLMd: Logical Memory—Delayed Recall.
dLMr: Logical Memory—Recognition.
eVRi: Visual Reproduction—Immediate Recall.
fVRd: Visual Reproduction—Delayed Recall.
gVRr: Visual Reproduction—Recognition.
hPASr: Paired Associate Learning—Recognition.
iDSf: Digit Span—Forward.
jDSb: Digit Span—Backward.
kSIM: Similarities.
lBNT30: Boston Naming Test—30-item version.
mTrailsA: Trail Making Test A.
nTrailsB: Trail Making Test B.
oHVOT: Hooper Visual Organization Test.
pFAS: Controlled Oral Word Association Test.
qCNT_Animal: Category Naming Test—Animal.
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Figure 1. The receiver operating characteristic curves of 2 models to predict incident mild cognitive impairment. AUC: area under the curve.

Discussion

Principal Findings
Relating acoustic features with NP test performance is
potentially a novel way for screening at the preclinical stages
of AD and other dementias. This paper clarifies the relationship
between comprehensive acoustic features and NP test
performance on large cohort data. Representations relative
spectra–style filtered auditory spectrum (spectral), MFCC
(cepstral), and magnitude of spectral features (spectral) are 3
categories of acoustic features that were significantly associated
with NP test performance. Representations relative spectra–style
filtered auditory spectrum is a filtered representation of an audio
signal that is robust to additive and convolutional noise [39].
MFCC is a standardized technique for audio feature extraction
[40]. It helps in reducing the frequency information of the input
speech signal into coefficients, which represent audio based on
the perception of human auditory systems. Prior studies have
detected changes of these features in people with
neurodegenerative processes [41-43]. The acoustic composite
score generated for each NP test was a linear combination of
LLD features, which are clinically easily interpretable. As stated
in the results above, 4 acoustic composite scores were
significantly associated with prevalent MCI, and 7 were also
found to be significantly associated with incident MCI.
Furthermore, the score corresponding to TrailsB test is

significantly associated with both prevalent MCI and incident
MCI.

Results could expand current evidence regarding the predictive
ability of digital voice on MCI that are critical to monitor early
cognitive decline. The added predictive ability of acoustic
features was evaluated by constructing random forest models
with baseline features and additional acoustic composite scores.
The model with baseline features and 7 acoustic composite
scores corresponding to LMi, VRi, VRd, VRr, SIM, TrailsB,
and HVOT tests could achieve an AUC of 0.755 for incident
MCI prediction. Monitoring acoustic features outside of the
clinical settings offers a more convenient way to aid in the
assessment of cognitive health than traditional methods.
Increasing evidence suggests that the human voice can be a
predictor of cognitive decline before a clinical diagnosis of AD
is made [44]. It has been used to screen for MCI [45], dementia
[46], and other neurodegenerative diseases such as Parkinson
[47] and Huntington disease [48] because of its ease of
administration and clinical assessment capability. Moreover,
the easy acquisition of voice in daily life makes it an ideal
measure for long-term monitoring of cognitive status. However,
there is a lack of research about the relationship between
acoustic features and NP tests that reflect multiple cognitive
functions. Our study could provide some construct validity for
this point. In this study, we recorded voice for NP tests that
require verbal responses. Although some NP tests do not require
verbal responses, these tests might tap some cognitive domains
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similar to those that require verbal responses. We therefore
included these tests as well to capture potential application of
acoustic characteristics to assess different cognitive domains.
Each NP test might require multiple cognitive domains to
complete, which might be shared with other NP tests with subtle
differences. Given the rich information from human voice, our
study suggests that acoustic features might serve as a new data
modality to test this nuance.

Notably, the association between acoustic features and a
standard epidemiologic NP test procedure was examined based
on participants from a community-based cohort with a diverse
range of ages and health conditions. The large volume of voice
data provides a more robust representation of participants. Each
voice recording lasts, on average, around an hour and contains
a wealth of information. The longitudinal collection of data
provides a great opportunity to assess the cognitive health of
participants throughout the entire course of the disease and
prospectively reveals a temporal relationship between acoustic
features and MCI. It is worth to noting that 4 of the acoustic
composite scores (acoustic_LMr, acoustic_TrailsB,
acoustic_FAS, and acoustic_CNT_Animal) were significantly
associated with prevalent MCI, but 7 acoustic composite scores
(acoustic_LMi, acoustic_VRi, acoustic_VRd, acoustic_VRr,
acoustic_SIM, acoustic_TrailsB, and acoustic_HVOT) were
associated with incident MCI. It seems that the voice
characteristics differentiating prevalent MCI cases from patients
who are still cognitively intact are different from the voice
characteristics that are predictive of future risk of cognitive
impairment. Future research is needed to further investigate the
potential mechanisms that underlie these features and help to
account for the MCI prevalence and incidence difference.
Further, this study found differences in acoustic features between
TrailsA and TrailsB, which provides confirmatory evidence
that acoustic features are differential for different cognitive
domains. TrailsA, as a measure of simple attention compared
to the more complex executive functions measured by TrailsB
[49], would be expected to have different acoustic features that
would be aligned with motor control and perceptual complexity

[50] in the latter and not the former. These differential results
suggest that acoustic features might provide a way to detect
such subtle differences across cognitive domains. The patterns
of acoustic features that are accurately representative of the
comprehensive range of cognitive domains will be further
explored in future studies.

This study also has some limitations. First, the use of NP tests
to diagnose MCI may have led to some circularity and an
overestimation of the diagnosis performance [32]. Second,
despite that diagnoses are arrived at through a careful
adjudication process, there may be some misclassification of
MCI. Third, although the FHS collected the voice recordings
in a well-controlled environment, there might still be some other
factors affecting the quality of voice that were not taken into
account. Fourth, this study did not consider linguistic features,
which has been shown to be effective in predicting cognitive
status. Although we recognize that the inclusion of linguistic
features might further improve the prediction of incident MCI,
we chose to focus on acoustic features because they are much
more generalizable to a broader population, including potentially
to other languages. Linguistic features are much more likely to
be biased by language, culture, and education. Finally, FHS
participants were mostly of European ancestry and English
speakers; therefore, the applicability of our findings to
populations of another race and ethnicity needs to be examined.

Conclusion
We examined the association of acoustic features with specific
cognitive functions—prevalent and incident MCI—in a large
community-based population. Overall, this study’s establishment
of a relationship between MCI risk and human voice features
provides foundational evidence for an alternative cognitive
assessment approach that is cost-effective and easy to administer
for detecting cognition-related disorders. Multiple acoustic
features were significantly associated with NP test performance
and MCI and could be potentially used as a digital biomarker
for early cognitive impairment monitoring.
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Abstract

Background: Publication of registered clinical trials is a critical step in the timely dissemination of trial findings. However, a
significant proportion of completed clinical trials are never published, motivating the need to analyze the factors behind success
or failure to publish. This could inform study design, help regulatory decision-making, and improve resource allocation. It could
also enhance our understanding of bias in the publication of trials and publication trends based on the research direction or strength
of the findings. Although the publication of clinical trials has been addressed in several descriptive studies at an aggregate level,
there is a lack of research on the predictive analysis of a trial’s publishability given an individual (planned) clinical trial description.

Objective: We aimed to conduct a study that combined structured and unstructured features relevant to publication status in a
single predictive approach. Established natural language processing techniques as well as recent pretrained language models
enabled us to incorporate information from the textual descriptions of clinical trials into a machine learning approach. We were
particularly interested in whether and which textual features could improve the classification accuracy for publication outcomes.

Methods: In this study, we used metadata from ClinicalTrials.gov (a registry of clinical trials) and MEDLINE (a database of
academic journal articles) to build a data set of clinical trials (N=76,950) that contained the description of a registered trial and
its publication outcome (27,702/76,950, 36% published and 49,248/76,950, 64% unpublished). This is the largest data set of its
kind, which we released as part of this work. The publication outcome in the data set was identified from MEDLINE based on
clinical trial identifiers. We carried out a descriptive analysis and predicted the publication outcome using 2 approaches: a neural
network with a large domain-specific language model and a random forest classifier using a weighted bag-of-words representation
of text.

Results: First, our analysis of the newly created data set corroborates several findings from the existing literature regarding
attributes associated with a higher publication rate. Second, a crucial observation from our predictive modeling was that the
addition of textual features (eg, eligibility criteria) offers consistent improvements over using only structured data
(F1-score=0.62-0.64 vs F1-score=0.61 without textual features). Both pretrained language models and more basic word-based
representations provide high-utility text representations, with no significant empirical difference between the two.

Conclusions: Different factors affect the publication of a registered clinical trial. Our approach to predictive modeling combines
heterogeneous features, both structured and unstructured. We show that methods from natural language processing can provide
effective textual features to enable more accurate prediction of publication success, which has not been explored for this task
previously.

(J Med Internet Res 2022;24(12):e38859)   doi:10.2196/38859
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Introduction

Background
Rigorously conducted randomized controlled trials provide the
highest level of scientific evidence, enabling medical
practitioners to provide better care for patients and ultimately
improving public health. Available, findable, and accessible
clinical research results are necessary for the successful transfer
of findings into evidence-based practice and further research
[1]. In recent years, improved clinical trial registration has meant
that more trials than ever are now discoverable and searchable
according to a variety of metadata. However, registration does
not offer detailed information about important aspects of the
study execution and results, such as specification of outcomes
and pointers to all resulting publications [2]. Scientific
publications resulting from completed clinical trials offer a
means of disseminating the findings comprehensively, which
is essential for supporting subsequent clinical trials, increasing
possibilities for research collaboration, and advancing medical
practice and research [3]. In addition to research results, detailed
information about the study methods provided in publications
is also critical to appraising the validity, reliability, and
applicability of clinical evidence in clinical practice [4].

Despite the importance of publication, many clinical trials are
never published. Estimates of the publication rate of trials vary
depending on the medical area and length of the follow-up
period. Broadly, publication rates are in the range of 52% to
77% [5-8]. On the basis of a shorter follow-up period of 30
months from clinical trial completion, the rates tend to be lower,
at approximately 11% to 46% [3,6,9]. When results are not
published, are substantially delayed, or are published selectively
based on the direction or strength of the findings, the ability of
health care professionals and consumers to make informed
decisions based on the full body of current evidence is impeded
[10,11]. Such gaps in the evidence base can lead to the use of
ineffective or harmful interventions and potentially waste scarce
health care resources. In a study by Eyding et al [12] on the
treatment of depression, it was found that, when unpublished
studies were included in a meta-analysis, the antidepressant
reboxetine had more adverse effects but no better efficacy than
placebo for treatment of major depression, a different finding
from that when only published studies were included. Additional
ethical concerns have also been raised by some researchers
[7,13], highlighting that, in the case of nonpublication, the trial
participants are still exposed to the risks of participation but
without the societal benefits resulting from the dissemination
of study results.

In this work, we explore the factors affecting publication of the
outcomes of individual clinical trials through the tool of
predictive modeling of clinical trial–publication outcomes based
on a large data set of clinical trials and associated literature.
The adoption of this approach provides a mechanism for both

predicting the publication outcome of a given trial and
identifying the key factors driving those outcomes.

Existing Work and Contributions

Publication Outcome Studies
Many studies have addressed the publication rates of clinical
trials and the factors influencing them. However, previous
studies used different statistical analysis methods to examine
the association between study characteristics and the publication
outcome of a clinical trial. The available studies either analyzed
a small number of clinical trials (in the order of hundreds)
[3,7,14] or included only clinical trials with specific populations
(eg, children or patients with cancer [5,15,16]). Conversely, in
our work, we focused on approaching the modeling of
publication outcomes through a predictive lens, although we
also provided a descriptive analysis to better characterize the
data set that we developed. Our analysis examined factors that
may affect the publication outcome without any constraints
regarding the population or medical specialty and, therefore,
was more general.

A number of studies have focused on analyzing and remedying
the quality of linkage between ClinicalTrials.gov and PubMed
[17-22]. The presence of incomplete links may hamper efforts
to measure publication and outcome reporting biases and
identify relevant trials for systematic reviews. As a result of
this, semiautomated methods that rank articles using natural
language processing (NLP) techniques and allow humans to
scan the top-ranked documents are valuable in supporting the
effective identification of clinical trial publications [17,18].

Factors Affecting Publication
A variety of factors have been identified as influencing
publication outcome, which can be summarized as follows: (1)
large clinical trials and those with noncommercial funding are
more likely to be published [8,13,23]; (2) industry-funded
clinical trials are less likely to appear as publications [7]; (3)
the likelihood of publication is associated with the direction
and significance of study findings [11,24], although whether to
assign this publication bias to rejection by journals or the lack
of time and interest by the investigators has been disputed [7];
(4) place of conduct of the research may affect the odds of
publication [23]; (5) some fields have higher publication rates,
for example, neurology and psychiatry [13] (this may in certain
cases be related to the existence of subareas, eg, vascular
neurology, with niche journals allowing for easier dissemination
[25]); and (6) lack of time and resources by the authors, and
even disagreement between coauthors, have been mentioned as
potential factors in the literature [26] but are not captured
directly in the description of clinical trials and, therefore, are
difficult to quantify.

Completion Status and Drug Approval Studies
Although we are not aware of any work that analyzes
publishability within a predictive framework, several related
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problems have been treated as classification problems [27-29].
One such task is predicting the completion of a clinical trial.
Noncompletion can be seen as similar to nonpublication in terms
of undesired consequences. A clinical trial that is not completed
typically still involves significant financial resources, so it would
make sense to ensure that decision makers are aware of the
likelihood of termination or nonpublication in the early stages
of a clinical trial, potentially allowing for changes in the study
design. Admittedly, having such predictive power would mean
that the decision makers are shouldered with the additional
responsibility of considering the potential for nonpublication
and have the ability to interpret the output of such predictive
models. Care would also need to be taken on an ongoing basis
to mitigate potential biases in the model and its use [30,31].

Another task related to publication outcome prediction is
whether a drug intervention studied in a clinical trial will result
in the approval of the drug. Machine learning (ML) over
structured data has been explored in this context [32-34], relying
on features pertaining to drug and trial characteristics as well
as those covering commercial figures relating to indication. Lo
et al [33] proposed a large data set consisting of approval
outcomes of >6000 drug-indication pairs across almost 16,000
phase-2 trials. Although this represents the largest data collection
for applying supervised ML to drug approval, our task was more
general (concerning clinical trials without needing to identify
drug-indication pairs), allowing us to include an even larger
number of clinical trials paired with publication outcomes.

In contrast to descriptive studies on publication status, studies
on trial completion and drug approval do include textual inputs
from trial descriptions in the modeling, which leads to better
sensitivity and specificity than using structured features alone
[27,35]. These studies generally use relatively simple methods
to represent text. Elkin and Zhu [27] included word-embedding
features [36,37] in predicting trial completion but only used
static word representations rather than more advanced
contextualized word representations derived from pretrained
language models [38,39]. In drug approval prediction, features
constructed over unstructured input data have been studied by
Feijoo et al [35], who focused on predicting drug transitions
across clinical trial phases. The authors used simple pattern
matching to develop an eligibility criteria complexity metric
defined in terms of the number of inclusion and exclusion
criteria. Although these criteria were shown to be useful (a
higher number of criteria has been connected with a higher risk
of trial failure), their representation is still rather rudimentary.
In our work, we included the eligibility criteria using
state-of-the-art NLP techniques that can capture the meaning
of the eligibility criteria.

Contributions
We constructed and made available a new data set that provides
publication outcomes for trials registered in ClinicalTrials.gov.
It is the largest data set of its kind to date.

Predicting the publication status of a clinical trial using
numerical, categorical, and textual input features in a single ML

model leads to a classification performance of an area under
the curve (AUC) of >0.7. We found that textual descriptions of
registered trials are an important source of information and are
effectively represented using NLP techniques.

We identified a lack of studies investigating publishability
within a predictive framework. Thus, we confirmed several
factors known from descriptive studies to influence the
publication outcome and identified new ones from textual
descriptions of clinical trials (eg, eligibility criteria). Our work
lays the foundation for a technology that would support trial
planning and decision-making by providing, for a given trial,
the prominent features that lead to a particular publication
outcome. How such technology can best benefit trial developers
in increasing the value of their prospective study should be a
subject of future research.

Methods

Constructing a Data Set Automatically
We used 2 primary resources in our work: the largest available
registry of clinical trials, ClinicalTrials.gov, and MEDLINE, a
bibliographic database of academic journal articles. For both
data sources, we used the data dumps in XML available as of
the start of our study in August 2020 [40,41]. To find out which
clinical trials were actually published, we adopted a 2-step
procedure and took the union over clinical trial-publication links
found at each step. The first step recognized all PubMed article
IDs directly listed in the registry of clinical trials. However, as
some clinical trials lacked this information, we also looked for
clinical trial–related information within the publications
themselves (second step). We located that information in
MEDLINE inside the databank list, from which we retrieved
the clinical trial identifier provided that the databank name
equaled “clinicaltrials.gov.” To consider a trial published, we
required that there be at least one publication associated with
it in MEDLINE. If a trial had more than one associated
publication, additional pairs were created for each publication.

The final result was a map between clinical trial IDs and
PubMed article ID values (trial-publication map). In our data
set, the number of clinical trials that had an associated
publication was 74,394, and there were approximately 275,000
clinical trials without publication, totaling approximately
349,000 trials (data set A). We illustrate the data creation
procedure in Figure 1. We made the mapping openly available
to promote further work on this topic.

The complete list of data fields and model features used in our
work is shown in Table S1 in Multimedia Appendix 1 [42].
Although most of the features were obtained directly from the
trial file, information such as the number of research sites and
the number of primary or secondary outcomes was not explicitly
stated. Therefore, we added those features as they pertain to
clinical trial design and may contain an important signal for the
prediction of publication status.
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Figure 1. Data set construction.

The data set used in our descriptive analysis and predictive
modeling (data set B) was based on selecting the instances that
satisfied a few additional criteria. Specifically, we filtered out
data instances that did not satisfy the following two conditions:
(1) the study had both started and been completed, with known
start and end dates and without “anticipated” status (as the
information about a clinical trial may be updated several times
after registration, such as updating the enrollment field, which
indicates the planned number of participants, the information

remains stable after completion, thus increasing the
representativeness); and (2) the completion date of the study
was later than 2006 (to remove older studies whose information
was less complete) but earlier than 3 years before our data
collection (to allow time for publication, similarly to Jones et
al [7] and Ross et al [3]).

Performing these steps reduced the size of the data considerably.
The resulting data set was used to obtain the descriptive
statistics.
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In addition, we constrained the type of study to be interventional
to obtain the data set used in predictive modeling (data set C).
We decided to exclude observational studies as they are less
common and are characterized by several features that are
different from those of interventional studies.

To emulate the real-world scenario of predicting publishability
of future trials, we partitioned the data such that the completion
dates of all trials in the test set postdated those in the training
data set. This also made the task more challenging as we could
expect previously unseen interventions in the test set. Finally,
we removed all features from each trial record that would not
have been known at the time of registration of the trial, such as
the trial duration and results. Although including them would
simplify the prediction, it would also make the task less realistic.
By comparison, we note that, in the related ML task of the drug
approval prediction work by Lo et al [33], the authors assumed
that the same information about clinical trials is accessible. As
these features are found to be strong predictors of drug approval,
the predictive performance is likely to suffer in the more realistic
scenario of this information not being available.

As the number of unpublished clinical trials in data set C was
much larger than that of published clinical trials, we randomly

undersampled the unpublished trials for our publication
prediction experiments. We performed the undersampling by
stratifying per completion year, keeping roughly equal
percentages of positive and negative labels in each year. Note
that we performed this step for the training set only, preserving
the real-world label bias in the test set, again to make the task
as faithful to reality as possible.

Manually Constructed Test Set
The aforementioned data construction approach provided a
large-scale data set that allowed us to analyze and predict the
publication status at scale using ML models. However, some
links between clinical trials and publications may be incomplete,
as we mentioned in the Existing Work and Contributions section.
Therefore, we gathered data from 3 previously published studies
[3,18,20] that included manual publication status annotations
(see Table 1 for the statistics). Although the scale of these
annotations was smaller than in our automatically constructed
data set, because of human effort, it was less likely that the
publication of a clinical trial would go unnoticed. We used this
data set as an additional test set and also made it publicly
available with the permission of the original authors [43].

Table 1. Data from previously published studies. A total of 5 studies were included in more than one original work but received the same annotation.
Owing to this, the size of the resulting test set was less than the sum of the sizes of the individual data sets.

Proportion of positive labels (“published”) out of allSize

0.54630Ross et al [3]

0.23148Zarin et al [20]

0.45199Dunn et al [18]

0.48972Combined

Modeling Approach
To study factors associated with publication status and learn to
predict whether a clinical trial is likely going to be published,
we created 3 types of features for our models: numerical,
categorical (both can be seen as structured inputs), and textual
features. The textual features encode a wealth of information
that augments the structured information and have the potential
to improve predictive modeling, but they are also potentially
much noisier. An example of textual fields that can be indicative
of publication status are the inclusion and exclusion criteria. A
possible link between eligibility criteria, sample size, significant
effect, and publication status has been pointed out by Elkin and
Zhu [27]. NLP techniques allowed us to extract and represent
this information in a predictive model as well as highlight which
textual features are important.

As a simple baseline, we used a k-nearest neighbor classifier
that only used numerical and categorical features (with no
text-based features). At test time, the classifier predicts the
predominant label among k training instances that are closest
to the test instance in terms of Euclidean distance. Through a
random search over various values of k, we settled on k=460.

We trained and evaluated 2 different models that incorporated
textual features: a random forest (RF) classifier and a neural
network (NN).

For RF, a standard approach to include textual inputs is to
convert them into numeric word vectors, extracting both
unigrams and bigrams. These terms are weighted using term
frequency-inverse document frequency (Schütze et al [44]),
whereby the frequency of a term in a document is divided by
the proportion of documents that that term appears in within
the data set to down-weight common terms. We thresholded
the vocabulary by selecting the 20,000 most frequent terms. We
used the one-hot encoding method to represent categorical
features and included numeric features without additional
adaptation. We report other RF details in Multimedia Appendix
2.

In the NN, the categorical features are embedded using a weight
matrix that is randomly initialized and updated during training.
The textual inputs (examples are included in Table 2) are
embedded using pretrained language models that output
context-dependent token activations [39], as explained in more
detail next.
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Table 2. Examples of selected textual features from clinical trial metadata.

Textual excerptFeature name and identifier

Brief title

Bleeding Patterns and Complications After Postpartum IUD Placement: a Pilot StudyNCT01309919

Study Comparing Tigecycline Versus Ceftriaxone Sodium Plus Metronidazole in Complicated Intra-abdominal Infection
(cIAI)

NCT00230971

Effect of Coconut Oil Application in Reducing Water Loss From Skin of Premature Babies in First Week of Life
(TEWL) (TopOilTewl)

NCT01364948

Brief summary

The purpose of the study is to determine the feasibility of placing the levonorgestrel-releasing intrauterine system
(LNG - IUS, Mirena®) post-delivery. The investigators will gain information about complications at the time of
placement; the investigators will also examine the expulsion rate, side effects, bleeding patterns and subject satisfaction
at various time periods after insertion.

NCT01309919

This is a study of the safety and efficacy of tigecycline to ceftriaxone sodium plus metronidazole in hospitalised subjects
with cIAI. Subjects will be followed for efficacy through the test-of-cure assessment. Safety evaluations will occur
through the treatment and post-treatment periods and continue through resolution or stability of the adverse event(s).

NCT00230971

The skin of newborn infants is immature and ineffective as a barrier. Preterm skin exhibits even more vulnerability
to the environment due to poor self regulatory heat mechanisms, paucity of fatty tissue and its thinness. Most preterm
babies lose up to 13\% of their weight as water loss from their skin during the first week of life. Many strategies have
been utilised by neonatologists to decrease this water loss. Oil application on the skin can act as a non permeable
barrier and can help in reducing water loss from the skin. Edible coconut oil, often used for traditional massage of
babies by Indian communities, is culturally acceptable and Hence the investigators decided to undertake this study to
objectively assess the reduction in water loss from skin after oil application

NCT01364948

Inclusion criteria

Age 18 years or older, speak either English or Spanish, desire to use an IUD as their postpartum contraception (IUD
arm), do NOT desire an IUD as their contraception (Diary Only arm), plan to deliver at Baystate Medical Center

NCT01309919

Clinical diagnosis of complicated intra-abdominal infection that requires surgery within 24 hours. Fever plus other
symptoms such as nausea, vomiting, abdominal pain.\\

NCT00230971

All preterm babies born at the study center with birth weight 1500gms were eligible for inclusion in the study.NCT01364948

Participant condition

Postpartum periodNCT01309919

Appendicitis, cholecystitis, diverticulitis, intra-abdominal abscess, intra-abdominal infection, and peritonitisNCT00230971

Trans Epidermal Water Loss (TEWL)NCT01364948

Keywords

Intrauterine device, Mirena, levonorgestrel intrauterine system, postpartum contraceptionNCT01309919

Intra-abdominal infections, abscessNCT00230971

Preterm, VLBW, coconut oil application, transepidermal water loss, weight gainNCT01364948

We evaluated the RF and NN classifiers that used textual
features compared with those without, in which only structured
features were used.

We opted for 2 different encoders: Bidirectional Encoder
Representations from Transformers (BERT) [39], pretrained on
general-domain English corpora, and BERT for scientific texts
(SciBERT) [38], pretrained on the biomedical domain. We used
the same idea as Adhikari et al [45], who took the hidden layer
output at the sentence-level classification level as the
representation of the document. In addition, we used the hidden
outputs of the 3 last layers [46] as inputs to the top dense layers
of our classifier. To refine the model’s representational capacity,
we included 2 additional sources of information: positional and
segmental. For the first one, a trainable positional embedding
[47], which is unique to each token, is added to the token vector

to endow the model with a sense of word order. For the second
one, a trainable segment embedding helps the encoder
discriminate between the multiple, independent textual fields
(Table S1 in Multimedia Appendix 1) that are passed to the
model as one long string of text. We found the interchangeable
segment scheme illustrated in Figure S1 in Multimedia
Appendix 1 to work best. Another variation represents each text
field with a different segment embedding but works less well,
although the difference is small. In addition, an alternative
scheme for positional embeddings in which the embedding
index is restarted with each text field yields similar results. We
took inspiration for that from Herzig et al [48], who used
positional embeddings in the context of table parsing to enhance
input structuring.
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A limitation of the original BERT architecture is that it can only
accept sequences of up to 512 tokens. Therefore, we needed to
truncate the textual inputs exceeding this limit. We started by
selecting the first n=512/T tokens of each field (T being the total
number of textual fields to encode). As some textual fields can
be shorter, we progressively raised n across all fields until we
reached the maximum number of tokens. Finally, the parameters
of the encoder were fine-tuned jointly with the remaining NN
parameters on our publication outcome prediction data set,
minimizing the cross-entropy loss during training.

In addition to adopting the standard BERT model in the NN,
we looked at 2 adaptations of the training regime: a special case
when the encoder parameters are left unchanged during training
(named “frozen” in the table of results) and a model that receives
cased text as input (“cased”; ie, text that has not been previously
lowercased), the latter being the most common practice. Finally,
for RF, we tested an adaptation that, instead of the term
frequency-inverse document frequency encoder, uses language
model representations previously induced in the text. These
representations were kept fixed throughout the training and
testing phases.

Evaluation Details
We evaluated the predictive performance using the F1-score
measure (F1 = 2 × [P × R / (P + R)]), which is the harmonic
mean of precision (P = TP / [TP + FP]; the proportion of trials
predicted as published out of all predictions, where TP are true
positives and FP are false positives) and recall (R = TP / [TP +
FN]; the proportion of trials predicted as published out of all
published trials, where FN are false negatives). We also reported
the area under the receiver operating characteristic curve (itself
indicative of the trade-off between recall and false-positive rate
at various thresholds over the predicted probabilities), which
was useful in summarizing the classifier’s ability to distinguish
between classes via a single figure of merit.

Results

Descriptive Analysis

Overview
To obtain a clear idea of the publication rate in our data set, we
plotted the number of published and unpublished studies per
year, as shown in Multimedia Appendix 3. We observed that
the number of registered trials was monotonically increasing
(with >20,000 trials registered in 2016), but the number of
published trials increased less strongly. For trials with an earlier
completion year, the publication rate was approximately 45%,
whereas, for later trials, it decreased by approximately 10%.
For comparison, existing studies on publication rates reported
highly variable publication percentages, up to 77% in Huiskens
et al [6] and as low as 11% in Chen et al [9] depending on the
medical area and length of follow-up considered.

Furthermore, we examined the time needed to publish.
Analyzing only the published studies, we found a median time
to publish of 27 months. We show the distribution of publication
times in Figure 2. For a smaller number of trials, it can take
much longer to publish, as seen by the long tail on the right of
the plot. The previous studies generally reported shorter times
of approximately 19 to 23 months [3,9,16].

An additional way of analyzing publication time is to plot the
probability that a study will go unpublished for an interval
longer than some time t. We borrowed here a tool from survival
analysis, the Kaplan-Meier plot. By analogy, the survival time
in our case represents the time that a clinical trial remains
unpublished, and the relevant event is the publication. Some
individuals (clinical trials) may be lost to follow-up (right
censoring), which is also considered by the method. We see in
Figure 3 that, when given a very short period (eg, a few months
after completion), the chance is still high that the trial will not
be published. When given more time, the probability of
nonpublication drops, although it remains fairly high even for
very long intervals (at 80 months, it is still >70%).

Figure 2. The distribution of publication times in months.
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Figure 3. A Kaplan-Meier (KM) plot representing the probability (y-axis) that a trial will go unpublished for longer than the number of months shown
on the x-axis.

Association Between Publication Outcome and
Categorical Features
To analyze the relationship between a feature and the publication
outcome, we applied the chi-square test (in line with the related
literature [8,9,14,16,23,49,50]) but, because of its sensitivity to
the sample size [51,52], we also carried out the Cramér V
association test for discrete variables. In this analysis, we
followed the related work and focused on categorical features
only. In the Predictive Performance section, we analyze the
importance of all feature types in predictive performance. The
results for all categorical features are shown in Table 3. The
features with the highest values of V include the overall status
(eg, a value such as “Suspended” may be indicative of future

publication), whether the results were reported, enrollment type
(anticipated vs actual), and the phase of the trial (when
calculating the odds ratio over different phases of the trial, we
found that trials in phase 3 were 2 times more likely to be
published than trials in other phases). By contrast, some features
such as the type of observational study (retrospective,
prospective, or cross-sectional) and the class of funding agency
(US National Institutes of Health, other US Federal agencies,
industry, or other) can hardly be associated with publication
status. The latter example is particularly surprising as most
previous works have reported that the source of funding is a
strong indicator of publication status [8,23,50], with the
exception of Gandhi et al [14].
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Table 3. Strength of association between categorical features extracted directly from structured metadata associated with clinical trials and publication
status. For the definition of each feature, see Table S1 in Multimedia Appendix 1.

Cramér VChi-square P valueFeature name

0.26.001overall_status

0.157.001were_results_reported

0.153.001enrollment_type

0.126.001Phase

0.095.001plan_to_share_ipd

0.06.001intervention_type_behavioral

0.056.001has_dmc

0.053.001intervention_model

0.047.001intervention_type_diagnostic_test

0.044.001has_single_facility

0.039.001intervention_type_device

0.035.001Country

0.034.001study_type

0.026.001Allocation

0.025.001primary_purpose

0.023.001is_fda_regulated_device

0.022.001Masking

0.021.001intervention_type_dietary_supplement

0.019.001intervention_type_biological

0.018.001Gender

0.017.001intervention_type_combination_product

0.016.001intervention_type_other

0.013.001intervention_type_radiation

0.013.001sampling_method

0.012.001intervention_type_drug

0.012.001intervention_type_procedure

0.012.002observational_model

0.011.13is_us_export

0.011.001responsible_party_type

0.01.001intervention_type_genetic

0.009.001healthy_volunteers

0.009.001is_fda_regulated_drug

0.006.14observational_prospective

0.002.32agency_class

Predictive Performance

Overview
The main results of our predictive models for data set C are
shown in Table 4. Interestingly, the k-nearest neighbor baseline
already set a high bar for the use of structured inputs. We see
that the best performance on the test set was achieved with the
models that used textual information. The 2 evaluation metrics

show slightly different trends (ie, when looking at F1-score, the
neural models using BERT-based representations performed
better than the RF classifier using the bag-of-words
representation); however, according to AUC, the RF classifier
outperformed different variants of the neural model. Judging
by the improvement obtained when including the textual features
in both models, the NN model makes more effective use of
these features. We found that the difference between the NN
model using only structured features and the NN model using
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SciBERT-encoded text features was statistically significant at
P<.001 (statistic value: 778.4), measured with the McNemar
test for binary classification tasks [53]. Although it had a
considerably lower performance compared with the RF classifier
when including only the structured features, the performance
difference between the 2 models vanished when including the
textual features. For the neural model, choosing a BERT model

with a better domain fit (ie, SciBERT) appears to boost F1-score,
but the differences are too small to make a judgment in the case
of AUC. We include the precision-recall curves in Figures 4
and 5, calculated using the predictions of the model that tested
best in terms of F1-score (ie, NN with structured and SciBERT
textual features).

Table 4. Results for publication predictiona.

TestValidationInputMethod

AUCF1-scoreAUCbF1-score

N/A0.611N/Ac0.592StructuredK-nearest neighbor

0.7040.6140.7010.64StructuredRFd

0.7190.6230.7210.656Structured+text (TF-IDFe)RF

0.7110.630.7090.65Structured+text (SciBERTf)RF

0.6120.6070.6720.611StructuredNNg

0.6960.630.6890.642Structured+text (frozen SciBERT)NN

0.70.6410.7080.648Structured+text (SciBERT)NN

0.7010.6370.6970.641Structured+text (cased SciBERT)NN

0.70.6330.6990.64Structured+text (BERTh)NN

aAll models use categorical and numerical features (“structured”). When textual features are added, this is marked with “+ text.” As the k-nearest
neighbor classifier does not output probabilities, we cannot calculate the area under the curve.
bAUC: area under the curve.
cN/A: not applicable.
dRF: random forest.
eTF-IDF: term frequency-inverse document frequency.
fSciBERT: Bidirectional Encoder Representations from Transformers model for scientific texts.
gNN: neural network.
hBERT: Bidirectional Encoder Representations from Transformers.

Figure 4. Precision-recall curve for the positive class (publication) using the neural network model with structured and textual features from a Bidirectional
Encoder Representations from Transformers model for scientific texts. AP: average precision.
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Figure 5. Precision-recall curve for the negative class (nonpublication) using the neural network model with structured and textual features from a
Bidirectional Encoder Representations from Transformers model for scientific texts. AP: average precision.

Factors Affecting Publication
To determine which features play a key role in prediction, we
used a feature permutation technique to obtain the features
ranked by their respective drop in performance. We performed
this analysis using RF only because of faster inference times.
The classifier is trained once; then, at test time, a corrupted
representation of a feature is obtained by shuffling its possible
feature values in the test set. After that, the model is applied to
the test set, and the drop in accuracy is calculated compared
with the performance on the noncorrupted data set. We only
corrupted one feature at a time and repeated the process for all
features. The entire process was performed 5 times using
different random seeds for shuffling, after which the reported
scores were averaged.

The results, organized according to feature type, are shown in
Table 5. The most significant numerical feature is the number
of enrolled participants, with a possible explanation being that
it may affect the reliability of the results (thus ultimately
increasing the odds of publication). Similarly, a larger number
of facilities has been linked to higher publication rates [8]. The
number of outcomes indicates the size and complexity of the
study, which may in turn also affect publishability. For textual

inputs, the narrative describing the trial (the detailed description
and brief summary) as well as the eligibility criteria are the
strongest features. We observed that some textual features
contained overlapping information. For example, the brief title
could be subsumed into the official title. The same word often
occurred in different inputs, and this redundancy can be a strong
indicator for predicting publication status. For example, when
we measured the importance of the words in RF using the
impurity criterion of our RF implementation [9], we found that
the presence of randomized (occurring in both the official title
and detailed description) was a strong discriminator between
published and unpublished studies.

In the case of categorical inputs, we found similar features to
be important, as mentioned in the Descriptive Analysis section,
including the country of the main institution (“country”) and
whether the study had a data monitoring committee (“has dmc”).
However, some features that were found to be important in our
descriptive analysis and in the prior work were less important
in the predictive approach (eg, the phase of investigation
[“phase”], the allocation of participants to trial arms
[“allocation”], and the method used to assign an intervention
to participants [“intervention model”]).
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Table 5. The drop in accuracy after permuting the values of a feature as measured with random forest using term frequency-inverse document frequency
representation of text. The values for each feature type are ranked in decreasing order, so the most important features are mentioned first.

Drop in accuracyFeature type and feature

Numerical

0.007364number_of_facilities

0.004911outcome_counts_secondary

0.004068outcome_counts_others

0.003702outcome_counts_primary

0.003518number_study_directors

0.003359number_study_chairs

0.003235minimum_age

0.003157number_principal_investigators

0.002719maximum_age

0.000985number_of_arms

Textual

0.010193detailed_description

0.008551brief_summary

0.008313criteria_Exclusion

0.004971criteria_Inclusion

0.003428official_title

0.001433brief_title

0.001342Source

0.001064responsible_party_keywords

0.00064participant_condition

Categorical

0.004591has_single_facility

0.004211intervention_type_Behavioral

0.003914primary_purpose

0.003804Country

0.003643intervention_type_Biological

0.003376is_fda_regulated_device

0.003333is_us_export

0.003322intervention_type_Diagnostic_Test

0.003322intervention_type_Combination_Product

0.003322intervention_type_Genetic

0.003321is_fda_regulated_drug

0.003205intervention_type_Procedure

0.003185has_dmc

0.003144intervention_type_Other

0.003144intervention_type_Radiation

0.003078intervention_type_Device

0.003012Gender

0.002925responsible_party_type

0.002873intervention_type_Dietary_Supplement
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Drop in accuracyFeature type and feature

0.002819plan_to_share_ipd

0.002607healthy_volunteers

0.00227intervention_type_Drug

0.001854agency_class

0.001426Phase

0.001347Allocation

0.00131intervention_model

Performance on the Manually Verified Test Set
As an additional experiment, we took the model that achieved
the highest F1-score on the automatically constructed data set
(NN with structured+text [SciBERT] input features) and applied
it to the test set built from the manually verified publication
links introduced in the Manually Constructed Test Set section.
We measured an F1-score of 55.9 and area under the receiver
operating characteristic curve of 58.6. To better understand this
drop in performance with respect to automatically obtained test
sets, we calculated a confusion matrix, which revealed that the
model too eagerly predicted “publication” (ie, it was more likely
to commit a type-1 error [a false positive, 272/972, 28% of the
time] than a type-2 error [a false negative, 146/972, 15% of the
time]). As the test data consisted of 3 subsets, there might be
important individual variations in the performance that we need
to consider. Indeed, splitting the results according to each subset

(Table 6), we noticed that the subset from Zarin et al [20]
showed lower performance than the subsets from Ross et al [3]
and Dunn et al [18], both with similar performance. Our
explanation is that these subsets contain varying proportions of
positive labels, which, if different from those seen during
training, will negatively affect the test performance. Specifically,
the Zarin et al [20] subset has only 23% (34/148) of positive
labels compared with approximately 50% (410/824, 49.8%) in
the remaining subsets. Understandably, the model that was
trained on roughly equal portions of positive and negative
instances overpredicted the positive class on the Zarin et al [20]
subset, and almost all modeling mistakes in this case were due
to false positives (78/87, 90% compared with 9/87, 10% of false
negatives). We found that this negative effect vanished when
the model was retrained with a similar ratio of positive to
negative instances. We used the nonbalanced version of our
training data set (data set C in Figure 1).

Table 6. Data statistics and performance on the subsets of the manually verified test set.

Dunn et al [18]Zarin et al [20] with nonbalanced training setZarin et al [20]Ross et al [3]

45232354Percentage positivea

55.058.243.458.4F1-score

60.453.552.662.3AUROCb

aPercentage positive represents the percentage of instances bearing the positive label (published) out of all instances.
bAUROC: area under the receiver operating characteristic curve.

Discussion

Limitations
Although our work established at scale the various attributes
associated with a higher publication rate and the positive impact
of including textual descriptions of clinical trials in a predictive
framework, a few additional considerations are necessary.

The qualitative performance of an ML model is sensitive to the
quality of the underlying data that are used for training and
testing, and predicting publication success is no different. When
constructing our data set, we noticed that incorrect information
existed in the trial registration entries (eg, the estimated
completion year may be set to 2099). In addition, the current
status of the study (eg, ongoing, completed, or terminated) may
not be always up to date, and this is similar for other registered
information. Incompleteness and incorrect information in
ClinicalTrials.gov have been examined in the literature
[7,54-56], but the precise extent of this is unknown and difficult

to estimate, and it would require substantial manual effort to
reveal it. We see noise as an integral part of learning from large
data collections, similar to the related work (Existing Work and
Contributions section) that uses structured resources such as
ClinicalTrials.gov [27-29,32-34] and to the work on learning
under distant supervision [57-59]. As our classifiers used a very
large number of training instances and each instance is
represented using multiple features, the effect of occasional
noise is deemed small.

Another potential source of noise in our automatically
constructed data set could stem from the linkage between clinical
trials and their publications, which is established automatically
and, hence, prone to incorrect or missed links. The data set was
also limited to studies that were publicly available and indexed
in public resources. Although conference abstracts and other
gray literature resources may provide additional context on trial
outcomes, they are not typically considered to be formal
publications and require ad hoc strategies for collection that are
beyond the scope of our study. Overall, the results presented

J Med Internet Res 2022 | vol. 24 | iss. 12 |e38859 | p.470https://www.jmir.org/2022/12/e38859
(page number not for citation purposes)

Wang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


reflect the most realistic scenario possible based on accessible
resources.

Finally, a more general limitation in the modeling of publication
outcomes is that it is difficult to capture and quantify the
influence of factors that are not available in trial registries but
would otherwise be useful, particularly for understanding
nonpublication, for example, whether investigators did not have
enough time to publish and instead focused on other tasks,
whether there were changing interests or disagreements between
coauthors, whether researchers believed that a journal was
unlikely to accept their work, and whether financial problems
or other contractual issues prevented publication [15,60-62].
Although such information is obtainable from study authors in
principle, it would be extremely difficult to carry out such
information acquisition at scale, and it is not currently available
in public resources.

Impact
In this study, we sought to simulate a real-world situation in
which a prospective estimate is desired regarding the publication
outcome of a clinical trial. To this end, we carried out a set of
experiments on the newly created data set that linked clinical

trial records from the period of 2007 to 2016 with their
publications, if they existed, with a follow-up period of 4 years.
The resulting data set represents the largest such collection
available to date. We have shown how a combination of
heterogeneous features—including text features derived from
the clinical trial registry record—can lead to a classification
performance of >0.7 AUC; this means that, if one randomly
selects a case that is positive (ie, a trial that will eventually lead
to publication), there is at least a 70% chance that the case is
also classified as such. This technology has strong potential to
be used in trial design. It can provide a prospective estimate of
publishability in the early stages of a clinical trial when the
properties of the study design and environment are already
known, more broadly giving an indication of the viability of
the trial. The tool could reveal to trial developers the different
areas suggestive of lowered publication chances (and, by
extension, of a reduced value of their study) before wasting
resources unnecessarily. In future work, we will explore the
incorporation of this model into a system that can effortlessly
and in a human-friendly way provide, for a given trial, the
prominent features that lead to a particular outcome, as well as
indicate the reliability of the classifier’s decision, to support
trial planning and decision-making.
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Abstract

Background: In the second stage of the Electronic Health Record Sharing System (eHRSS) development, a mobile app (eHealth
app) was launched to further enhance collaborative care among the public sector, the private sector, the community, and the
caregivers.

Objective: This study aims to investigate the factors associated with the downloading and utilization of the app, as well as the
awareness, perception, and future improvement of the app.

Methods: We collected 2110 surveys; respondents were stratified into 3 groups according to their status of enrollment in the
eHRSS. The primary outcome measure was the downloading and acceptance of the eHealth app. We collected the data on social
economics factors, variables of the Technology Acceptance Model and Theory of Planned Behavior. Any factors identified as
significant in the univariate analysis (P<.20) will be included in a subsequent multivariable regression analysis model. All P
values ≤.05 will be considered statistically significant in multiple logistic regression analysis. The structural equation modeling
was performed to identify interactions among the variables.

Results: The respondents had an overall high satisfaction rate and a positive attitude toward continuing to adopt and recommend
the app. However, the satisfaction rate among respondents who have downloaded but not adopted the app was relatively lower,
and few of them perceived that the downloading and acceptance processes are difficult. A high proportion of current users
expressed a positive attitude about continuing to adopt and recommend the app to friends, colleagues, and family members. The
behavioral intention strongly predicted the acceptance of the eHealth app (β=.89; P<.001). Attitude (β=.30; P<.001) and perceived
norm; β=.37; P<.001) played important roles in determining behavioral intention, which could predict the downloading and
acceptance of the eHealth app (β=.14; P<.001).

Conclusions: Despite the high satisfaction rate among the respondents, privacy concerns and perceived difficulties in adopting
the app were the major challenges of promoting eHealth. Further promotion could be made through doctors and publicity. For
future improvement, comprehensive health records and tailored health information should be included.

(J Med Internet Res 2022;24(12):e40370)   doi:10.2196/40370
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Introduction

In Hong Kong, a substantial proportion of hospital services is
provided by the public sector (90% of all in-patient bed-days)
and up to 70% of the outpatient services are offered by the
private sector [1]. In view of the dual-track health care system,
the Electronic Health Record Sharing System (eHRSS) was
developed by the Hospital Authority (HA) to facilitate the
information flow between the public and private sectors. It was
launched in March 2016 [2] as an electronic platform to provide
accurate and quick retrieval of clinical details, such as patient
demographics, clinical information, and prescription profiles.
The benefits of eHRSS are facilitation of patient communication,
improvement of patient care continuity, accuracy of drug
prescription, and enablement of holistic management [3]. Stage
2 development of the eHRSS started in July 2017, which further
expanded the benefits to the relevant stakeholders and users.
These include the broadening of the scope of sharable data by
the system; provision of patients’choice over data sharing scope;
and their access to some of the data in the eHRSS [4]. As of
May 2022, over 5.5 million citizens, 50,000 health care
professionals, all the 13 private hospitals, and over 2400 health
care professionals working in the private sectors have enrolled
in the eHRSS [5].

In stage 2 development, a mobile app, an “eHealth app,” was
launched in January 2021 [6]. It facilitates users to access their
integrated health records and manage own health. Our team has
previously evaluated the perceptions of and factors associated
with the acceptance of the eHRSS in 2018 among 2000 patients
in Hong Kong [7]. More than 70% (707/1000, 70.70%) of the
patients were satisfied with the overall performance of the
eHRSS. The expansion of sharable scope in the eHRSS (32/124,
25.8%) and allowing patients to access their medical records
(30/124, 24.2%) were considered as the features to be developed
in the future development of the eHRSS by the enrollees. This
is one of the survey findings that provides support for the second
stage of the eHRSS, where the users may access their health
records and other health information via the utilization of an
eHealth app. This mobile app further enhances collaborative
care among the public sector, private sector, community, and
caregivers. Importantly, citizens could be empowered in
self-health management and disease prevention by recording
health data within the app. It further empowers citizens’self-care
ability by involving family members and other stakeholders to
understand their current health status.

Across the world, similar mobile health apps were developed
for people to upload and view health records, manage personal
health care activities, share clinical information with doctors,
and improve public health. Apps such as “Capzule PHR,”
“Health and Family,” and “Health Notes” allow patients to view
and get access to their medical information and record their data
at any time and any place through the internet or by offline
access [8]. The government of various countries is promoting
electronic medical health records. For example, “MIDATA” is

the UK government program with the goal of providing
consumers a better control over their data [9]. The Mi Health
App was developed accordingly to record health data and
support long-term health management [10]. In 2019, the Korean
government initiated the “MyData” program, which aims to
give citizens increased access to personal data through mobile
phones. In the medical field, it enables the public to manage
their medical record [11]. The My HealthWay app was launched
in 2021 by the Korean Ministry of Health and Welfare to
integrate scattered medical data [12].

To further promote quality and efficiency, as well as to
recommend the future development of the mobile (eHealth)
app, perceptions and views from users are required to inform a
more system-friendly design. The objectives of this project are
to evaluate the factors associated with the downloading and
utilization of the eHealth app; to examine the awareness, use,
and acceptability of the mobile eHealth app; to explore whether
eHealth app use may be associated with the joining of the
eHRSS; the reasons for nonuse among those who joined the
eHRSS; the extent to which the app improves user experience
and influences health service utilization; and to recommend a
potential room for improvement of the eHealth apps.

Methods

Sampling Frame and Recruitment
A self-administered questionnaire was adopted in this study.
Prospective study participants were based on a list of patients
provided by the HA. A simple random sampling methodology
was mainly used. Over 5.5 million existing eHRSS users were
included in the population, and computer-generated numbers
were listed correspondingly for participant recruitment. An
invitational SMS was first sent by the HA to existing eHRSS
users. This served to alert the participants that they would
receive a subsequent survey invitation by Chinese University
of Hong Kong via SMS [13]. Then research teams at the Chinese
University of Hong Kong sent messages to those people who
had received an invitation from the HA through a bulk SMS
sending platform (MD SMS by Media Digital Technologies
Corporation Limited). Supplemented by a convenience sampling
methodology, the online survey link was shared on the website
of the HA, eHealth Facebook and Instagram page, eHealth app,
eHealth website so that both health care recipients and
non–health care recipients could access the questionnaires. The
overall response rate was 66.71% (3026/4536).

Survey Instruments
Survey items focused on the awareness, use, and acceptability
of the eHealth app; the association between the use of the
eHealth app and the joining of the eHRSS; the reasons why
some users did not use the eHealth app after joining the eHRSS;
the extent to which the eHealth app improved user experience,
modified health service access, and health management; and
recommendations for possible improvement of the eHealth app.
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The surveys were designed by an academic physician with
relevant experience in projects related to the eHRSS, and
extensive expertise in both clinical and public health research
studies. The questionnaire draft was face-validated by a panel
of epidemiologists, biostatisticians, and professionals in the
field of health care policy, public health, and primary care. It
was subsequently pilot tested for feasibility and item
comprehensiveness among 20 people. The completion rate was
65% (13/20), and the average response time was 7 minutes and
40 seconds (Multimedia Appendix 1).

The surveys were available in both Chinese and English
versions. All surveys were anonymous, and written consent was
provided by the participants at the start of the questionnaire.
The study participants were informed that all information
presented would be in the form of aggregated data that could
not identify any individuals.

Ethics Approval
This study was approved by the Survey and Behavioral Research
Ethics Committee of the Chinese University of Hong Kong
(approval number SBRE-21-0184).

Statistical Analysis
All surveys were checked for their completeness and the
presence of participant consent. All data entry and analysis were
conducted using SPSS version 26.0 (IBM, Inc.). As part of
quality control, at least 20% (422/2110) of all surveys were
randomly checked for the validity, quality, and accuracy. All
items in the survey were analyzed as stratified according to the
status of enrollment. The primary outcome measure was the
downloading and acceptance of the eHealth app. We tested for
the presence of statistical association by identifying potential
associated factors using univariate and multivariate regression
analyses. We included age, gender, educational level, job status,
monthly household income, the types of mobile phone operating
systems currently in use, the eHRSS enrollment status, perceived
enablers of acceptance, and perceived barriers of the eHealth
app use. Any factors identified as significant in univariate
analysis (P<.20) will be included in a subsequent multivariable
regression analysis model. All Pvalues ≤.05 will be considered
statistically significant in the multiple logistic regression
analysis. Assuming the proportion of the primary outcomes was
50%, which would provide the largest sample size, a total of
2110 surveys would result in precision of approximately 2.2%.
In addition, we performed structural equation modeling to
identify interactions among the variables.

Health Behavioral Models
To investigate the factors that could predict downloading and
acceptance of the eHealth app, we used 2 internationally
recognized models that have been widely adopted to examine
the use of new technologies. These were the Technology
Acceptance Model (TAM), which was first developed by Fred
D Davis, Richard P Bagozzi, and Paul R Warshaw [14]. It is an
adaptation of the Theory of Reasoned Action (TRA) to the
discipline of information systems. The TAM hypothesizes that
perceived usefulness and perceived ease of use could influence
an individual’s intention to use an information system [15]. The
meditator of actual acceptance of the system is the intention to

use. The model also considered perceived ease of use as a direct
determinant of perceived usefulness. The TAM has been
simplified by omitting the construct pertinent to attitude, as
used in the TRA model. In the survey, perceived usefulness has
been assessed using a series of questions related to the
convenience and the benefit of using the app. To measure the
ease of use, respondents have been asked about their experience
in the downloading and acceptance processes, whether the app
is easy to download, easy to find function, and contains the
health information they want. For perceived barriers,
respondents were asked about factors preventing them from
downloading or adopting the app, such as doctors do not
recommend or participate and concerns about personal privacy
(Multimedia Appendix 2).

Furthermore, we employed the Theory of Planned Behavior
(TPB), a commonly used psychological theory that links
people’s beliefs and behaviors [16]. The underpinning theory
identified 3 core predictors, namely, attitude (A1-4), subjective
norms (SN1-3), and perceived behavioral control (BI1-2) as
modifiers of intention. Items from these 3 constructs, for
example, suggestions from people who influence users’
behavior, were recoded into the questionnaire as measurement
(Multimedia Appendix 3) [17,18]. A 5-point Likert scale
(strongly disagree, disagree, neutral, agree, and strongly agree)
and a 2-point Likert scale (yes and no) were used in the survey
design. Survey questions related to the acceptance and use of
the app were designed according to the components of the TAM
and TPB models. In our survey, attitude was the measurement
of enabling factors, and the subjective norm referred to how the
respondents viewed the idea of other people’s perceptions about
the app, including the recommendation from doctors, friends,
and family members. The specific questions related to attitude
and subjective norm are “Do you agree with the following
reasons that can increase your motivation to continuously
use/start to use the eHealth app” and “Do you agree with the
following reasons that hinder your motivation to continuously
use/start to use the eHealth App” (Multimedia Appendix 4).
The theory hypothesized that behavioral intention is the most
antecedent influencer of behavior. In the current structural
equation modeling, we included the following additional
variables into the TAM: age, gender, educational level,
occupation, types of mobile phone operating systems, and
enrollment status of the eHRSS. All P values ≤.05 were regarded
as statistically significant.

Results

Participant Characteristics
A total of 2110 completed surveys were collected (Table 1).
Overall, there were more male than female respondents
(1184/2110, 56.11%, vs 926/2110, 43.89%). Among the study
participants, 46.16% (974/2110) were aged between 41 and 60,
while 39.72% (838/2110) were aged above 60. Over one-half
of the respondents attained secondary educational level
(1118/2107, 53.06%). Nearly half of the respondents had
full-time or part-time jobs (999/2024, 49.36%). For income
level, the highest proportion of monthly household income was
HK $10,000-19,999 (1HK $=US $0.12; 458/2110, 26.44%).
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Table 1. Participant characteristics (N=2110).

Values, n (%)Characteristics

Age (years)

136 (6.45)16-30

162 (7.68)31-40

343 (16.26)41-50

631 (29.91)51-60

636 (30.14)61-70

202 (9.57)>70

Gender

1184 (56.11)Male

926 (43.89)Female

Educational level (n=2107)

150 (7.12)Primary or below

1118 (53.06)Secondary

839 (39.82)Tertiary or above

3 (not counted)aOther

Job status (n=2024)

999 (49.36)Employed (Full-time/part-time)

100 (4.94)Unemployed

695 (34.34)Retired

138 (6.82)Housewives

53 (2.62)Students

39 (1.93)Others

86 (not counted)aRefuse to answer

Monthly household income (HK $; n=1732)b

373 (21.54)<10,000

458 (26.44)10,000-19,999

335 (19.34)20,000-29,999

154 (8.89)30,000-39,999

180 (10.39)40,000-59,999

232 (13.39)≥60,000

378 (not counted)aRefuse to answer

Phone currently in use

700 (33.18)Apple iOS

1110 (52.61)Android

174 (8.25)Huawei

126 (5.97)Others

aAs these options are out of the original categories, the answers were “not counted” and thus not used in the analysis.
b1HK $=US $0.12.

Participants were classified into several groups according to
downloading and acceptance of the eHealth app (Multimedia
Appendix 5). A total of 1242 respondents have enrolled in the
eHRSS, downloaded, and adopted the eHealth app (group 1).

There were 275 participants who have enrolled in the eHRSS,
downloaded the eHealth app, but did not adopt the app (group
2). The third group included 203 respondents that have enrolled
in the eHRSS, but have neither downloaded nor adopted the
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app (group 3). In the following paragraphs, the findings were
stratified according to these 3 groups of respondents.

The COVID-19 vaccination program (649/2110, 30.76%),
medical doctors (647/2110, 30.66%), publicity (posters,
pamphlets, television, outdoor advertisements; 533/2110,
25.26%), and friends or family members (388/2110, 18.39%)
were the 4 major sources of information about the eHealth app
among respondents (Multimedia Appendix 6). We did not
observe a distinct difference in the distribution of sources among
the 3 groups.

Perceived Enablers and Barriers of the App
In group 1, the majority of participants agreed that the app can
show their accurate vaccination records (1118/1242, 90.02%)
and other health records (1081/1242, 87.04%). They also

expressed that the app provides useful administrative functions,
including giving consent to health care providers for sharing
their data (1044/1242, 84.06%), easier management of eHealth
accounts (1005/1242, 80.92%), and empowerment of their
family members and own health (940/1242, 75.68%). A similar
result was also noted in the other 2 groups (Tables 2 and 3).

Among the study participants in group 1 (Tables 4 and 5), the
major barrier was that their physicians had not joined the
eHealth app (505/1028, 49.12%) and that their doctors did not
mention, recommend, or think it is necessary to use the eHealth
app (417/1078, 38.68%). Respondents in groups 2 and 3
perceived that the downloading procedure is complicated
(172/382, 45%) and were concerned about their personal
information and privacy (243/461, 52.7%), respectively.

Table 2. Perceived enablers of downloading the eHealth app.

Not having downloaded and
used eHealth app (n=469)

Downloaded but not used
eHealth app (n=399)

Downloaded and used eHealth
app (n=1242)

Enablers of downloading

Strongly agree or agree, n (%)Strongly agree or agree, n (%)Strongly agree or agree, n (%)

332 (70.79)293 (73.43)920 (74.07)It is convenient to get information about different
government-subsidized medical programs

380 (81.02)309 (77.44)1081 (87.04)I can view my accurate health records

359 (76.55)281 (70.43)1005 (80.92)I can manage my eHealth account easily (eg, update
the communication means)

378 (80.60)307 (76.94)1044 (84.06)I can give sharing consents to health care providers
easily so that they can view my health records

368 (78.46)269 (67.42)899 (72.38)I can find the health care providers and doctors that
are participating in different health programs with ease

371 (79.10)270 (67.67)904 (72.79)I can check the remaining balance and record of the
Elderly Health Care Voucher Scheme

383 (81.66)321 (80.45)1118 (90.02)I can show the vaccination record/QR code

367 (78.25)274 (68.67)940 (75.68)It helps to manage my health and my families’ health

244 (52.03)202 (50.63)691 (55.64)My friend recommended me to use the “eHealth” app

282 (60.13)225 (56.39)777 (62.56)My family recommended me to use the “eHealth” app

312 (66.52)240 (60.15)797 (64.17)My doctor recommended me to use the “eHealth” app

271 (57.78)216 (54.14)730 (58.78)Government’s advertisement of the “eHealth” app

201 (42.86)148 (37.09)466 (37.52)I can get souvenirs
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Table 3. Perceived enablers of acceptance of the eHealth app.

Not having downloaded and
used eHealth app (n=469)

Downloaded but not used
eHealth app (n=399)

Downloaded and used eHealth
app (n=1242)

Enablers of acceptance

95% CIMean (SD)n95% CIMean (SD)n95% CIMean (SD)n

3.69-3.823.76 (0.75)3323.66-3.833.75 (0.85)2933.80-3.893.84 (0.78)920It is convenient to get information about different
government-subsidized medical programs

3.89-4.023.96 (0.71)3803.78-3.963.87 (0.87)3094.11-4.204.15 (0.79)1081I can view my accurate health records

3.79-3.923.86 (0.71)3593.62-3.793.70 (0.86)2813.95-4.033.99 (0.73)1005I can manage my eHealth account easily (eg, update
the communication means)

3.86-3.993.92 (0.71)3783.75-3.923.84 (0.85)3074.03-4.114.07 (0.73)1044I can give sharing consents to health care providers
easily so that they can view my health records

3.82-3.953.89 (0.69)3683.61-3.763.68 (0.80)2693.82-3.903.86 (0.75)899I can find the health care providers and doctors that
are participating different health programs with ease

3.82-3.953.88 (0.72)3713.63-3.803.71 (0.86)2703.86-3.953.90 (0.81)904I can check the remaining balance and record of the
Elderly Health Care Voucher Scheme

3.93-4.064.00 (0.73)3833.86-4.033.95 (0.86)3214.18-4.264.22 (0.72)1118I can show the vaccination record/QR code

3.83-3.963.89 (0.72)3673.64-3.823.73 (0.89)2743.89-3.983.93 (0.79)940It helps to manage my health and my families’health

3.37-3.523.44 (0.86)2443.32-3.503.41 (0.94)2023.50-3.603.55 (0.91)691My friend recommended me to use the “eHealth”
app

3.48-3.643.56 (0.87)2823.40-3.593.5 (0.95)2253.63-3.733.68 (0.89)777My family recommended me to use the “eHealth”
app

3.64-3.783.71 (0.77)3123.49-3.673.58 (0.88)2403.65-3.753.7 (0.88)797My doctor recommended me to use the “eHealth”
app

3.44-3.593.52 (0.86)2713.40-3.583.49 (0.92)2163.56-3.663.61 (0.88)730Government’s advertisement of the “eHealth” app

3.15-3.333.24 (0.99)2013.05-3.253.15 (1.05)1483.15-3.273.21 (1.08)466m. I can get souvenirs

Table 4. Perceived barriers to downloading of the eHealth app.

Not having downloaded and used
the eHealth app (n=365-461)

Downloaded but not used the
eHealth app (n=301-391)

Downloaded and used the
eHealth app (n=1028-1222)

Barrier

Strongly agree or agree, n (%)Strongly agree or agree, n (%)Strongly agree or agree, n (%)

151/365 (41.37)133/310 (42.90)505/1028 (49.12)One’s physician has not joined

181/425 (42.59)144/347 (41.50)392/1092 (35.90)Only see 1 doctor who is familiar with my
health records

156/441 (35.37)97/358 (27.09)295/1157 (25.50)No sickness

243/461 (52.71)168/388 (43.30)408/1222 (33.39)Concerned about personal information and
privacy

183/403 (45.41)136/333 (40.84)417/1078 (38.68)My doctor did not mention about/recom-
mend/think it is necessary to use the “eHealth”
app

119/441 (26.98)94/372 (25.27)203/1167 (17.40)I do not know how to use a smartphone/mobile
app

209/455 (45.93)161/391 (41.18)372/1216 (30.59)Not willing for others to read one’s own health
records

172/437 (39.36)134/374 (35.83)266/1198 (22.20)Uncertain about the benefits of the eHealth app

173/423 (40.90)172/382 (45.03)321/1216 (26.40)Complicated downloading procedures
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Table 5. Perceived barriers to acceptance of the eHealth app.

Not having downloaded and used
the eHealth app (n=469)

Downloaded but not used the
eHealth app (n=399)

Downloaded and used the
eHealth app (n=1242)

Barrier

95% CIMean (SD)n95% CIMean (SD)n95% CIMean (SD)n

3.05-3.263.16 (0.95)1513.18-3.413.30 (0.92)1333.23-3.373.30 (1.08)505One’s physician has not joined

3.02-3.233.12 (0.92)1812.97-3.23.09 (0.93)1442.96-3.093.03 (1.02)392Only see 1 doctor who is familiar with my
health records

2.86-3.082.97 (0.97)1562.71-2.952.83 (0.95)972.66-2.802.73 (1.02)295No sickness

3.34-3.583.46 (1.06)2432.96-3.223.09 (1.05)1682.86-3.022.94 (1.14)408Concerned about personal information and
privacy

3.14-3.333.23 (0.86)1833.12-3.333.22 (0.84)1363.05-3.183.11 (0.98)417My doctor did not mention about/recom-
mend/think it is necessary to use the
“eHealth” app

2.67-2.892.78 (1.00)1192.57-2.832.70 (1.07)942.36-2.512.43 (1.11)203I do not know how to use a smart-
phone/mobile app

3.17-3.393.28 (1.00)2092.95-3.23.08 (0.99)1612.82-2.962.89 (1.09)372Not willing for others to read one’s own
health records

3.05-3.263.15 (0.93)1722.95-3.183.06 (0.95)1342.63-2.772.70 (1.04)266Uncertain about the benefits of the eHealth
app

3.13-3.333.23 (0.88)1733.07-3.323.20 (1.01)1722.73-2.862.79 (1.05)321Complicated downloading procedures

Perception of Processes of Acceptance of the App
The proportion of participants in group 1 who were positive
about the downloading and acceptance processes was in general
higher than those in group 2. Most respondents in group 1 were
satisfied with the downloading processes (908/1242, 73.11%;
Multimedia Appendix 7). However, the proportion of group 2
participants expressing satisfaction about the downloading
process was lower (239/399, 59.90%). Regarding the acceptance
process, respondents in group 1 were satisfied with the app’s
user experience and interface. They agreed that the fonts and
size of the words were easy to read (947/1242, 76.25%), that
the icon and tables were easy to understand (880/1242, 70.85%),
and that the app was easy to use overall (869/1242, 69.97%).
Among respondents in group 2, 60.6% (242/399) agreed that
the fonts and size of the words were easy to read, and nearly
half of them agreed that the icons and tables were easy to
understand (190/399, 47.6%).

Applicability and Perception of the App
In terms of applicability, vaccine records (1108/1242, 89.21%),
appointment records (1055/1242, 84.94%), medication records
(1015/1242, 81.72%), allergy records (924/1242, 74.40%), and
health management (786/1242, 63.29%) were the top 5 useful
functions among the users (Multimedia Appendix 8). These
proportions were higher in group 1 than in group 2.

Turning to the perception of the app (Multimedia Appendix 9),
a high percentage of group 1 respondents (ie, app users) were
satisfied with the app overall (975/1242, 78.50%), agreed that
it enhanced the experience of health services (962/1242,
77.46%), enhanced concerns about health information
(926/1242, 74.56%), and enhanced management of health on
their own (889/1242, 71.58%). Over 50% (211/399, 52.9%)
agreed that the app improved the health of family members.
Group 2 respondents (ie, nonusers) also reported a positive

perception of the app, although the proportion agreeing with
these items was lower.

Expectations on the Future Development of the App
A high proportion of group 1 respondents, current users,
expressed a positive attitude about continuing to adopt
(1105/1242, 88.97%) and recommend the app to friends,
colleagues, and family members (1024/1242, 82.45%;
Multimedia Appendix 10). The proportion agreeing to
continuously use and recommend among the nonusers in groups
2 and 3 was also high. Over 70% and 60% of the respondents
in groups 2 (283/399, 70.9%, and 290/399, 72.7%) and 3
(320/469, 68.2%, and 304/469, 64.8%), respectively, expressed
positive attitude toward future acceptance and recommendation
of the app, respectively. Among all respondents, they expected
to access more health records via the app, for example, the
laboratory results (1707/2110, 80.90%) and the radiographic
images (1484/2110, 70.33%), and to have customized health
information, for example, age-specific health care
recommendations (1378/2110, 65.31%) and tailored health tips
(1121/2110, 53.13%). In group 1, the inclusion of the laboratory
result was the most frequently cited item (1094/1242, 88.08%),
followed by radiographic images (980/1242, 78.90%) and
age-specific health care recommendations (843/1242, 67.87%).
The results were similar compared with responses in groups 2
and 3.

Factors Associated With Downloading and Acceptance
Respondents were more likely to download the app when they
had joined the eHRSS (adjusted odds ratio [aOR] 9.2, 95% CI
6.35-13.32; P<.001); had attained secondary educational level
(aOR 1.63, 95% CI 1.08- 2.46; P=.02); reported being able to
view their accurate health records (aOR 1.41, 95% CI 1.02-1.95;
P<.035); reported being able to show the vaccination records
or QR codes (aOR 1.43, 95% CI 1.03-1.98; P=.031); and
reported one’s physician had not joined the eHRSS (aOR 1.45,
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95% CI 1.18-1.77; P<.001; Tables 6 and 7). Housewives (aOR
0.44, 95% CI 0.23-0.84; P=.013) and participants who were
concerned about personal information and privacy (aOR 0.74,
95% CI 0.60-0.90; P=.003) were significantly less likely to
download the eHealth app.

The independent factors associated with the acceptance of the
eHealth app were similar to those associated with downloading,

except that male participants (aOR 1.85, 95% CI 1.36-2.52;
P<.001) were more likely to adopt, whereas individuals with
primary educational level or below (aOR 0.49, 95% CI
0.25-0.94; P=.03) and study participants who were uncertain
about the benefits of the eHealth app (aOR 0.80, 95% CI
0.66-0.96; P=.02) or perceived the downloading procedures as
complicated (aOR 0.81, 95% CI 0.68-0.96; P=.01) were less
likely to adopt (Tables 6 and 7).

Table 6. Factors associated with downloading and acceptance of the eHealth app.

AcceptanceDownloadingUsers, n
(n=1159)

Factor

P valueaOR (95% CI)Values, n (%)P valueaORa (95% CI)Values, n (%)

.53.63Age (years)

1 (reference)82 (54.7)1 (reference)105 (70)15016-40

.271.31 (0.81-2.13)347 (60.8).481.22 (0.70-2.11)440 (77.1)57141-60

.321.35 (0.75-2.43)280 (63.9).331.40 (0.71-2.78)361 (82.4)438>60

 Gender

<.0011.85 (1.36-2.52)458 (67.4).351.19 (0.83-1.73)553 (81.3)680Male

1 (reference)251 (52.4)1 (reference)353 (73.7)479Female

.04 .03Educational level

.030.49 (0.25-0.94)32 (43.8).810.91 (0.44-1.91)50 (68.5)73Primary or below

.761.05 (0.75-1.48)373 (60.5).021.63 (1.08-2.46)491 (79.6)617Secondary

1 (reference)304 (64.8)1 (reference)365 (77.8)469Tertiary or above

.48 .01Job status

1 (reference)404 (62.9)1 (reference)504 (78.5)642Full-time/part-time

.621.21 (0.57-2.56)26 (53.1).461.38 (0.59-3.21)36 (73.5)49Unemployed

.580.89 (0.58-1.35)230 (65.3).671.12 (0.67-1.88)297 (84.4)352Retired

.130.63 (0.34-1.15)29 (39.2).010.44 (0.23-0.84)45 (60.8)74Housewives

.730.82 (0.27-2.52)11 (50).230.49 (0.15-1.57)13 (59.1)22Students

.170.47 (0.16-1.38)9 (45).020.27 (0.09-0.82)11 (55)20Others

.82.27Monthly household income (HK $)b

1 (reference)118 (51.8)1 (reference)170 (74.6)228<10,000

.411.20 (0.78-1.85)177 (59).720.91 (0.55-1.51)227 (75.7)30010,000-19,999

.791.07 (0.67-1.70)141 (62.7).290.74 (0.43-1.29)174 (77.3)22520,000-29,999

.461.18 (0.75-1.86)273 (67.2).471.22 (0.71-2.08)335 (82.5)406≥30,000

.19.05Phone currently in use

1 (reference)239 (61)1 (reference)295 (75.3)392Apple iOS

.690.93 (0.67-1.31)391 (63.6).341.22 (0.82-1.82)501 (81.5)615Android

.510.83 (0.47-1.46)54 (58.1).531.24 (0.63-2.46)73 (78.5)93Huawei

.030.47 (0.24-0.94)25 (42.4).040.46 (0.22-0.97)37 (62.7)59Others

 Joining of eHRSSc

<.0019.77 (6.64-14.38)665 (72)<.0019.20 (6.35-13.32)807 (87.3)924Yes

1 (reference)44 (18.7)1 (reference)99 (42.1)235No

aaOR: adjusted odds ratio.
b1HK $=US $0.12.
ceHRSS: electronic Health Record Sharing System.
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Table 7. Factors associated with perceived enablers and barriers of the eHealth app.

P valueaORa (95% CI)P valueaORa (95% CI)Factors

Perceived enablers (score: 1 [strongly disagree] to 5 [strongly agree])

.710.95 (0.74-1.23).700.94 (0.69-1.28)It is convenient to get information about different government-subsidized medical
programs

.011.40 (1.08-1.81).041.41 (1.02-1.95)I can view my accurate health records

.181.26 (0.90-1.75).320.82 (0.55-1.22)I can manage my eHealth account easily (eg, update the communication means)

.441.12 (0.84-1.50).471.14 (0.80-1.63)I can give sharing consents to health care providers easily so that they can view my
health records

.0030.62 (0.45-0.85).0010.49 (0.33-0.73)I can find the health care providers and doctors who participated in different health
programs with ease

.821.03 (0.78-1.37).950.99 (0.70-1.40)I can check the remaining balance and record of the Elderly Health Care Voucher
Scheme

.031.33 (1.02-1.75).031.43 (1.03-1.98)I can show the vaccination record/QR code

.060.76 (0.56-1.01).090.73 (0.51-1.06)It helps to manage my health and my families’ health

.920.98 (0.72-1.35).201.28 (0.88-1.86)My friend recommended me to use the “eHealth” app

.421.14 (0.82-1.59).631.10 (0.75-1.62)My family recommended me to use the “eHealth” app

.230.85 (0.65-1.11).230.83 (0.60-1.13)My doctor recommended me to use the “eHealth” app

.961.01 (0.80-1.27).971.00 (0.76-1.32)Government’s advertisement of the “eHealth” app

.171.13 (0.95-1.34).221.14 (0.93-1.39)I can get souvenirs

Perceived barriers (score 1 [strongly disagree] to 5 [strongly agree], discard those answering “N/A”)

.041.18 (1.01-1.39)<.0011.45 (1.18-1.77)One’s physician has not joined

.421.08 (0.90-1.29).901.01 (0.82-1.26)Only see 1 doctor who is familiar with my health records

.750.97 (0.81-1.16).580.94 (0.76-1.16)No sickness

.160.89 (0.75-1.05).0030.74 (0.60-0.90)Concerned about personal information and privacy

.581.05 (0.87-1.27).121.20 (0.95-1.51)My doctor did not mention about/recommend/think it is necessary to use the “eHealth”
app

.621.04 (0.89-1.22).770.97 (0.81-1.17)I do not know how to use a smartphone/mobile app

.681.04 (0.87-1.24).661.05 (0.84-1.31)Not willing for others to read one’s own health records

.020.80 (0.66-0.96).060.81 (0.64-1.01)Uncertain about the benefits of the eHealth app

.020.81 (0.68-0.96).230.88 (0.71-1.08)Complicated downloading procedures

aaOR: adjusted odds ratio.

Findings From the Health Behavioral Models
In the TAM, perceived usefulness (β=.52; P<.001) and
behavioral intention (β=.19; P<.001) were determined by
perceived ease of use. The behavioral intention strongly
predicted the acceptance of the eHealth app (β=.89; P<.001).
Age (β=.07; P<.001) and whether the participant is a student
or not (β=–0.09; P<.001) predicted the perceived usefulness.
However, perceived usefulness did not significantly predict
behavioral intention (β=.03; P=.32; Figure 1).

Turning to the TPB, attitude (β=.30; P<.001) and subjective
norm (β=.37; P<.001) played important roles in determining
behavioral intention, which could predict the downloading and
acceptance of the eHealth app (β=.14; P<.001). The
downloading and acceptance of the eHealth app could also be
predicted by perceived behavior control (β=.14; P<.001). For
the 3 core predictors, attitude was predicted by the subjective
norm (β=.36; P<.001) and perceived behavior control (β=.23;
P<.001). Subjective norm was predicted by attitude (β=.36;
P<.001) and perceived behavior control (β=.11; P<.001).
Perceived behavior control was predicted by attitude (β=.23;
P<.001) and subjective norm (β=.27; P<.001; Figure 2).
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Figure 1. Factors predictive of downloading and acceptance of the eHealth app by the Technology Acceptance Model. *P<.05 (2-tailed).

Figure 2. Factors predictive of downloading and acceptance of the eHealth app by the Theory of Planned Behavior. *P<.05 (2-tailed).

Discussion

Principal Findings
Overall, the satisfaction rate among the respondents was high.
The satisfaction rate among group 2 respondents was relatively
lower, and few of them perceived the downloading process as
complicated. The willingness to continue to use and recommend
the app was strong among all respondents. The 3 major enablers
of adopting the app were the viewing of health records,
especially the vaccination record; managing their eHealth
accounts and sharing consent; and managing their family
members’ and their own health. However, respondents of the
3 groups had different perceived barriers. These include one’s
physician had not joined the eHRSS or had not recommended
the eHealth app to them, a complicated downloading process,
and privacy concerns. Most of the respondents expected to
access more health records in the app, such as laboratory results
and radiographic images, and have more personalized health
information and health tips based on their age groups and health
condition.

Limitations
This study has a few limitations. First, the survey was cross
sectional, and so only the correlation could be measured instead
of the causal relationship with the possibility of reverse

causality. To corroborate the enablers and barriers, prospective
longitudinal studies are required. In addition, face validity rather
than construct validity was applied in the design of the
questionnaire. The consistency reliability of the survey
measurements has not yet been evaluated. Besides, some
variables that could affect the downloading and acceptance of
eHealth app may not be discussed in this study. Hence, there
was a possibility of residual confounding. Finally, the study
focused on acceptance of the app and examined individual
factors affecting its use, which was based on a more individual
level by using the TAM and TPB models in study design and
analysis. Referring to Shachak et al’s [19] study on the
complexity of the health information technology
implementation, a more sociotechnical-level study that examines
the complex and overall cyber-social system in which users,
cultures, networks, technologies, and processes are involved
should be conducted in the future.

Comparison With Prior Work
eHealth app provides accurate and quick retrieval of clinical
details for the citizens, as well as a platform for citizens to record
self-monitoring health data. Thus, the app also facilitated the
work of health care professionals with the integration and
sharing of health records [5,7]. A medical app that contained
medication, vaccine, and appointment records was convenient
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for the users of health care services. This helps to contribute to
a user-friendly system that enhanced more patients’ use of the
app. Among the eHealth app users in different studies, ease of
use, user-friendliness, and availability of resources were the
success factors facilitating the use of the app [20]. The eHealth
app seems to empower the users to participate in health services,
access health information, and manage their family members’
and their own health, which has contributed to the overall
satisfaction (975/1242, 78.50%) with the eHealth app.

Similar to our previous studies in 2020, many participants
learned about the eHRSS from others, including medical doctors,
posters, television, and outdoor advertisement [7,21]. However,
the occurrence of the coronavirus pandemic has raised public
awareness of eHealth technology [22]. Our results showed that
the COVID-19 vaccination program has become the major
source for people to learn about the app. The practical use of
the eHealth app, including COVID-19 vaccination record and
vaccine pass, has encouraged a large group of citizens to
download and adopt the eHealth app. Based on the systematic
analysis of 8 studies from the United States, China, and
Switzerland, patient engagement has been enhanced by eHealth
technologies, as these supported contact tracing and improved
access to surveillance data [23]. A group of Canadian scholars
found that the use of an eHealth app could be enhanced and
made available widely in a pandemic context when eHealth
technologies are integrated with public health policy and
programs, which in turn could facilitate the flow of information
and communication [24]. These helped to explain why the
downloading and acceptance of the eHealth app, as a medical
informatics technology, had a large increase during the
pandemic.

The participation of doctors was decisive to encourage the
citizens to download and use the eHealth app. Our previous
study in 2020 found that the actual use of the eHRSS among
patients was also significantly associated with the enrollment
among physicians [7]. Giving sharing consent to health care
providers was one of the major enablers for people to download
and use the app. However, if their doctor did not join eHealth,
it is of no use for them to give sharing consent to the doctor.
This may lower the perceived usefulness of the app and
discourage people to adopt. In our result, the TPB implied that
subjective norm, doctor’s recommendation, could largely
determine the participants’ willingness to download and adopt
the app. The downloading and acceptance processes have been
found satisfactory in the responses, especially among the
respondents in group 1. However, the respondents hesitated to
adopt the app because of perceived complicated downloading
procedures. The eHealth app had users with a wide range of
demographic characteristics and different levels of technical
proficiency. Besides, the elderly and less educated citizens might
have difficulties in adopting mobile apps. It was also found that
the respondents in group 2 reported a lower satisfaction rate
with the app. Based on the TAM, perceived usefulness and
perceived ease of use are the key factors in the process of
adopting new technology. A cross-sectional study by Canadian
medical practitioners found that perceived ease of use was the
strongest facilitator for electronic health record use, whereas
usefulness and ease of use were the main factors influencing

system acceptance among nonusers [25]. A systematic review
also stated that lower perceived ease of use may lead to
resistance to further acceptance and require additional effort
and time [26]. In our study, respondents who faced difficulties
in the downloading and acceptance processes had reduced
willingness to download and use the app.

Privacy was an important perceived barrier to the acceptability
of the eHealth app. The respondents in group 3 were worried
about their personal information and privacy. As supported by
international studies, privacy was a common concern raised by
the public about eHealth technologies [27], especially when
patients’ lifestyles and activities were collected by multiple
mobile health apps [28]. By contrast, our result showed that a
significantly lower percentage of the users expressed concern
about privacy, and that they had a generally high satisfaction
rate with the app. Those who have already used the app valued
their experience and benefits outweighed the privacy issue. This
result was also suggested by a previous study on perceived
benefits and concerns toward health information exchange [29].
Data security was also found to be a major barrier for
non-enrollees not registering for the eHRSS in our 2020 study
[7].

Implication
More assistance and support should be provided regarding the
perceived difficulties in using mobile apps. To enhance the
acceptance rate among people who have not adopted or
downloaded the app, the utility and benefit of the app should
be emphasized among the public. We suggest further promoting
the app through doctors by sharing the benefits of health
management in using the app with the citizens. For future
development, more sharable scope of the health record, such as
laboratory results and radiographic images, and customized
health information, including age-specific health care
recommendations and tailored health tips, should be included.

Regarding the perception of difficulties in using mobile apps,
the user interface and user experience should be further
enhanced. The acceptance of the eHealth app requires a certain
level of technology literacy and a fair understanding of digital
technology [30]. To have a full experience of eHealth, users are
required to develop fundamental skills in health, information,
science, media, computer, and the internet [31]. The publicity
channels could be used to educate and provide some quick tips
to the citizens. Users should also be encouraged to manage their
family members, who are less familiar with the mobile apps,
via the eHealth app.

Regarding the privacy issue, the security and privacy measures
applied to the eHealth app should be reinforced. Further, it is
an effective way to ensure widespread participation in the
eHealth app by emphasizing the utility and benefits of the app
[29,32]. The strategy is to present positively framed messages
to the participants [33]. The usefulness and convenience of the
eHealth app should be emphasized as they were strong predictive
factors of acceptance of the eHealth app. A high percentage of
respondents agreed that using the app could enhance their
experience of health services, their concerns about health
information, their management of health, and improve the health
of family members.
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In our findings, doctors had an important role in determining
people’s acceptance of the app. Doctors could recommend
citizens managing the eHealth account and sharing function,
which were the top-rated perceived enablers. The app could
also improve the workflow of the doctors by allowing them to
access patients’ health records that have been shared in the
eHRSS. Doctor was an important source for citizens to
acknowledge the eHealth app. Therefore, it was also important
to introduce the eHealth app to doctors and health care providers,
encourage them to manage patients’ health, and facilitate
comanagement by patients and their family with the assistance
of the eHealth app.

For future improvement, personalized and age-specific health
care recommendations should be provided to facilitate a more
patient-centered eHealth app [34]. Health information, health
care recommendation, and support could be individualized to
the patients. Tailored health information was processed and
selected by human or computer algorithms from a database
developed for the citizens. The self-monitoring health data
recorded in the app by the citizens are also one of the sources

for the database. With more self-input health data in the app
(eg, BMI, health vital, and medication list), the data collected
could be used to provide tailor-made health tips. Tailored health
messages or recommendations could thus be individualized
according to the patients’ needs that were able to command
greater attention and were easier to be understood [35]. Health
information could be specific to the age and chronic diseases
or other personal backgrounds of the citizen, which could
improve the design of the app.

Conclusions
Overall, the respondents had a high satisfaction rate and a
positive attitude toward continuing to adopt and recommend
the app. The eHealth app seemed to empower citizens and their
family members by enhancing their health information,
self-management strategies, and experience with health services.
However, privacy concerns and perceived difficulties in
adopting were the major challenges of promoting eHealth. More
comprehensive health records and tailored health information
were recommended to be included for future improvement.
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TAM: Technology Acceptance Model
TPB: Theory of Planned Behavior
TRA: Theory of Reasoned Action
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Abstract

Background: The unannounced standardized patient (USP) is the gold standard for primary health care (PHC) quality assessment
but has many restrictions associated with high human and resource costs. Virtual patient (VP) is a valid, low-cost software option
for simulating clinical scenarios and is widely used in medical education. It is unclear whether VP can be used to assess the quality
of PHC.

Objective: This study aimed to examine the agreement between VP and USP assessments of PHC quality and to identify factors
influencing the VP-USP agreement.

Methods: Eleven matched VP and USP case designs were developed based on clinical guidelines and were implemented in a
convenience sample of urban PHC facilities in the capital cities of the 7 study provinces. A total of 720 USP visits were conducted,
during which on-duty PHC providers who met the inclusion criteria were randomly selected by the USPs. The same providers
underwent a VP assessment using the same case condition at least a week later. The VP-USP agreement was measured by the
concordance correlation coefficient (CCC) for continuity scores and the weighted κ for diagnoses. Multiple linear regression was
used to identify factors influencing the VP-USP agreement.

Results: Only 146 VP scores were matched with the corresponding USP scores. The CCC for medical history was 0.37 (95%
CI 0.24-0.49); for physical examination, 0.27 (95% CI 0.12-0.42); for laboratory and imaging tests, –0.03 (95% CI –0.20 to 0.14);
and for treatment, 0.22 (95% CI 0.07-0.37). The weighted κ for diagnosis was 0.32 (95% CI 0.13-0.52). The multiple linear
regression model indicated that the VP tests were significantly influenced by the different case conditions and the city where the
test took place.
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Conclusions: There was low agreement between VPs and USPs in PHC quality assessment. This may reflect the “know-do”
gap. VP test results were also influenced by different case conditions, interactive design, and usability. Modifications to VPs and
the reasons for the low VP-USP agreement require further study.

(J Med Internet Res 2022;24(12):e40082)   doi:10.2196/40082

KEYWORDS

virtual patient; unannounced standardized patient; primary health care; primary care; quality assessment; quality improvement;
scenario; simulation; simulate; medical education; cross-sectional; digital health; eHealth

Introduction

Improving primary health care (PHC) services is one approach
to increasing universal health coverage [1]. PHC provides
comprehensive essential health care to the community by
supporting access to health monitoring, diagnosis, and treatment
[2] in an efficient and cost-effective manner [3,4]. PHC service
quality is an important factor affecting population health
outcomes and should be strengthened as part of health care
system reforms [5,6] and in the face of the drastic challenges
of the COVID-19 pandemic.

The unannounced standardized patient (USP) is regarded as the
gold standard to assess the quality of PHC services [7-10]. USP
is a rigorously trained actors portraying patients with certain
diseases who anonymously visit PHC services; they can provide
a standardized and timely evaluation of health care providers’
performance that prevents the Hawthorne effect, that is, changes
in practice associated with being observed [11]. However, USP
is limited to clinical conditions that have no obvious signs and
that do not require invasive examinations [12]; they are also
difficult to deploy in low- and middle-income countries due to
their heavy reliance on personnel and resources. The virtual
patient (VP), an improvement on computerized clinical vignettes
[13], has been proposed as a potential low-cost alternative to
USP. VP is a software tool; they simulate real clinical scenarios
and have been widely used in medical education [14] due to
their low requirements for equipment, high interactivity, safety,
and capacity for repeatable actions [15].

It is unknown whether assessments of quality based on VP agree
with those based on USP. Prior studies mainly applied VP in
medical education [16-18] as a tool to train students’ clinical
thinking, skills in medical history collection and diagnosis [19],
and attitudes toward patients [20]. Only a few studies have
directly compared VP and standardized patients; these studies
have found that skills training was less effective with VPs than
with standardized patients as the educational tool [21]. No study
so far has used VP for PHC quality assessment. Although VP
can examine users’ medical knowledge (ie, their competency)
in a similar way as vignettes, the results may not accurately
reflect the actual performance of users in real clinical practice
[22-24], and the Hawthorne effect cannot be avoided. There is
some evidence that VP user interfaces and usability may
influence VP-based assessment outcomes [14,25]. The extent
to which a VP may serve as a quality assessment tool needs
further research [26,27].

The current study belongs to a family of studies of PHC quality
assessments in China based on the multicenter, nation-wide

ACACIA (Health Care Quality Cohort in China) study [28].
This was a pilot study that specifically aimed to (1) examine
the agreement of VPs and USPs in assessing the quality of PHC
services and (2) identify factors influencing VP-USP agreement.

Methods

Study Design and Procedure
This multicenter, cross-sectional pilot study is part of the
ACACIA family of studies. The ACACIA protocol has been
published previously [28,29]. Briefly, ACACIA aims to develop
and validate USPs and paired VPs to assess clinical quality,
cost, and patient experiences in PHC across China. The study
sample’s representativeness was ensured by its multistage,
clustered sample design [30], stratified by the average life
expectancy in each province, geographic variations, and
feasibility [31]. Altogether, 7 provinces were selected, and their
capital cities and prefecture-level municipalities were used as
a stratum; 5 townships or urban subdistricts were selected in
each city based on probability proportional to size sampling.
PHC facilities were then examined in each location. For this
study of the agreement of VPs and USPs, a convenience sample
was selected of urban PHC facilities in the capital cities of the
7 study provinces, with USP visits to these centers conducted
between 2019 and 2021. All PHC providers in these centers,
including licensed practicing clinicians and unlicensed clinicians
under supervision of licensed physicians, served as our study
population.

Altogether, 720 USP visits were conducted. On-duty PHC
providers who met our criteria were randomly selected for USP
visits. The PHC providers who were visited by the USPs
received a VP assessment of the same cases at least a week later
to prevent the practice effect [32]. The agreement between these
2 tests was analyzed with the concordance correlation coefficient
(CCC) and the weighted κ.

Ethical Approval
Ethical approval was obtained from the Ethics Committee of
Sun Yat-sen University (2017-007), and all PHC providers
participating in the VP tests provided informed consent.

USP and VP Case Selection and Design
The USPs and VPs shared identical case designs to ensure
consistency and simplify the development process. The selection
and development process for these case designs was reported
previously [33]. Case designs were selected based on whether
the disease in question (1) had a high frequency of PHC clinical
encounters, (2) had a significant disease burden, (3) was present
in the main areas of PHC in China, and (4) was feasible for use
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in a USP test (ie, it was without obvious physiological signs
and had a low risk of needing invasive tests). Twelve case
designs were selected and rigorously developed: angina, asthma,
diarrhea, cold, gastritis, hypertension, lower back pain, migraine,
postpartum depression, stress urinary incontinence, tuberculosis,
and type 2 diabetes. The validity of the case designs was
verified, and they were found to have scale-level content validity
indices over 0.90, role-playing fidelity over 90%, and checklist
completion accuracy of 88% [34]. Most case designs had 5
modules: medical history, a physical examination, laboratory
and imaging tests, diagnosis, and treatment. There were
exceptions in 4 case designs (hypertension, lower back pain,
migraine, and postpartum depression) that did not require
laboratory or imaging tests. Due to the COVID-19 pandemic,
tuberculosis cases were excluded to protect the USPs from
unnecessary physical examinations, potential harm, and conflict
[34]. Thus, only 11 case designs were used in this pilot study.
Details of the case design development, modification, and
validity testing are provided in Multimedia Appendix 1.

USP Training and Implementation
The USP actors all received at least one week of
competency-based online-offline training and were assessed by
specialists who were not members of the research team [34].
Before the site visits, the USP actors were further examined to
ensure they could accurately portray the case designs according
to the standardized training manual [30]. On the day of the visit,
each USP was companied by a facilitator, who pretended to be
a relative of the USP. The visits were audio recorded with a
hidden recording device; these recordings were also used to
monitor the performance of the USP actors and ensure checklist
quality. If audio recordings were not available, field reports on
what the providers said and did during the visits were upload
to the online database of REDCap (Vanderbilt University)
immediately after the visit to reduce recall bias. An example of
a REDCap entry is provided in Multimedia Appendix 2.

VP Platform and Implementation
The VP was hosted on an online platform that could be accessed
via a mobile phone or computer. The 5 VP modules used 3
different interface designs. For the medical history and diagnosis
modules, the PHC providers were required to search for
keywords with at least 2 characters to trigger relevant inquiries
for selection. The physical examination module displayed all
possible options. In the laboratory and imaging test module and
the treatment module, some general options (eg, ordering blood

tests or electrocardiograms) could be chosen directly, while
specific options were made available after searching for
keywords. All actions were recorded and uploaded online
automatically.

For the field testing, PHC providers who agreed to participate
in the VP tests received the VP install package for their mobile
phone or personal computer alongside a user demonstration
video. For each PHC provider, the cases for the VP test were
the same as those for the USP test. The VPs were masked to
avoid bias due to providers noticing the tested cases. The VP
tests included a training VP case, which allowed the PHC
providers to become familiarized with the operation of the
system. There were no time limits for any of the VP tests to
avoid underestimated results caused by a lack of proficiency.
To facilitate the use of the VPs, some tests were organized
on-site, which may have led to test results that differed from
those completed by the PHC providers independently. Thus,
the location and manner of the tests, as well as the number of
VP tests assigned to each PHC provider and the age and sex of
the providers, were recorded for analysis.

Outcome Measures
The F1 score, recall, and precision were used to measure the
continuity of physical examinations, laboratory and imaging
tests, and treatment [35]. However, precision and F1 score could
not be calculated for medical history due to missing records for
unnecessary consultations during USP visits. We used a method
adapted from previous studies [36,37] in which recall represents
the proportion of PHC providers who completed the checklist
based on clinical guidelines, while precision was used to
quantitatively assess unnecessary actions in clinical practice.
The F1 score considered both recall and precision to be of equal
importance and combined them. As shown in the following
equation, the F1 score reflected both recall and precision:

In the equation and in Table 1, recall represents the proportion
of necessary actions that were performed in the tests and
precision represents the proportion of performed actions that
were necessary.

The results of the diagnoses were classified as ordinal variables
in line with clinical guidelines and were rated as completely
correct, partly correct, or incorrect.

Table 1. Explanation of the relationship between test results and case design for virtual patients and unannounced standardized patients. Recall is the
number of performed necessary actions divided by the number of necessary actions, while precision is the number of performed necessary actions
divided by the number of performed actions.

Unperformed actionsPerformed actions

Number of missing necessary actionsNumber of performed necessary actionsNecessary actions

N/AaNumber of performed unnecessary actionsUnnecessary actions

aN/A: not applicable.

Statistical Analysis
Characteristics of the PHC providers and VP test information
are shown as the mean (SD) for continuous variables and

percentages for categorical variables. CCC, which reflects the
criterion validity of the VP tests [28], was used to analyze the
agreement between precision, recall, and F1 score for VP and
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USP tests. CCC values <0.90, 0.90 to 0.95, 0.95 to 0.99, and
>0.99 were considered to represent poor, moderate, substantial,
and almost perfect agreement, respectively [38]. The weighted
κ (square weighted) was used to analyze diagnostic agreement
[28]; weighted κ values <0.20, 0.20 to 0.40, 0.40 to 0.60, 0.60
to 0.80, and >0.80 were considered to represent poor, moderate,
substantial, good, and almost perfect agreement, respectively
[39,40].

Multiple linear regression was used to identify factors
influencing VP-USP agreement. Using the VP tests as the
dependent variable and USP tests as the independent variable,
several multiple linear regression models were established, and
the models were stepwise adjusted according to cases,
characteristics of the PHC providers (ie, age, sex, and city), and
test conditions (ie, test deployment and number of tests).
Significant covariates in these models were controlled jointly
in a fully adjusted model. Partial regression coefficients of the
USP tests are reported. Statistical analysis was carried out using
the R (version 4.0.5; R Foundation for Statistical Computing)
packages stats (version 4.0.5), Desc Tools (version 0.99.43),
and psych (version 2.1.9).

Results

Characteristics of PHC Providers and VP Test
Information
The recruitment process is shown in Figure 1. Of 268 PHC
providers who were visited by USPs, 80 agreed to conduct the
VP sessions, yielding 236 valid VP scores. However, only 146
VP scores could be matched with the original USP scores.

The characteristics of the PHC providers included in the analysis
were as follows: over 80% (67/80) were between 30 and 50
years old and most were male (48/80, 60%). About 40% (35/80)
of the PHC providers worked in Guangzhou. Test deployment
type for the VP tests was mainly field-testing (59/80, 74%) and
more than half (42/80, 53%) of the PHC providers were tested
by a single case. The average VP test time was 13.49 (SD 9.33)
minutes. The most frequently tested case design was low back
pain, with 25 tests. The least frequently tested cases were
asthma, gastritis, migraine, and postpartum depression, with 7
tests each. Details are shown in Tables 2 and 3.

Figure 1. Flow chart of the recruitment process. USP: unannounced standardized patient; VP: virtual patient.
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Table 2. Characteristics of primary health care providers (N=80).

Values, n (%)Categories

Age (years)

5 (6)<30

67 (83)30-50

8 (10)≥50

Sex

48 (60)Male

32 (40)Female

Location (city)

12 (15)Changsha

7 (9)Xi’an

35 (44)Guangzhou

8 (10)Lanzhou

11 (14)Hohhot

5 (6)Guiyang

2 (3)Chengdu

Case designs

9 (6)Angina

7 (5)Asthma

7 (5)Gastritis

16 (11)Cold

18 (12)Type 2 diabetes

13 (9)Diarrhea

13 (9)Hypertension

25 (17)Low back pain

7 (5)Migraine

7 (5)Postpartum depression

24 (16)Stress urinary incontinence

Table 3. Virtual patient test situations (N=80).

Values, n (%)Categories

Test deployment

59 (74)Field-testing

21 (26)Self-testing

Number of tests

42 (53)1

22 (28)2

16 (20)≥3

Agreement Between VP and USP Tests
Test outcomes and CCCs for the medical history, physical
examination, laboratory and imaging tests, and treatment
modules are listed in Table 4. The USP test results showed high
precision (over 0.47), but the VP test results showed varying

degrees of degradation (ranging from 0.25 to 0.51), which
resulted in very poor agreement. Recall for medical history and
treatment was similar for the USP and VP tests. It is worth
noting that the physical examination module and the laboratory
and imaging test module had results for the USPs that were
nearly 3 times higher than for the VPs. All the CCCs for recall
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were poor. The F1 score and its CCC were close to the recall
values, except for the CCC for physical examination. The
weighted κ for diagnosis was 0.32 (95% CI 0.13-0.51), which

was unsatisfactory. Details for the weighted κ are shown in
Multimedia Appendix 3.

Table 4. Test outcomes and concordance correlation coefficients. Precision and F1 score could not be calculated for unannounced standardized patients
for medical history due to missing consultation records.

F1 score (SD)Recall (SD)Precision (SD)Test modules

CCC (95% CI)VPsUSPsCCC (95% CI)VPsUSPsCCCc (95% CI)VPsbUSPsa

—0.18
(0.16)

—0.37 (0.24 to
0.49)

0.13
(0.13)

0.19
(0.15)

—0.51
(0.35)

—dMedical historya

0.27 (0.12 to
0.42)

0.20
(0.19)

0.17
(0.21)

0.04 (–0.05 to
0.13)

0.34
(0.31)

0.11
(0.15)

0.13 (0.01 to
0.26)

0.25
(0.30)

0.47
(0.50)

Physical examination

–0.03 (–0.20 to
0.14)

0.43
(0.27)

0.25
(0.27)

–0.06 (–0.15 to
0.03)

0.57
(0.36)

0.18
(0.20)

0.21 (0.03 to
0.38)

0.45
(0.34)

0.47
(0.49)

Laboratory and imaging
tests

0.22 (0.07 to
0.37)

0.26
(0.31)

0.31
(0.23)

0.24 (0.10 to
0.39)

0.20
(0.25)

0.21
(0.18)

0.07 (–0.06 to
0.20)

0.45
(0.48)

0.77
(0.41)

Treatment

aUSP: unannounced standardized patient.
bVP: virtual patient.
cCCC: concordance correlation coefficient.
dNot available.

Factors Influencing VP-USP Agreement
To explore factors that affected VP-USP agreement, we used
multiple linear regression. For medical history, there was a
significant correlation between VP and USP scores that
remained stable after adjustment (ranging from 0.32 to 0.34,
P<.001). In contrast, despite factor adjustment, the correlation
between the VP and USP scores was not significant (P=.74) for
the laboratory and imaging test module. The correlation was
significantly weakened after adjusting the cases for the physical
examination and treatment modules. Details are listed in
Multimedia Appendix 4.

Using stepwise variable selection in the fully adjusted model,
all the correlations between VP and USP scores became weaker
after adjustment. The partial correlation coefficients were 0.314

(95% CI 0.183-0.445) for recall for the USPs for medical
history; 0.071 (95% CI –0.090 to 0.023) for F1 score for
physical examination; –0.025 (95% CI –0.169 to 0.118) for F1
score for laboratory and imaging tests; and 0.045 (95% CI
–0.133 to 0.223) for F1 score for treatment. Furthermore, for
medical history, female sex (versus male) and Changsha and
Lanzhou (versus Guangzhou) were negatively associated with
recall for VPs, while test time was positively associated with
recall for VPs. The F1 scores for the physical examination
module and the laboratory and imaging test module were only
associated with case design. The F1 score for treatment was
only associated with cases and the cities where the PHC
providers worked. Combining the results of these models
revealed that the major influencing factors were case design
and city. Details are shown in Table 5.
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Table 5. The association between assessments using virtual patients and unannounced standardized patients using stepwise regression for each module.

Standardized βP valueβ (95% CI)Test modules

Medical history

.351<.001.314 (.183 to .445)Recall for USPsa

–.366.02–.049 (–.089 to –.009)Female sex

City

0 (ref)Guangzhou

–.506.03–.067 (–.126 to –.009)Changsha

–.489.049–.065 (–.129 to –.001)Lanzhou

.205.006.002 (.001 to .004)Test time

Physical examination

.080.39.071 (–.090 to .023)F1 score for USPs

Case design

0 (ref)Low back pain

1.086<.001.203 (.100 to .306)Cold

.907.02.169 (.028 to .311)Gastritis

Laboratory and imaging

–.025.74–.025 (–.169 to .118)F1 score for USPs

Case design

0 (ref)Low back pain

.768.003.206 (.074 to .337)Cold

–1.005<.001–.269 (–.401 to –.137)Stress urinary incontinence

–1.079<.001–.289 (–.416 to –.161)Type 2 diabetes

–1.440.003–.386 (–.543 to –.228)Gastritis

Treatment

.034.62.045 (–.133 to .223)F1 score for USPs

Case design

0 (ref)Low back pain

1.404<.001.432 (.300 to .563)Cold

1.363<.001.419 (.283 to .555)Hypertension

1.138<.001.350 (.223 to .477)Type 2 diabetes

.564.05.173 (.003 to .344)Postpartum depression

–.573.05–.176 (–.347 to –.006)Gastritis

–.615.001–.189 (–.301 to –.078)Stress urinary incontinence

–.645.03–.198 (–.374 to –.023)Migraine

City

0 (ref)Guangzhou

–.619<.001–.190 (–.299 to –.082)Lanzhou

–.577.01–.178 (–.313 to –.042)Xi’an

aUSP: unannounced standardized patient.
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Discussion

Principal Findings
Our study examined the agreement between using VPs and
USPs to assess the quality of PHC in China. We found that the
agreement between VP and USP results was low in general,
which may result from the “know-do” gap. The VP tests might
also have been influenced by different case conditions, different
interface designs of the VPs, and the usability of the VPs.

We found that the agreement between VP and USP scores was
low in our study sample. The USP scores were low in terms of
recall, indicating that our study participants performed only
some of the necessary actions, especially for the physical
examination module and the laboratory and imaging test module.
This suggests that PHC providers only partially performed the
guideline-recommended checklist items in actual practice, which
might be the result of a lack of incentives or limited time and
resources [5,41,42]. In contrast, the VP scores showed relatively
high recall scores, with module-specific variation, compared to
the USP scores. One possible explanation for the low agreement
is the “know-do” gap [43-45]. The USP tests assessed how the
PHC providers performed in real clinical practice with
evidence-based indicators [43,46]. However, the VP testing was
more likely to assess whether the providers knew how to use
their knowledge, which is defined as their competency [43].
With unlimited time and resources, the PHC providers might
have performed extra actions to exclude other diseases, even
more than required for differential diagnosis. Thus, VP testing
may be more akin to examinations in a medical training setting
and therefore indicate the competence of the examinees, whereas
USP testing may be more likely to assess the quality of care in
actual practice [17,47]. Similar findings have been reported by
previous studies of medical education, which found that
examinees in VP tests tended to explore all possible information
[14]. Therefore, despite our intention to use the interactive VPs
as an alternative to USPs as a quality assessment tool [17], our
current findings on the agreement between VP and USP test
results are insufficient to provide strong evidence for such a
substitution.

Further analysis using multiple linear regression suggested that
VP-based performance varied with case design, indicating that
PHC providers’ competency differed with clinical case design.
Specifically, variations for type 2 diabetes and gastritis were
observed for the test modules and low scores were observed for
laboratory and imaging tests for both case designs, while higher
scores were seen for treatment for type 2 diabetes than for
gastritis. This finding may indicate that PHC providers were
more familiar with type 2 diabetes, which is commonly seen in
PHC and has a distinctive medical history and physical signs.
As a result, laboratory and imaging tests for type 2 diabetes
were more likely to be omitted, while appropriate treatment was
more likely to be conducted in the VP tests. In contrast, PHC
providers might prefer to conduct simple physical examinations
for the symptoms of abdominal pain, but they were reluctant to
conduct the complex laboratory and imaging testing and
treatment that should be offered in accordance with the clinical
guidelines for gastritis [48].

Furthermore, the VP interface and usability also influenced the
VP testing. By and large, 2 types of interface were used in the
VP testing: searching for keywords for consultation for medical
history and selecting from multiple choices for physical
examinations (for other modules, a mixture of both interface
formats was adopted). Specifically, our results showed that the
recall score for medical history for the VP testing was two-thirds
of the score for USP testing, while the corresponding VP score
for physical examination was more than twice that of the USP
score. These findings indicate that multiple choices might
provide more hints, allowing PHC providers to guess a correct
action more easily [14,26]. Although searching for keywords
for consultation or actions leads to less bias than the hints
provided by multiple choices, this interface might decrease the
usability of VPs, particularly when the interaction does not
provide enough options or fuzzy searches. Many of the PHC
providers in the study found this interaction was not
user-friendly and that the consultation questions needed were
often not retrievable. Frustrated by the poor interface, they
tended to suddenly end the consultation and even drop out of
the VP testing entirely. Although searching for keywords
decreased usability, this interface should be used for the purpose
of quality assessment, albeit with modifications. The influence
of the study city may reflect differences in the attitude and
capacity for digital adaptation of the PHC providers; those from
developed regions with wider use of digital information systems
may be more receptive to digitalized medical practice than their
counterparts from less-developed regions [41,49]. VP usability
may also be influenced by the digital adaptation attitude of PHC
providers. Previous studies have found that examinees who are
more open to digital innovation, better educated, and younger
are more enthusiastic about using and completing digital
device–based programs [50,51] like VP testing. Due to missing
information on sociodemographic characteristics, our study
could not examine the statistical significance of variations in
these characteristics other than the city where the participants
were located. However, we did find that the agreement between
VP and USP results was lower in Changsha, Lanzhou, and
Xi’an.

Study Limitations
The study had several limitations. First, as a purposive sampling
approach was used, our research sample may be more likely to
have included PHC providers who were receptive to
technological innovations, and the extent to which our findings
apply to providers who are less receptive needs verification.
Although our user experience analysis showed promising results,
only a few participants answered the user experience
questionnaire. Second, due to substantial missing data for the
sociodemographic characteristics of the PHC providers, we
failed to identify any remaining influence of these factors on
the agreement between VP and USP scores. Third, although we
found that the VP interface was a key factor influencing the VP
testing, we did not perform a direct comparison of different
interfaces with the same disease module. Last, we used a
summary score for each module to indicate the providers’
performance, assuming that individual consultation or action
items had equal importance. Nevertheless, a hierarchic order
may exist among consultation and action items that is specific
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to the disease conditions under consideration, such that a
weighted score may have been better suited for quantifying the
providers’ performance [52].

Study Implications for Further Studies
Our findings highlight the need for further modifications to the
VP platform. To improve the design of the VPs to bring them
as close as possible to real clinical conditions, strict testing time
limits should be implemented to enhance the sense of time
pressure. Besides this, the interactive design of the VPs should
opt for keyword searching over multiple choices to minimize
hints. The creation of clinical settings and the application of
keyword searching can be enhanced via advanced technologies,
such as virtual simulation, voice input, and fuzzy retrieval
[12,53], for a better, user-centered experience [54].

Moreover, to facilitate the implementation of VPs, an add-on
program to widely used social software such as WeChat would
be preferable to a separate application that requires installation.
A short demonstration (of less than 5 minutes) of the main action
steps of the VP should be embedded in the program and shown
as a mandatory preview for first-time users. If needed, initial
training with VP cases should also be provided, so that users
can become familiar with the platform.

To better understand the agreement between VP and USP
testing, future studies would benefit from systematically
collecting information on potential factors contributing to
differences between VPs and USPs, using both quantitative and
qualitative approaches. For instance, the preferences of PHC
providers for different VP interfaces could be examined with
questionnaires or interviews to assess differences in perceived
authenticity, cognitive load, and motivation [19]. Moreover,
potential reasons for the adherence of PHC providers to clinical
guidelines and associated influencing factors need to be further
explored using mixed methods based on the Theoretical
Domains Framework, structured questionnaires, or focus groups
[55-57].

Conclusion
The agreement between VP and USP testing for PHC quality
assessment was low. This low agreement may mainly reflect
the “know-do” gap, while the VP test results were also
influenced by different case conditions, interface design, and
usability. To improve VP usability in the resource-limited
settings found in PHC, VPs should be modified to be more
user-centered, paying attention to the balance between enhancing
usability and avoiding hints. Factors influencing the agreement
between VP and USP testing need further study.
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Abstract

Background: Drug-induced long-QT syndrome (diLQTS) is a major concern among patients who are hospitalized, for whom
prediction models capable of identifying individualized risk could be useful to guide monitoring. We have previously demonstrated
the feasibility of machine learning to predict the risk of diLQTS, in which deep learning models provided superior accuracy for
risk prediction, although these models were limited by a lack of interpretability.

Objective: In this investigation, we sought to examine the potential trade-off between interpretability and predictive accuracy
with the use of more complex models to identify patients at risk for diLQTS. We planned to compare a deep learning algorithm
to predict diLQTS with a more interpretable algorithm based on cluster analysis that would allow medication- and
subpopulation-specific evaluation of risk.

Methods: We examined the risk of diLQTS among 35,639 inpatients treated between 2003 and 2018 with at least 1 of 39
medications associated with risk of diLQTS and who had an electrocardiogram in the system performed within 24 hours of
medication administration. Predictors included over 22,000 diagnoses and medications at the time of medication administration,
with cases of diLQTS defined as a corrected QT interval over 500 milliseconds after treatment with a culprit medication. The
interpretable model was developed using cluster analysis (K=4 clusters), and risk was assessed for specific medications and
classes of medications. The deep learning model was created using all predictors within a 6-layer neural network, based on
previously identified hyperparameters.

Results: Among the medications, we found that class III antiarrhythmic medications were associated with increased risk across
all clusters, and that in patients who are noncritically ill without cardiovascular disease, propofol was associated with increased
risk, whereas ondansetron was associated with decreased risk. Compared with deep learning, the interpretable approach was less
accurate (area under the receiver operating characteristic curve: 0.65 vs 0.78), with comparable calibration.

Conclusions: In summary, we found that an interpretable modeling approach was less accurate, but more clinically applicable,
than deep learning for the prediction of diLQTS. Future investigations should consider this trade-off in the development of
methods for clinical prediction.

(J Med Internet Res 2022;24(12):e42163)   doi:10.2196/42163

KEYWORDS

drug-induced QT prolongation; predictive modeling; interpretable machine learning; ML; artificial intelligence; AI; electronic
health records; EHR; prediction; risk; monitoring; deep learning
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Introduction

Drug-induced long-QT syndrome (diLQTS) [1,2] is a major
concern for inpatients worldwide and has been identified as a
key target for clinical decision support tools [3-7]. Importantly,
although certain medications have been implicated as having
significant clinical risk [8,9], for others, despite a known risk
of diLQTS, clinical validation has been lacking [10-12]. In the
past few years, several groups have sought to apply prediction
models using electronic health record (EHR) data to model risk
[13-17] toward the goal of developing an automated approach
that leverages innovations in data science and machine learning.
In prior work [18], we performed a comparative evaluation of
machine learning methods to predict diLQTS using EHR data,
in which we found that the most accurate prediction method
was a deep learning model (6-layer neural network). However,
each of the models carried the limitation of lacking
interpretability for its predictions [19], as we were unable to
assess which clinical features were the most predictive. As such,
we were unable to construct a meaningful decision support
approach based on these models to reduce the risk of diLQTS
or determine whether our model could be easily exported to
other systems.

Beyond the role of increasing trust [20] in a prediction model,
interpretability plays a critical role in the assessment of
prediction models [21], particularly in the age of artificial
intelligence, where increasingly complex models can be created
using relatively raw, or unprocessed, clinical features.
Limitations in interpretability are critical not only because the
users may not understand why a model makes the
recommendations that it does but also because a lack of
interpretability increases the risk of bias in the form of data
shifts [22-24]. Data shifts occur when a model is developed in
one population and then applied in a different population; note
that this effect could also occur within the same hospital system
if the treatment paradigm changes dynamically over time. The
inclusion of interpretable models also allows a detailed
investigation to uncover confounding and identify situations
where a critical factor was excluded from the prediction
framework and to assess for reverse causality, a critical
consideration in big data models. Although “interpretability”
itself cannot be well quantified in the same manner as accuracy

or calibration, it remains a critical consideration in the
development of predictive models.

The promise of EHR data is that it provides a scale (ie, power)
to draw clinical inferences across thousands of patients and
potentially millions of data points, at the cost of lacking the
ability for facile clinical validation. With this power comes the
ability to predict clinical outcomes across a large number of
heterogenous subjects, integrating the breadth of the clinical
record and, with it, the range of possible diagnoses and
medications that could have nonlinear associations that cannot
be as easily detected using standard (ie, regression-based)
methods. However, methods to leverage EHR data using
machine learning have been limited by the ability to include
interpretability along with predictive accuracy.

In this follow-up investigation to our previous work [18], we
examined the application of an interpretable approach to
predictive modeling applied at scale to EHR data to predict
diLQTS. We specifically examined the use of clustering as a
bridge to interpretability and compared this approach with a
deep learning, noninterpretable method previously identified
as providing superior predictive accuracy within our health care
system.

Methods

Data Source and Study Population
The data for this investigation have been previously described
[19]. Briefly, we examined EHR data from 35,639 inpatients
within the UCHealth system treated between 2003 and 2018
with at least 1 of 39 medications associated with the risk of
drug-induced QT prolongation and who had an
electrocardiogram (ECG) in the system performed within 24
hours of medication administration (Figure 1). The primary
outcome of drug-induced QT prolongation was based on any
corrected QT interval over 500 milliseconds during the
encounter, after the exclusion of ECGs with conduction disease
(eg, bundle branch block, intraventricular conduction disease,
and ventricular pacing). Predictors included any medication or
diagnosis (International Classification of Diseases, Ninth or
Tenth Edition) listed in the medical record that was present at
the time of medication administration.
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Figure 1. Data management schema. Left: patient data ascertained by order for known QT-prolonging medication with an electrocardiogram (ECG)
performed within 24 hours to define cases (QTc ≥500 ms) and controls (QTc <500 ms), followed by subsequent splitting for models and validation. All
splits stratified by case status. Right: processing of predictors using frequency filters, information coefficient, and clustering. MIC: maximum information
coefficient; QTc: corrected QT interval.

Initial Drug Analysis
Varying formulations for each of the 39 culprit medications
were combined (ie, oral and intravenous amiodarone were
analyzed together). We first performed an unadjusted association
analysis with each medication and the risk of diLQTS using a
chi-square calculation. Those with significant associations after
adjustment for multiple comparison (Bonferroni correction, P
value for significance = .05/29 = .0017) were categorized as
“high risk” for a combined analysis, as well as further model
development (see below).

Predictor Filtering and Data Splitting
The medications and diagnoses in the raw data set were
extracted from the EHR for each subject as a string array,
following which we performed one-hot encoding
(keras.Tokenizer [25]; version 2.8.0) to create a separate variable
for each, labeled as 0 if the diagnosis or medication was absent
at the time of QT-associated medication administration and 1
if it was present. As such, missing values were coded as 0, under
the assumption that if the medication or diagnosis was not
present in the EHR, the patient was not taking the medication
or did not have that diagnosis. This process resulted in a data
set containing 22,817 unique medications and diagnostic codes,
from which we filtered the top 10,000 based on frequency. Of
note, the 10,000th most frequent predictor was present in only
5 of 36,639 subjects. The unadjusted association for each of
these 10,000 predictors with diLQTS was examined using the
maximum information coefficient (MIC; minepy.MIC; version
1.2.6), which examines both linear and nonlinear associations
based on mutual information [26]. After sorting by MIC, the
top 500 most associated diagnoses and medications were

selected for cluster analysis (see below). For deep learning
analysis, the top 10,424 predictors after one-hot encoding were
directly inputted into the model. Data splitting (Figure 1) was
performed by subject index, stratified by the diagnosis of
diLQTS (sklearn.train_test_split; version 1.1.2). The data were
first split into training (28,511/35,639, 80%) and testing
(7128/35,639, 20%) sets; the training set was then further split
into development (21,383/28,511, 75%) and validation
(7128/28,511, 25%) sets. The development set was used to fit
clusters (cluster analysis) as well as to train the deep neural
network. The validation set was used to examine cluster patterns
and predictive accuracy, as well as to examine the training of
deep learning. The testing set was used for comparative testing
of cluster and deep learning models as outlined below.

Cluster Development and Evaluation
Clustering was performed using only diagnostic codes to
facilitate comparisons of risk by drugs. To identify the optimal
number of clusters, we first applied KMean clustering (sklearn;
version 1.1.2) to the development set to create clusters from
K=2 to K=50 and then examined inertia plot and silhouette
scores (Figures S1A and S1B in Multimedia Appendix 1). After
identification of K=4 as the optimal cluster number, we fitted
the validation set with cluster assignments. To identify which
diagnoses were the most overrepresented in each cluster (ie,
which were the most different from other clusters), we calculated
the proportion of each diagnosis for each cluster and assigned
a value based on the product of the proportion within that cluster
and the difference between this proportion and the cluster with
the next highest proportion (termed the “proportion product”).
The clinical interpretation of each cluster was performed by a
clinician expert (MAR) after ranking the proportion product
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within each cluster. Clinical interpretation included evaluating
each cluster for themes of diagnoses (eg, critical care–related
diagnoses and gastrointestinal-related diagnoses) to provide an
overarching framework of the “types” of patients that each
cluster was composed of. Clusters were examined using
chi-square test for independent association the risk of diLQTS,
as well as using logistic regression (unpenalized) for the
proportionate risk of any high-risk medication or combinations
of high-risk medications. Margin plots were created using Stata
IC software (version 16; StataCorp).

Deep Learning Model Development
Hyperparameters for the deep learning model (deep neural
network) were applied from our prior investigation [19].
Specifically, the deep neural network was composed of 6 layers,
with 1024 neurons in the first layer and 512 neurons in the
subsequent 5 layers; sigmoid activation function; 50% dropout
for each layer; and batch normalization between layers. The
final output was a binary prediction (the presence of diLQTS),
with a binary cross-entropy loss function (RMSprop optimizer;

learning rate=1 × 10-5; ρ=0.9), and a validation metric of area
under the receiver operating characteristic curve (AUC). The
model was run over 500 planned epochs, with early stopping
(keras.callbacks.EarlyStopping) if no improvement over 50
epochs, resulting in 118 total epochs of training. Training was
monitored using learning curves (Figures S2A and S2B in
Multimedia Appendix 1). The development set was used for
training, and the validation set was used for validation after
each epoch. In total, the deep learning model had 12,265,473
total parameters, with 12,258,305 trainable parameters and 7168
nontrainable parameters.

Model Comparison
Prediction from the cluster model was performed on the held-out
testing set using logistic regression by cluster and the number
of high-risk medications to obtain a predicted probability.
Prediction from the deep learning model was performed through

the application of the trained model to the testing set to obtain
a predicted probability of diLQTS. Models were first compared
u s i n g  AU C ,  ave r a g e  p r e c i s i o n  s c o r e
(sklearn.metrics.average_precision_score), and area under
precision recall curve to obtain a threshold-independent
comparison. The optimal probability cutoff was selected for
each using the method of Youden [27]. After the selection of a
cutoff, models were then compared on classification accuracy
using F1-score, recall, precision, and contingency tables.
Calibration was assessed using calibration curves. Platt rescaling
was performed on neural network predictions through the
creation of a logistic regression model to predict actual labels.

Analysis
All analyses were conducted using Python (version 3.9.7; Python
Software Foundation), run on Jupyter Notebook (Anaconda).
Graphs for margin plots for cluster analysis and rescaling was
performed using Stata IC software (version 16). The final script
is available in Table S1 in Multimedia Appendix 1.

Ethics Approval
This project was approved by the University of Colorado
Internal Review Board (COMIRB #18-0251).

Results

Initial Drug Analysis
In the initial medication evaluation, we found that amiodarone,
dofetilide, fluconazole, propofol, and sotalol were significantly
associated with unadjusted increased risk for diLQTS (Table 1
and Table S1 in Multimedia Appendix 1). Interestingly,
medications previously highly associated with inpatient diLQTS,
such as haldoperidol [5], methadone [8], citalopram [28], and
azithromycin [29], were either borderline or not significantly
associated with diLQTS. Additionally, it was noteworthy that
ondansetron [30] was significantly associated with a decreased

risk of diLQTS (P=1.12 × 10-39).

Table 1. Association with drug-induced long-QT syndrome for selected medications. Statistically significant associations emphasized with italics.

P valueChi-square (df)Odds ratio (95% CI)QT-associated medication

1.61 × 10 -75354.80 (4)5.75 (4.68-7.06)Dofetilide

1.69 × 10 -2171010.70 (4)4.41 (4.0-4.87)Amiodarone

1.49 × 10 -1785.04 (4)2.88 (2.28-3.65)Sotalol

7.58 × 10 -116541.36 (4)2.71 (2.49-2.96)Propofol

1.78 × 10 -422.25 (4)1.39 (1.21-1.59)Fluconazole

.117.45 (4)1.39 (1.10-1.76)Methadone

.354.46 (4)1.19 (1.00-1.40)Citalopram

.473.54 (4)1.10 (1.00-1.21)Haloperidol

.990.0085 (4)0.99 (0.88-1.12)Azithromycin

1.12 × 10 -39188.49 (4)0.65 (0.61-0.69)Ondansetron

J Med Internet Res 2022 | vol. 24 | iss. 12 |e42163 | p.507https://www.jmir.org/2022/12/e42163
(page number not for citation purposes)

Simon et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Association With diLQTS
Among the top 10,000 most common diagnoses and
medications, the 100 with the highest MIC for association with
the label of diLQTS are listed in Table S2 in Multimedia
Appendix 1, with the top 500 kept for cluster analysis (minimum
MIC 0.000443). The top diagnoses associated with diLQTS
included long-QT syndrome, acidosis, cardiogenic shock, atrial
fibrillation, and acute respiratory failure; the top medications
associated included potassium chloride, furosemide, amiodarone,
magnesium, and albumin (Table S2 in Multimedia Appendix
1). These results highlight the potential for possible reverse
causation, as it seems more likely that potassium chloride and
magnesium would be administered as treatment of or to prevent
diLQTS, rather than themselves being causative. The strong
association with a prior diagnosis of long-QT syndrome provides
a meaningful proof of principle, as congenital long-QT
syndrome is a well-known risk factor for diLQTS [1,31-34].

Cluster Analysis
Cluster number optimization identified 4 clusters as the highest
silhouette score (Figure S1A in Multimedia Appendix 1), which
was validated using the elbow method applied to the inertia
score (Figure S1B in Multimedia Appendix 1). Manual
inspection of the cluster components (Table 2 and Table S3 in
Multimedia Appendix 1) indicated that cluster 0 seemed to

include a large number of critical care diagnoses; cluster 1
included diagnoses suggestive of cardiovascular disease; cluster
2 included diagnoses consistent with drug intoxication and
injuries; and cluster 3 included diagnoses of nausea, abdominal
pain, and headaches. In the validation set, we found that clusters
0 and 1 had an increased baseline risk of diLQTS compared
with clusters 2 and 3 (Table 2), which increased with exposure
to high-risk medications (Figure 2A) and combinations of
high-risk medications (Figure 2B). Subjects in cluster 3 were
not treated with any of the high-risk antiarrhythmic medications
(amiodarone, sotalol, or dofetilide), but for all 3 other clusters,
treatment with one of these agents increased the risk of diLQTS
(Figure 2C). Interestingly, the use of propofol was only
significantly (P=.0002) associated with risk of diLQTS for
subjects in cluster 2 (Figure 2D) but not clusters 0 (P=.0161)
or 1 (P=.4920; cluster 3 was not exposed), and the use of
ondansetron was significantly associated with decreased risk

of diLQTS in cluster 2 (P=6.371 × 10-6) but not the other
clusters (0: P=.996, 1: P=.129, and 3: P=.0577; Figure 2E).
These results indicate that although antiarrhythmic drugs
increased the risk of diLQTS broadly across all clusters, for
non-antiarrhythmic medications, the impact was primarily seen
in cluster 2, where propofol increased the risk of diLQTS and
ondansetron decreased risk.

Table 2. Cluster composition and association with drug-induced long-QT syndrome (diLQTS). Cluster 3 represents baseline comparator group (odds
ratio for the risk of diLQTS are compared with cluster 3).

P valueOdds ratio (95% CI)Representative diagnosesCluster

<.0013.25 (2.51-4.21)Kidney failure, sepsis, respiratory failure, and anemia0

<.0012.29 (1.77-2.95)Coronary artery disease, hypertension, hyperlipidemia, diabetes, and myocardial infarction1

.610.94 (0.73-1.20)Live birth, motor vehicle accident, drug overdose, and alcohol intoxication2

N/Aa1Nausea, abdominal pain, and headache3

aN/A: not applicable.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e42163 | p.508https://www.jmir.org/2022/12/e42163
(page number not for citation purposes)

Simon et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Probability of diLQTS. (A) Probability of diLQTS for each cluster with treatment with high-risk medication. (B) Probability of diLQTS with
increasing numbers of high-risk meds, by cluster. (C) Probability of diLQTS for each cluster with treatment with antiarrhythmic medication (AAD).
(D) Probability of diLQTS for each cluster with treatment with propofol. (E) Probability of diLQTS for each cluster with treatment with ondansetron.
diLQTS: drug-induced long-QT syndrome.

Comparison of Predictive Accuracy
The AUC for deep learning was 0.776 (Figure 3A) compared
with the AUC of the cluster analysis of 0.636 (Figure 3B); the
area under precision recall curve was 0.373 for deep learning
(Figure 3C) compared with 0.322 for cluster analysis (Figure
3D); and the average precision score for deep learning was 0.379
and 0.193 for cluster analysis. Based on the Youden’s method
for cutoff selection, the optimal cutoff for the prediction of
diLQTS from deep learning was Pr(diLQTS) of 0.12, and for
cluster analysis, it was 0.15. Based on these cutoffs, the F1-score
for deep learning was 0.39, and for cluster analysis, it was 0.29.

Contingency tables for both are in Tables S4A and S4B in
Multimedia Appendix 1, with classification comparison in Table
3 demonstrating an agreement of 71.4% for the 2 approaches.
Calibration comparison is provided in Figure 4, in which we
noted that the neural network was poorly calibrated and
generally overpredicted the risk of diLQTS (ie, actual proportion
of diLQTS cases less than predicted probability), which had
been described with these models in our previous work [18].
With Platt rescaling (Figures S3A and S3B in Multimedia
Appendix 1), calibration of the neural network was improved
and was similar to calibration of the cluster analysis (Figure
S3B in Multimedia Appendix 1).

Figure 3. Accuracy assessment of models. (A) receiver operating characteristic (ROC) curve for neural network. (B) ROC curve for cluster model.
(C) Precision-recall for neural network. (D) Precision-recall for cluster model. AUC: area under ROC curve; NN: neural network.
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Table 3. A 2 × 2 table of comparative predictions at selected cutoffs. For deep learning models, the cutoff was probability of drug-induced long-QT
syndrome (diLQTS) of 0.12, and for cluster analysis, it was 0.15. These values are based on predictive models for which the probability of diLQTS is
produced for each individual, and the cutoff represents the probability above, in which an individual would be predicted to be at risk, and below, in
which one would not be at risk.

Cluster model (N=7128)

Total, n (%)Predicted high risk, n (%)Predicted low risk, n (%)

Neural network model

4671 (65.6)1018 (14.3)3653 (51.2)Predicted low risk

2457 (34.4)1440 (20.2)1017 (14.3)Predicted high risk

7128 (100)2458 (34.5)4670 (65.5)Total

Figure 4. Calibration analysis of neural network and cluster-based models. Top: Calibration plot for each model, with abscissa corresponding to the
binned predicted probability of diLQTS (positive class) from the model and ordinate corresponding to the proportion of actual positives (diLQTS cases)
within each bin. Bottom: Histogram of predicted probability for each model (left: cluster, right: neural network). Note that cluster-based model did not
predict probability over 0.5 for any individual. diLQTS: drug-induced long-QT syndrome.

Discussion

Principal Findings
In this EHR-based follow-up analysis, we sought to compare 2
divergent methods for the integration of machine learning to
guide clinical decisions to prevent diLQTS, with a focus on
clinical interpretability and predictive accuracy. In one, we
applied cluster analysis to group individuals by patterns of
diagnostic codes to identify potentially recognizable clinical
subgroups from which a treating clinician could identify patients
who might be at risk for diLQTS to guide future
decision-making. For comparison, we applied a deep learning
algorithm that was identified based on prior work in this same
population to obtain a “gold standard” level of predictive
accuracy, to quantify the potential loss in predictive accuracy
with the use of a more interpretable methodology. From a
clinical perspective, our findings revealed some interesting

insights regarding which specific medications have the greatest
risk of diLQTS, as well as which subpopulations appear to be
the most susceptible. However, we also found that there was a
fairly substantial loss of predictive accuracy using this
interpretable method in comparison with a “black box” method,
which should be considered in future work on the integration
of predictive models in clinical care.

Among the clinical insights, several are noteworthy. First, we
found that when examined independent of patient characteristics,
certain medications such as haldoperidol or methadone, which
are well established with diLQTS, were not associated with
increased risk, whereas others, such as ondansetron, were
actually associated with decreased risk in our population. This
finding points to the multifactorial nature of diLQTS,
highlighting the need to consider other relevant contextual
factors in assessing risk. However, it may also suggest that in
the inpatient setting, there might be more benefit than risk with
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using these medications, which is also consistent with prior
studies [9-12], including one where a clinical decision support
tool to prevent diLQTS had a paradoxical decrease in mortality
for patients in whom the treating provider ignored the alert and
prescribed the known QT-prolonging medication despite risk
[4]. Particularly in subjects who were not critically ill (not in
cluster 0) and without a history of cardiovascular disease (not
in cluster 1), there appeared to be more benefit to using
ondansetron, balanced against more risk with using propofol.
However, these insights should be taken with caution, as we do
not know the specific timing of the administration of
QT-associated medications in relation to obtaining the ECG nor
whether a medication was administered once, several times, or
not at all (merely listed as an as needed pro re nata medication).
Such a limitation seems likely for several of the known
QT-associated medications that are frequently ordered pro re
nata, such as haldoperidol and ondansetron, in which we found
no (former) or an inverse (latter) association with
QT-prolongation. Regardless of the underlying impact, this
consideration highlights the limitations of the use of clinical
decision support tools applied broadly across all medications
associated with diLQTS and a need to focus on the relative
population risk and indication when designing future tools.

Second, we found that, perhaps not surprisingly, the cluster of
patients (cluster 0) with diagnoses suggestive of critical illness
were the most susceptible to use of high-risk medications for
diLQTS, and that patients in clusters 2 and 3 with more benign
diagnoses were less likely to have diLQTS. This finding has
direct clinical implications, as it suggests that decision support
tools might be the most effectively targeted toward patients in
an intensive care unit, where risk is the greatest, rather than
broadly across all inpatients, with the caveat that the use of
propofol might need to be more closely monitored in subjects
without cardiovascular disease or critical illness. Our findings
also suggest that specific combinations of medications, such as
amiodarone and propofol, should either be avoided or
administered with close monitoring and aggressive treatment
of other factors that could predispose risk of diLQTS, such as
electrolyte abnormalities.

Finally, our findings highlight the critical trade-off between
model interpretability and accuracy, as we found that a
black-box prediction model using deep learning was
significantly more accurate (greater AUC and area under
precision recall curve) than the more interpretable cluster-based
model. This finding raises a key question for all practitioners
of predictive modeling: Is the improvement in predictive
accuracy worth the lack of understanding for why the model
makes the predictions it does? More specifically, without
understanding how a model makes its predictions, how can it
be challenged if a treating clinician believes it is less applicable
for a particular patient, and what changes should be made if the
predictive accuracy diminishes (a so-called “data shift” occurs
[23,24]). It is not difficult for an experienced clinician to
understand why patients who are critically ill (cluster 0) would
be at increased risk or why combinations of medications with
high risk of diLQTS would increase risk, and a method that can

uncover these categories would seem to be more useful clinically
than a black-box approach. Such clinical interpretation is
unavailable for the deep learning model, which creates a
challenge of trust in application. Further, in prior work, we
demonstrated that reinforcement learning can be applied to
cluster-based decision models (using a Q table) to allow a
decision support tool to improve over time [35]; it is unclear
whether a deep learning model could be as easily integrated
with reinforcement learning or whether there would be sufficient
prospective data to update the over 20 million parameters of
such a model. Broadly, as increasing numbers of predictive
models based on deep learning are applied to predict diLQTS,
especially those applied directly to the ECG tracing itself
[36,37], the trade-off with interpretability will remain a critical
consideration in clinical applications.

Limitations
Principal among the limitations of this investigation is the high
degree of noise inherent in studies of EHR data at scale and the
challenges with having a lack of ability to perform detailed
validation of diagnoses, medications, or outcomes, beyond what
can be performed in silico without manual chart review. Several
of these limitations related to reverse causation or lack of
temporal granularity with medication administration are
highlighted above. On the one hand, this common limitation of
big data science limits what can be done in terms of granular
validation; on the other hand, it provides both the improvement
in statistical power for modeling and some protection against
population bias, as might occur with studies at a single clinic
or single provider level. With the increased expansion of EHR
use worldwide, it is likely that methods to explore
interpretability within these large data models will be
increasingly relevant, for which our investigation should provide
some foundation for how interpretability can be balanced against
predictive accuracy.

Future Directions
Importantly, our findings provide the opportunity for direct
clinical implementation of “smart” clinical decision tools that
incorporate patient characteristics along with an understanding
of patient risk to improve the accuracy of predictions of diLQTS,
as well as guide clinical decisions including monitoring for
those at high risk or selecting alternative agents where they are
available. When combined with dynamic learning models, such
as Q learning [35], our approach offers the opportunity to
improve overall patient safety and clinical outcomes.

Conclusion
In summary, we found that interpretable methods to predict
diLQTS allow for evaluation in a manner that facilitates deeper
inspection of specific medication interactions and the
identification of meaningful clinical populations to target for
prevention. This interpretability comes at the expense of
predictive accuracy, which must be considered among
organizations seeking to integrate predictive modeling into
clinical decision support tools to prevent diLQTS.
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Abstract

Background: The treatment and care of adults and children with traumatic brain injury (TBI) constitute an intractable global
health problem. Predicting the prognosis and length of hospital stay of patients with TBI may improve therapeutic effects and
significantly reduce societal health care burden. Applying novel machine learning methods to the field of TBI may be valuable
for determining the prognosis and cost-effectiveness of clinical treatment.

Objective: We aimed to combine multiple machine learning approaches to build hybrid models for predicting the prognosis
and length of hospital stay for adults and children with TBI.

Methods: We collected relevant clinical information from patients treated at the Neurosurgery Center of the Second Affiliated
Hospital of Anhui Medical University between May 2017 and May 2022, of which 80% was used for training the model and 20%
for testing via screening and data splitting. We trained and tested the machine learning models using 5 cross-validations to avoid
overfitting. In the machine learning models, 11 types of independent variables were used as input variables and Glasgow Outcome
Scale score, used to evaluate patients’ prognosis, and patient length of stay were used as output variables. Once the models were
trained, we obtained and compared the errors of each machine learning model from 5 rounds of cross-validation to select the best
predictive model. The model was then externally tested using clinical data of patients treated at the First Affiliated Hospital of
Anhui Medical University from June 2021 to February 2022.

Results: The final convolutional neural network–support vector machine (CNN-SVM) model predicted Glasgow Outcome
Scale score with an accuracy of 93% and 93.69% in the test and external validation sets, respectively, and an area under the curve
of 94.68% and 94.32% in the test and external validation sets, respectively. The mean absolute percentage error of the final built
convolutional neural network–support vector regression (CNN-SVR) model predicting inpatient time in the test set and external

validation set was 10.72% and 10.44%, respectively. The coefficient of determination (R2) was 0.93 and 0.92 in the test set and
external validation set, respectively. Compared with back-propagation neural network, CNN, and SVM models built separately,
our hybrid model was identified to be optimal and had high confidence.

Conclusions: This study demonstrates the clinical utility of 2 hybrid models built by combining multiple machine learning
approaches to accurately predict the prognosis and length of stay in hospital for adults and children with TBI. Application of
these models may reduce the burden on physicians when assessing TBI and assist clinicians in the medical decision-making
process.
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Introduction

Background
More than 50 million people worldwide suffer from traumatic
brain injury (TBI) each year, which reduces patient quality of
life and leads to high morbidity and mortality. Approximately
half of the global population is likely to experience one or more
brain injuries in their lifetime [1,2]. The greatest burden of TBI
has been reported in low- and middle-income countries [3],
where medical resources are limited and medical experience is
lacking and patients often have a poor prognosis, further adding
to the medical burden on society. Therefore, creating a tool that
can predict patient prognosis and length of stay to aid clinician
medical decisions is essential to achieve precision medicine [4].

With the popularity of computers and the rapid development of
computer science, people are increasingly using computer
knowledge to solve practical problems, and machine learning
methods are gaining more and more attention from scientists.
Machine learning is a scientific discipline that focuses on how
computers learn from data and has been widely used in military
and civilian applications [5]. Research incorporating computer
algorithms into medicine has also been reported [6-10].
Currently, common machine learning methods include artificial
neural networks and back propagation (BP) neural networks,
some of the classical algorithms that have been widely used,
but their drawback of easy overfitting is difficult to solve. Novel
algorithms such as convolutional neural networks (CNN),
support vector machine (SVM), and support vector regression
(SVR) have solved this drawback well, allowing for more
accurate machine learning models to be built. There has been
very little research into the integration of these algorithms into
clinical practice, let alone into complex studies such as
predicting patient prognosis and length of stay. CNNs are a
class of feedforward neural networks that incorporate
convolutional computation, have deep structure, and are one of
the representative algorithms for deep learning [11]. CNNs are
built to mimic biological visual perception mechanisms and can
directly process 2D images, hence their wide application in
image processing [12,13]. Considering that CNN has achieved
great success in the image field, we would like to see if CNN
can also have good prediction and classification results when
the input data is structured data. SVM is a class of generalized
linear classifier that performs binary classification of data in a
supervised learning fashion, where the decision boundary is a
maximum-margin hyperplane solved for the learned samples.
While SVM itself is proposed for classification problems, SVR
is an important application branch of SVM, which is an
application of SVM for regression prediction problems, both
of which are applicable to our study. Compared with traditional
machine learning methods, CNN, SVM, and SVR have faster
learning speed, better network generalization, and more accurate
classification and prediction of variables.

Aim
The aim of this study is to apply the latest algorithms in machine
learning to medicine for outcome prediction based on relevant
clinical data. Machine learning methods create a mapping
relationship between input and output data through the analytical
processing of raw data and the application of various prediction
algorithms. CNN, SVM, and SVR are among the representative
new generation algorithms. Therefore, we combine the
advantages of these methods and build two hybrid models for
patient prediction. In this study, we aim to demonstrate that
both methods are effective in predicting patients with traumatic
injuries, and we hope to provide inspiration to future researchers
working in health care information analysis.

Methods

Ethics Approval
This retrospective cohort study was approved by the Ethics
Committee of the Second Affiliated Hospital of Anhui Medical
University in December of 2020 (approval number S20210098).
Participants or proxies signed the relevant informed consent
forms within 24 hours of admission.

Participants
The predictive model was developed based on relevant data
from 1001 patients registered at the Neurosurgery Center of the
Second Affiliated Hospital of Anhui Medical University with
traumatic craniocerebral injury between May 2017 and May
2022 and at the First Hospital of Anhui Medical University
between June 2021 and February 2022. By random splitting,
we used 80% of the data in the training model and the remaining
20% to test model performance. We also collected clinical data
from 111 patients at the First Affiliated Hospital of Anhui
Medical University as a test cohort for external validation of
the model.

We included all patients with complete demographic, clinical,
and radiological data during this period, with inclusion criteria
of (1) craniocerebral trauma as a result of external forces; (2)
clinical diagnosis of craniocerebral trauma; and (3) complete
clinical data including cases, course records, imaging
examinations, and test reports were available. Our model
prediction results included the length of stay of the patient; the
decision regarding hospital discharge requires discussion by
the treatment team and assessment by experienced
neurosurgeons. Hence, the length of stay results were inaccurate
when a patient died, when treatment was abandoned by the
subjective will of the patient’s family, or when follow-up was
lost due to transfer to other departments. Exclusion criteria were
as follows: (1) patients died during hospitalization, (2) patients’
family requested to abandon treatment (including financial
factors) and patients were automatically discharged, (3) patients
with other severe injuries who required transfer to relevant
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departments for further treatment, and (4) patients with a history of craniocerebral injury (Figures 1 and 2).

Figure 1. Training set and test set. TBI: traumatic brain injury.

Figure 2. External validation set. TBI: traumatic brain injury.

Data Collection
By reviewing relevant papers, formally trained neurologists
extracted the necessary data for modeling from the electronical
medical records of enrolled patients, including patients’general
characteristics (sex, age, and previous medical history), clinical
and imaging data of patients with TBI (mechanism of TBI, loss

of consciousness after injury, Glasgow Coma Scale [GCS] score,
cranial computed tomography [CT] findings as jointly diagnosed
by radiologists and neurosurgeons, other site injuries, treatment,
admission to intensive care unit [ICU], and complications), and
length of stay. The classification and definition of variables
used to construct the predictive model are listed in Table 1.
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Table 1. Variables used to construct the model.

Data typeTotal (n=801), n (%)Variable

Age (years)

Floating point data49 (6.1)≥17 

Floating point data220 (27.5)18-44 

Floating point data321 (40.1)45-64 

Floating point data147 (18.3)65-74 

Floating point data64 (8.0)≤75 

Gender

Binary data577 (72.0)Male 

Binary data224 (28.0)Female 

Past medical history

Binary data146 (18.2)Hypertension 

Binary data42 (5.2)Diabetes 

Binary data16 (2.0)Coronary artery disease 

Binary data6 (0.7)Chronic renal failure 

Binary data18 (2.2)Cerebral infarction 

Binary data10 (1.2)Respiratory disorders 

Mechanism of injury

Binary data214 (26.7)Fall on the same plane 

Binary data140 (17.5)Fall from high place 

Binary data415 (51.8)Road accident 

Binary data32 (4.0)Object striking the head 

Loss of consciousness

Binary data385 (48.0)Yes 

Binary data416 (52.0)No 

Glasgow Coma Scale score

Binary data480 (59.9)13-15 

Binary data123 (15.4)9-12 

Binary data198 (24.7)3-8 

Neuroimaging results

Binary data244 (30.5)Epidural hematoma 

Binary data434 (54.2)Subdural hematoma 

Binary data411 (51.3)Subarachnoid hemorrhage 

Binary data509 (63.5)Skull fracture 

Binary data13 (1.6)Diffuse axonal injury 

Binary data20 (2.5)Brain herniation 

Treatment

Binary data180 (22.5)Conservative 

Binary data621 (77.5)Neurological surgery 

Other site injuries

Binary data232 (29.0)Fractures in other areas 

Binary data18 (2.2)Visceral contusions 

Binary data103 (12.9)Traumatic wet lung 
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Data typeTotal (n=801), n (%)Variable

Binary data16 (2.0)Pneumothorax 

Duration of intensive care unit stay (days)

Floating point data103 (12.9)≤5 

Floating point data94 (11.7)6-15 

Floating point data30 (3.7)≥16 

Complications

Binary data191 (23.8)Infections 

Binary data133 (16.6)Tracheotomy 

Binary data230 (28.7)Electrolyte disorders 

Binary data256 (32.0)Impaired organ function 

Binary data118 (14.7)Anemia 

Binary data36 (4.5)Abnormal blood clotting 

Binary data18 (2.2)Cerebrospinal fluid leakage 

Glasgow Outcome Scale score

Binary data0(0)1 

Binary data85 (10.6)2 

Binary data97 (12.1)3 

Binary data419 (52.3)4 

Binary data200 (25.0)5 

Length of stay in hospital (days)

Floating point data225 (28.1)≤10 

Floating point data365 (45.6)11-20 

Floating point data152 (19.0)21-30 

Floating point data53 (6.6)31-40 

Floating point data6 (0.7)≥41 

The Glasgow Outcome Scale (GOS) score published by Jennett
and Bond in 1975 [14] has emerged as one of the most widely
used prognostic tools for assessing recovery after disability and
TBI worldwide (Table 2). Patients with scores of 1 who died

were excluded, those with scores of 5 and 4 were considered to
have recovered, and patients with scores of 2 and 3 were
considered to have a poorer prognosis. This supports our use
of this tool as a criterion to evaluate patient prognosis.

Table 2. Descriptions of the categories of the Glasgow Outcome Scale.

Score

As a direct result of brain trauma, or...due to secondary complications or other complicationsDead1

Patients who remain unresponsive and speechless…Vegetative state2

Patient is conscious but needs the assistance of another person for some activities of daily living every day...Severe disability3

Patient can look after themself at home, get out and about to the shops, and travel by public transport. However, some
previous activities, either at work or in social life, are now no longer possible by reason of either physical or mental
deficit...

Moderate disability4

Patient has the capacity to resume normal occupational and social activities, although there may be minor physical or
mental deficits...social outcome should be included in the assessment here, such as leisure activities and family rela-
tionships

Good recovery5

Modeling
Neurologists were involved throughout the model development
process and supervised the clinical application of the algorithm

to ensure that the model’s predictions are meaningful and the
research process meets the requirements of the ethics committee.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e41819 | p.519https://www.jmir.org/2022/12/e41819
(page number not for citation purposes)

Fang et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


CNN-SVM Hybrid Model for Predicting GOS Score
The ability of CNN to extract data features is applicable to the
processing of multidimensional input data in this study [15].
SVM can automatically identify support vectors that have better
differentiation ability for classification. The resulting classifier
can maximize the class-to-class interval, thus demonstrating
better adaptability and higher classification accuracy [16], which
is applicable to the prediction of GOS classification results.
Therefore, this study combined CNN and SVM to build a hybrid
CNN-SVM model for predicting the prognosis of patients with
TBI. This model combined the respective advantages of CNN
and SVM to improve model prediction accuracy and therefore
exhibited greater advantages [17].

In the CNN-SVM hybrid model, the input layer consisted of 11
classes of input parameters, and the output layer was divided
into 5 classes of GOS scores. Of the original 1001 data sets,
80% were randomly selected as the training set and 20% as the
test set. Five rounds of model learning and validation were
performed, and the average GOS classification accuracy of the
5 training and testing sessions was finally obtained. We

developed the CNN-SVM hybrid model using the Pyrorch
framework and Python 3.9 programming language.

The CNN-SVM model was used to make classification
predictions for GOS score. Cross entropy was selected as the
loss function of the model. Hyperparameters were selected
through training, and the full training data were then retrained
with the optimal parameters of the optimal model. After several
attempts, rectified linear unit was selected as the activation
function of the model [18]. The optimizer used momentum
gradient descent [19]. The learning rate was set to 10-3, and the
batch size was set to 64 according to the number of samples in
the training set to ensure memory utilization and enhance
processing speed for the same amount of data. The SVM model
used an radical basis function kernel to avoid falling into local
optimal solution. Penalty factor (P=100) and kernel parameter
(γ=0.02) of the SVM were finalized using the grid search method
[20]. The process of building the CNN-SVM hybrid model is
shown in Figure 3; regarding the setup in CNN, details about
our convolutional and pooling layers for structured data are
shown in the Table 3.

Figure 3. Convolutional neural network–support vector machine hybrid model building process. SVM: support vector machine; GOS: Glasgow Outcome
Score.

Table 3. Parameter setting of CNN.

Model parameter settingNetwork layer

Data matrixInput layer

64 1×1 convolution kernels; kernel_size = 5Convolution layer 1

128 1×1 convolution kernels; kernel_size = 5Convolution layer 2

MaxPool; kernel_size =1; stride = 2Pool layer 1

128 1×1 convolution kernels; kernel_size = 5Convolution layer 3

MaxPool; kernel_size =1; stride = 2Pool layer 2

256 1×1 convolution kernels; kernel_size = 5Convolution layer 4

MaxPool; kernel_size =1; stride = 2Pool layer 3

516 1×1 convolution kernels; kernel_size = 5Convolution layer 5

Output 1D vectorPool layer 4 (adaptive pooling layer)

OutputFull connection layer

CNN-SVR Hybrid Model to Predict Length of Stay
SVMs are used for classification problems. SVR is a key
application branch of SVMs. SVR and SVM are distinct in that
SVM aims to maximize the distance to the nearest sample point
in the hyperplane, while SVR aims to minimize the distance to
the farthest sample point in the hyperplane. Therefore, SVR is
applicable to the regression prediction of length of stay in this
study but not to the prediction of classification problems. We

combined CNN and SVR to build a hybrid CNN-SVR model
for predicting the hospital stay of patients with TBI. The input
layer consisted of 11 input parameters, and the output layer was
length of stay. We randomly selected 80% of the original 1001
data sets as the training set and 20% as the test set. In this study,
the mean absolute percentage error (MAPE) was used to
measure the error between the real hospitalization time and
predicted hospitalization time in the model, as shown in equation
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(1), where yi represents the real data and ŷi represents the
predicted data. We developed the CNN-SVR hybrid model
using the Pyrorch framework and Python 3.9 programming
language.

The CNN-SVR model was used to predict the length of stay of
patients with TBI. The mean square error was selected as the
loss function for the regression prediction model.
Hyperparameters were selected through training, and the full
training data were retrained with the optimal parameters of the

optimal model. After several attempts, rectified linear unit was
selected as the activation function of the model. The optimizer
was used as reported by Kingma and Ba [21]. The learning rate
was set to 10-3, and the batch size was set to 32 according to
the number of samples in the training set. The radical basis
function kernel was used for the SVR model. The penalty factor
of P=100 for SVR was finally determined using a grid search
method with the kernel parameter γ=0.01. The process of
building the CNN-SVR hybrid model shows in Figure 4, and
details about our convolutional and pooling layers for structured
data are shown in the Table 3.

Figure 4. Convolutional neural network–support vector regression hybrid model building process. SVR: support vector regression.

Results

Evaluation Indicators
All 1001 valid samples were divided into training and test sets.
The data were divided according to the rule of having similar
statistical characteristics. The training set was divided into 0.8
of the total sample size and included the cross-validation data.
Training and testing were repeated 5 times and averaged. For
the classification prediction of GOS scores, the metric of
precision was used to measure classification accuracy. For the
prediction model of length of stay in patients with TBI,

coefficient of determination (R2) and MAPE were used to
examine model performance.

Predicting the Prognosis of Patients With TBI: GOS
Scores
To establish the optimal GOS classification model, this study
compared the CNN-SVM model design with the construction

of CNN, SVM, and BP neural network models. Accuracy
indicates the proportion of correctly classified samples in the
test set to the total sample size and can evaluate the predictive
accuracy of the model, receiver operating characteristic curve
is a composite indicator of sensitivity and specificity continuous
variables, and area under the curve (AUC) can evaluate the
generalization ability of the model. We used the accuracy and
AUC to evaluate the advantages and disadvantages of the
classification models. The accuracy and AUC of the 4 models
(BP, CNN, SVM, and CNN-SVM) in the test data set are
presented in Table 4. The classification results of the CNN-SVM
hybrid model exhibited the highest accuracy and AUC; accuracy
was 16.50%, 9.00%, and 5.50% higher than the BP, CNN, and
SVM models, respectively, and AUC was 15.75%, 10.47%, and
6.33% higher than the BP, CNN, and SVM models, respectively.
These results indicate that the classification prediction of GOS
score using the hybrid CNN-SVM model is optimal.

Table 4. Accuracy and area under the curve of the four models.

AUCb, %ACCa, %Model

Testing setTraining setTesting setTraining set 

78.9386.5776.5083.63BPc

84.2187.1884.0087.63CNNd

88.3591.2487.5090.13SVMe

94.6896.8993.0094.13CNN-SVM

aACC: accuracy.
bAUC: area under the curve.
cBP: back propagation.
dCNN: convolutional neural network.
eSVR: support vector machine.
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To further validate the reliability and merit of CNN-SVM, 111
data records from the First Affiliated Hospital of Anhui Medical
University were used for validation. Eleven types of input
variables collected were fed into the 4 models to compare the
classification results; the experimental results are shown in
Figure 5. The accuracy of GOS score classified by the 4 models
(CNN-SVM, BP, CNN, and SVM) was 93.69%, 75.68%,

81.98%, and 88.29%, respectively, and the AUC was 94.32%,
77.89%, 84.57%, and 87.12%, respectively. The accuracy and
AUC of CNN-SVM model were the best. Therefore, the
CNN-SVM model is still the optimal model for predicting the
GOS classification model through the validation of external
hospital data.

Figure 5. Accuracy and area under the curve of the 4 models in the external validation set. ACC: accuracy; AUC: area under the curve; CNN-SVM:
convolutional neural network–support vector machine; BP: back propagation; CNN: convolutional neural network; SVM: support vector machine.

Predicting Length of Hospital Stay in Patients With
TBI
To establish the optimal model for predicting the length of
hospital stay for patients with TBI, this study compared the
construction of CNN, SVR, and BP neural network models

based on the design of a CNN-SVR model. The R2 and MAPE
between the 4 models (CNN-SVR, BP, CNN, and SVR) for
predicting length of stay and the true length of stay in the
training and test sets are presented in Table 5. The CNN-SVR
hybrid model exhibited the smallest error in the prediction
results. Compared with that of the BP, CNN, and SVR models,
MAPE was reduced by 7.61%, 10.15%, and 3.65%, respectively,
indicating that the hybrid CNN-SVR model optimally predicted
the length of hospital stay with higher prediction accuracy. The

R2 of the CNN-SVR model was higher than that of the other 3
models, with values of 0.96 and 0.93 for the training and test

sets, respectively, indicating that the CNN-SVR had the best
fit.

These results indicated that the CNN-SVR model had high
regression fit and regression accuracy for the training samples
and good learning ability. The model could be trained to the
maximum extent with the existing data while accurately
approximating the actual values of the training samples. In
general, the regression fit and prediction accuracy of the model
for the predicted samples were lower than that of the modeled
samples. A smaller difference between these parameters
indicated better generalization ability of the model. The
evaluation data of the models revealed that the CNN-SVR model
most closely approximated the actual prediction ability and
modeling effects with the smallest difference. This indicated
better robustness and actual generalization performance of the
CNN model and that this model was most suitable as the
prediction model.
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Table 5. Mean absolute percentage error and coefficient of determination for four model predictions.

R 2MAPEa, %Model

Testing errorTraining errorTesting errorTraining error 

0.790.8218.3313.18BPb

0.730.7620.6915.29CNNc

0.850.8914.3710.86SVRd

0.930.9610.728.12CNN-SVR

aMAPE: mean absolute percentage error.
bBP: back propagation.
bCNN: convolutional neural network.
bSVR: support vector regression.

To further compare the reliability of the algorithms, 111 data
records from the First Affiliated Hospital of Anhui Medical
University were used for external validation. In total, 11 types
of input variables from the collected data were input into the 4
models to compare the strengths and weaknesses of the models’
prediction effects. The experimental results are presented in
Figure 6. Overall, the CNN-SVR predicted hospital
length-of-stay contours were generally consistent with the

patients’ true length-of-stay contours. And we further calculated

the MAPE and R2 for CNN-SVR, BP, CNN, and SVR models
as 10.44%, 17.60%, 20.71%, and 16.00%, and 0.92, 0.76, 0.73,
and 0.79, respectively. The CNN-SVR model performed better

with regard to both MAPE and R2 metrics. Therefore, the
CNN-SVR model was the optimal model for predicting the
length of stay of patients with TBI, as validated by external
hospital data.

Figure 6. Comparison of the predicted results of the 4 models with the true values. SVR: support vector regression; BP: back propagation; CNN-SVR:
convolutional neural network–support vector regression; CNN: convolutional neural network.

Discussion

Principal Findings
It is feasible to apply CNN, SVM, and SVR to the development
of hybrid prediction models, which outperform traditional
algorithms. In this study, we compared and constructed 4 models
for each of the 2 prediction results, and the 2 hybrid models,
CNN-SVM and CNN-SVR, performed the best in all metrics
in the prediction results. The first was a hybrid CNN-SVM
model for predicting GOS scores, combining the respective
strengths of CNN and SVM, with accuracies of 94.13%, 93.00%,
and 93.69% and AUCs of 96.89%, 94.68%, and 94.32% in the
training, testing, and external validation sets, respectively. The

second model was a hybrid CNN-SVR model for predicting

actual length of stay with MAPE and R2 of 8.12% and 0.96,
10.72% and 0.93, and 10.44% and 0.92 in the training, test, and
external validation sets, respectively. The data were optimal,
indicating that our prediction model has high reliability and the
results hold clinical utility. To our knowledge, this is the first
study to build hybrid prediction models based on clinical data
for prognosis and length of stay in hospital for patients with
TBI.

Comparison With Prior Work
Previous studies have proposed a linear regression (LR) scoring
system for clinical studies, but its specificity and sensitivity are
low, and its predictive performance is inferior to that of
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multivariate prediction models. Moreover, when LR is applied
to describe complex multivariate nonlinear relationships, it may
have low robustness and often requires complex transformations
due to multicollinearity between variables [22]. Our machine
learning models represent a new generation of multivariate
statistical methods that can deal more effectively with
multidimensional factors and are suitable for incorporating a
wider range of risk factors for prediction. This ability reduces
the reliance on practitioner experience and ensures objective
results. For example, prediction of delayed graft function after
kidney transplantation revealed that SVM-based machine
learning exhibited better performance compared to LR [23].
Indeed, Feng et al [24] compared 22 machine learning methods
with LR and reported that the AUC of LR was 0.83 with an
accuracy of 88%, while almost all machine learning algorithms
achieved higher AUC than that of LR. Compared to traditional
methods, machine learning methods offer advantages in feature
selection; the more factors considered, the more accurate the
predictions become. In fact, machine learning methods have
been applied to the field of TBI [9,25-27] using classical
algorithms like artificial neural networks and BP neural
networks, but these algorithms have serious shortcomings. This
has also inspired us to apply the next generation of machine
learning methods to clinical applications.

We used CNN in our study because it is a powerful machine
learning model commonly used in the field of neurosurgery to
analyze cranial CT scans [28-30]. With the development of
computational power, the network depth of CNNs is increasing,
enabling more accurate approximations of nonlinearly increasing
objective functions. However, this is accompanied by increasing
complexity of networks, making them difficult to optimize and
prone to overfitting. Therefore, we introduced SVM and
combined the two to build a more reliable model for a
classification problem like predicting a patient’s prognosis (GOS
score); on the contrary, a patient’s length of stay constitutes a
regression prediction problem and SVR, a branch of SVM, was
proposed precisely to solve the regression problem; therefore,
we combined SVR and CNN to build a hybrid model for
predicting the length of stay. The comparative validation shows
that our model outperformed CNN, SVM or SVR, BP models
built separately in training, testing and external validation sets.
This confirms our conjecture that it is feasible and effective to
use novel machine learning methods and combine their
respective strengths in building hybrid models to solve
prediction problems, and the results are clinically relevant.

Patients with TBI are generally sicker and have longer hospital
stays than other patients, and this new form of hybrid predictive
model could provide a reliable reference for health care decision
makers in their work and help in managing patients more
accurately. The 11 categories of input variables are available
in previous studies, and these are all commonly used clinical

data in the field of TBI that are easy to collect, which also
demonstrates the operational and practical nature of our study.

Limitations
Although our study lays the groundwork for the use of machine
learning–based modeling in the field of TBI, several limitations
should be acknowledged. First, machine learning methods are
a computational construct unfamiliar to most physicians and
may be dismissed as esoteric or unproven. However, with the
rapid advancement of technology, artificial intelligence and
machine learning will inevitable become widely used tools in
the future. Second, due to the location of the Children’s Hospital
of Anhui Province in our area, the sample size for severe TBI
in children may be insufficient. In this regard, it may be
necessary to cooperate with the children’s hospital at later stages
to collect data from as many children with TBI as possible to
further refine the model. In this study, we collected patients’
past medical history and classified them into 6 categories, which
may not have a large enough sample size, and there are other
types of past history that may affect the length of stay; later
studies need to further expand the sample size to improve the
accuracy of the model. In addition, there may also be small
significant relationships between the input data; for example,
a patient’s GOS score on admission and a head CT suggestive
of brain herniation may have a significant impact on the model.
This involves multicollinearity between input variables and
feature selection, which is the focus of our next phase of
research.

There has been an increasing number of recent reports on the
detection of body fluid markers in patients to predict patient
prognosis [31,32]. Although prediction performance in these
studies did not supersede that of machine learning–based
models, these studies have provided insight with regard to
collection of relevant predictors as input data for machine
learning models. Despite the limitations of this study, it is the
first to use a next generation algorithm to build hybrid models
to predict prognosis and length of stay in hospital for patients
with TBI, and our models work better compared with traditional
algorithms, demonstrating that CNN-SVM and CNN-SVR
models can be useful in clinical work.

Conclusions
In summary, our study is the first to combine multiple novel
machine learning methods to develop hybrid models for
application to TBI. Our hybrid models achieved excellent results
and predicted target values quickly and accurately, with more
stable performance. Further replication of the model may enable
clinical teams and hospital managers to work collaboratively
to provide optimal clinical care and may assist inexperienced
practitioners in small remote or rudimentary facilities. We
believe that our approach will provide more robust and accurate
predictions and these can be updated in real time, with crucial
implications for clinical work.
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Abstract

Background: Use of social media for study recruitment is becoming increasingly common. Previous studies have typically
focused on using Facebook; however, there are limited data to support the use of other social media platforms for participant
recruitment, notably in the context of a pregnancy study.

Objective: Our study aimed to evaluate the effectiveness of Facebook, Twitter, and Instagram in recruiting a representative
sample of pregnant women in a longitudinal pregnancy cohort study in Calgary, Alberta, between September 27, 2021, and April
24, 2022.

Methods: Paid advertisements were targeted at 18- to 50-year-old women in Calgary, with interests in pregnancy. Data regarding
reach, link clicks, and costs were collected through Facebook Ads Manager (Meta Platforms, Inc) and Twitter Analytics (Twitter,
Inc). The feasibility of each platform for recruitment was assessed based on the recruitment rate and cost-effectiveness. The
demographic characteristics of the participants recruited through each source were compared using the chi-square test.

Results: Paid advertisements reached 159,778 social media users, resulting in 2390 link clicks and 324 participants being
recruited. Facebook reached and recruited the highest number of participants (153/324, 47.2%), whereas Instagram saw the highest
number of link clicks relative to the number of users who saw the advertisement (418/19,764, 2.11%). Facebook and Instagram
advertisements were cost-effective, with an average cost-per-click of CAD $0.65 (US $0.84; SD $0.27, US $0.35) and
cost-per-completer of CAD $7.89 (US $10.25; SD CAD $4.08, US $5.30). Twitter advertisements were less successful in terms
of recruitment and costs. Demographic characteristics of participants did not differ based on recruitment source, except for
education and income, where more highly educated and higher-income participants were recruited through Instagram or Twitter.
Many issues related to fraudulent responses were encountered throughout the recruitment period.

Conclusions: Paid social media advertisements (especially Facebook and Instagram) are feasible and cost-effective methods
for recruiting a large sample of pregnant women for survey-based research. However, future research should be aware of the
potential for fraudulent responses when using social media for recruitment and consider strategies to mitigate this problem.

(J Med Internet Res 2022;24(12):e40298)   doi:10.2196/40298
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Introduction

Background
Recruitment is crucial to the success of prospective studies;
however, it remains one of the most challenging aspects of
conducting research owing to its time-consuming and expensive
nature [1]. To address the challenges of recruitment, researchers
are increasingly turning to social media as a tool to reach
potential participants [1,2]. Using social media for recruitment
is particularly beneficial in the context of the COVID-19
pandemic where many health care services have moved to
web-based formats, thus decreasing the likelihood that
participants encounter study advertisements through traditional
methods such as posters or postcards.

Approximately 85% of Canadians reported using social media
in the past year, with Facebook, Twitter, and Instagram being
3 of the 4 most commonly used platforms [1,3]. Women between
the ages of 25 and 34 years account for the greatest proportion
of social media users in the country [3], demonstrating the
potential of social media to reach pregnant women for study
recruitment. Previous studies focusing on pregnancy have found
that using traditional recruitment methods in conjunction with
paid social media advertisements is an effective way of
recruiting desired number of participants within a short period
[1,4-6]. However, most literature on this topic focuses
exclusively on comparing traditional methods with Facebook.
Therefore, it is unknown whether findings from Facebook are
generalizable to other platforms such as Twitter and Instagram.

Objectives
By examining the success of multiple paid advertisement
campaigns across Facebook, Instagram, and Twitter
simultaneously, this study aimed to determine (1) which social
media platform is most effective for recruitment in terms of
recruitment rate and cost; (2) what kind of advertisements lead
to the most engagement with our study and the most number of
participants; and (3) whether participants recruited through each
platform differed from each other and from participants recruited
through traditional methods.

Methods

The P3 Cohort Study
The P3 Cohort Study (Prediction, Prevention and Interventions
for Preterm Birth) is a longitudinal cohort study aimed at
recruiting 4000 pregnant women and their partners in Calgary,
Alberta, to better understand preterm birth [7]. The study

comprises 5 web-based surveys to be completed during
pregnancy and the first year postpartum. In addition, the partner
may choose to participate in 2 surveys. As of April 2022,
participant pregnancy status and identity are self-reported but,
following completion of recruitment, will be verified by medical
records. Participants are compensated with a CAD $10 (US
$13) electronic gift card for every survey they complete.
Participants are eligible for this study if they are <32 weeks
pregnant with a singleton pregnancy, living in the Calgary Zone
of Alberta Health Services, and ≥16 years old.

Recruitment Platforms and Study Advertisements
Beginning in September 2021, paid advertisements targeting
women between the ages of 18 and 50 years living within a
20-mile radius of Calgary with specific interests in pregnancy
and parenting were used to facilitate recruitment. Facebook-
and Instagram-specific targeting features included “motherhood
or baby shower and parents: parents (all),” and Twitter-specific
targeting features included “family and parenting- babies and
toddlers, family and parenting- daycare and preschool, family
and parenting- parenting K-6 kids, life stages- moms.” The
terms of service of the social media platforms did not allow us
to use these specific targeting features for users <18 years of
age. For nearly every advertisement campaign, the appearance
of study advertisements included (1) a title (ie, “Are you less
than 32 weeks pregnant?”), (2) a description (ie, “Help UCalgary
researchers and join our study to understand preterm birth!”),
(3) an image or a graphic (ie, a pregnant person and a baby in
the neonatal intensive care unit), (4) institutional logos to
establish the credibility of the study (ie, the University of
Calgary, the Calgary Health Foundation, and the Alberta
Children’s Hospital Foundation), and (5) a link to our website.

Between September 27, 2021, and April 24, 2022, a total of 13
campaigns were run, with each advertisement being manipulated
in terms of budget, duration, and content (Table 1). Each
campaign involved the same advertisement running on multiple
social media platforms simultaneously. Most of the
advertisements contained only the essential information, while
other advertisements were themed (eg, Halloween and
Prematurity Awareness Month). In addition, some
advertisements mentioned the study incentive of CAD $10 (US
$13; although participants received the incentive for each survey
completed regardless of whether or not this was mentioned in
the advertisement). During this 7-month recruitment period,
traditional methods (eg, posters and postcards) were distributed
in the community and through health care providers to potential
participants.
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Table 1. Duration, budget, and image for each of the 13 advertisement campaigns used throughout recruitment.

ImageBudget (per day), CAD $ (US $)Duration, dayCampaign

StandardcN/AN/Ab0a

StandardN/AN/A1a

Standard25 (32.5)52

Halloweend10 (13)33

Prematurity Awareness Monthe10 (13)54

Standard35 (45.5)55

Standard50 (65)56

Standard25 (32.5)37

Incentive mentionedf25 (32.5)38

Incentive mentioned25 (32.5)59

Incentive mentioned50 (65)510

Incentive mentioned25 (32.5)811

Incentive mentioned35 (45.5)1g12

aCampaigns 0 and 1 were unpaid to address the issues associated with fraudulent participants. Unpaid advertisements are not boosted by the social
media platforms and are consequently shown to fewer users. These campaigns can still mention the incentive as participants who see the advertisement
will still be compensated for their participation. Campaign 0 mentioned the incentive in the caption of the campaign but not in its image.
bN/A: not applicable.
cThe standard advertisement refers to a post that included a title (“Less than 32 weeks pregnant?”), a brief description of the study, our study website,
a relevant cartoon, and logos of affiliated institutions. There was no mention of incentives.
dThe Halloween advertisements compared the size of a baby at different gestational age to the Halloween candy. There were no logos of the institutions
with which we were affiliated and no mention of the incentive. Information regarding the study was provided in the caption.
eThe Prematurity Awareness Month advertisement was posted in November and included a title (“November is Prematurity Awareness Month”), an
image of an infant in the neonatal intensive care unit, and the logos of the affiliated institutions. There was no mention of any incentives.
fThe incentive advertisements were the same as the standard advertisement but mention the incentive directly in the photo of the advertisement.
gCampaign 12 was scheduled to run for 5 days but was discontinued after only a day owing to a high number of fraudulent responses.

Data Collection
Data regarding reach, link clicks, and cost for each campaign
were collected through Facebook Ads Manager (which includes
data for both Facebook and Instagram) and Twitter Analytics
(Textbox 1 for definitions). Data regarding where participants

learned about the study (Facebook, Twitter, Instagram, or a
traditional source) and demographic data, including age,
education, income, race, country of birth, and marital status,
were obtained from the baseline survey to determine whether
demographic characteristics varied between recruitment
methods.
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Textbox 1. Definitions of study outcomes.

Reach

• Number of users who saw the advertisement on their feed

Link clicks

• Number of users who clicked on the advertisement link

Click-through-rate

• Number of link clicks divided by reach

Completion to click ratio

• Number of completers divided by number of link clicks

Cost-per-click

• Total cost of the advertisement divided by the number of link clicks for each advertisement

Cost-per-completer

• Total cost of the advertisement divided by the number of people who completed the baseline survey

Program Evaluation Method
The effectiveness of Facebook, Twitter, and Instagram was
evaluated based on the recruitment rate and cost-effectiveness.
The analysis was broken down by each advertisement campaign,
which spanned the day the campaign started to the day before
the next campaign. The number of participants who consented
to each campaign was used, as it was assumed that the consent
date would more accurately reflect the day that the participant
saw the study advertisement compared with the date that they
completed the baseline survey (eg, participants could have
consented days before completing the baseline survey).

Recruitment Rate
The recruitment rate was calculated using two metrics: the
number of link clicks and number of completers per campaign.
Using both metrics provided an understanding of whether the
participants who clicked on our advertisement were doing so
out of curiosity or whether they truly intended to participate in
the study. The detailed breakdown provided by Facebook mobile
allowed us to differentiate the reach and number of link clicks
obtained through each Facebook and Instagram campaign,
whereas Twitter gave this information directly. Chi-square tests
were used to compare the demographic profile of individuals
recruited via social media versus traditional means and to
compare the profiles of individuals who were recruited across
the 3 social media platforms.

Cost-effectiveness
Cost-effectiveness was measured using (1) cost-per-click and
(2) cost-per-completer (Textbox 1). It was not possible to
differentiate cost data between Facebook and Instagram; thus,
data for these platforms were analyzed together.

Ethics Approval
Template study advertisements were approved by the University
of Calgary’s Conjoint Research Ethics Board (REB 20-1635)

to ensure that they would not mislead participants regarding the
purpose of the study.

Results

Recruitment Results
Between September 2021 and April 2022, a total of 324
participants enrolled in the ongoing P3 Cohort Study and
completed the baseline survey across 13 separate advertisement
campaigns. For Facebook and Instagram, 11 (85%) of the 13
campaigns were paid, and for Twitter, 5 (38%) of the 13
campaigns were paid. We reported the results of these paid
campaigns. Of the 324 participants recruited, 153 (47%) heard
about the study through Facebook, 79 (24%) through Instagram,
10 (3%) through Twitter, and 82 (25%) from other sources (eg,
traditional methods including postcards and posters). Our paid
advertisements reached 159,778 social media users that
translated into 2390 link clicks.

Throughout our recruitment efforts, we encountered several
issues regarding fraudulent responses. Of the 2390 link clicks,
we initially had 1572 consents; however, upon further
inspection, 1220 (78%) of these were deemed fraudulent, as
indicated by made-up names and email addresses, as well as IP
addresses outside the Calgary Zone of Alberta Health Services.
Furthermore, out of 561 baseline surveys, 237 (42%) were
deemed fraudulent because of inconsistencies in survey answers
(eg, gestation age not matching the due date), nonsensical email
addresses (eg, the email address primarily consisting of numbers
or inconsistencies between a participant’s name and the name
in their email address), and phone numbers and IP addresses
outside of Calgary. These issues were most salient during our
pilot campaign (labeled campaign 0). As such, we decided to
stop mentioning the incentive in our caption and discontinued
the paid advertisement to stop the circulation on social media.
Subsequently, we implemented new security measures, including
logic checks, monitoring for fake email addresses and duplicate
IP addresses, and changing the landing page such that the

J Med Internet Res 2022 | vol. 24 | iss. 12 |e40298 | p.531https://www.jmir.org/2022/12/e40298
(page number not for citation purposes)

Pekarsky et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


website did not link directly to the consent form. Instead, when
participants clicked on the link to join our study, they were
required to answer some screening questions and were only
then sent the consent form manually by the study team if the
participant responses seemed legitimate. Screening questions
asked for participant contact information (name, email address,
and phone number) and basic demographic information to
confirm eligibility (age, pregnancy status, gestational age, and
place of residence). Members of the research team reviewed
the responses and contacted participants if they were deemed
eligible. These new measures led to an appreciable decrease in
the rate of fraudulent responses; however, throughout the
remainder of the recruitment period selected for this study, the
team had to be diligent in monitoring survey response rates.

Recruitment Rate per Platform

Facebook

Link Clicks

Our paid Facebook advertisements reached 124,515 users
through 11 paid campaigns, which translated into 1916 link
clicks, resulting in a click-through-rate (CTR) of 1.54%
(1916/12,451) and a completion to click ratio of 7.99%
(153/1916; Table 2). Campaign 6 was the most successful in
generating link clicks on Facebook. Campaigns 8 to 10, which
mentioned the incentive directly in the image of the
advertisement, also generated much traffic to our study website.
Campaign 4, the prematurity awareness advertisement, and
campaign 12, which was discontinued after only a day of
recruitment owing to fraudulent responses, were the least
successful in generating link clicks.

Table 2. Recruitment rates for paid advertisements on Facebook, Instagram, and Twitter.

TwitterInstagramFacebookCampaign

Completed sur-

veys, n (%b)
Link clicks
(CTR), n (%)

Reach,
n

Completed sur-

veys, n (%b)
Link clicks
(CTR), n (%)

Reach,
n

Completed sur-

veys, n (%b)

Link clicks

(CTRa), n (%)
Reach,
n

5——1——2——c0

—————————1

—3 (0.54)5491 (50)2 (1.37)14610 (7.46)134 (1.54)86982

—6 (0.65)929———2 (0.91)220 (3.16)69453

1 (8.33)12 (0.67)17981 (8.33)12 (0.45)26458 (16)50 (0.94)53134

2 (11.76)17 (0.23)76391 (12.5)8 (2.78)28814 (8.38)167 (1.52)10,9565

2 (8.33)24 (0.52)45849 (10.59)85 (2.49)341625 (6.61)378 (1.36)27,7326

——d—d5 (33.33)15 (1.74)8644 (4.49)89 (0.99)90167

——d—d14 (20.29)69 (3.67)187921 (14.09)149 (1.77)83958

——d—d7 (18.42)38 (2.48)153223 (8.39)274 (2.26)12,1479

——d—d16 (25.81)62 (1.78)348023 (8.46)272 (1.31)20,80010

——d—d16 (13.91)115 (2.29)50126 (3.9)154 (1.22)12,59911

——d—d1 (8.33)12 (2.39)50215 (51.72)29 (1.52)191412

10 (16.13)62 (0.4)15,49979 (18.9)418 (2.11)19,764153 (7.99)1916 (1.54)124,515Total

aCTR: click-through-rate.
bPercentage refers to the ratio of the number of individuals who completed the baseline survey divided by the number of individuals who clicked on
the advertisement (completer-to-click ratio).
cData on these metrics were unavailable.
dCampaigns 7 to 12 were unpaid on Twitter; therefore, no information on reach or link clicks was collected.

Completion

Campaign 6, the advertisement with the highest budget, led to
the most number of completed baseline surveys (25/153, 16.3%),
whereas campaigns 8 and 9, which were the first to introduce
the study’s incentive into the advertisement’s image and caption,
were also highly successful in terms of recruitment (Table 2).
Campaigns with lower budgets and duration (campaigns 3 and
7) led to the fewest number (2/153, 1.3%, and 4/153, 2.6%,
respectively) of completed baseline surveys.

Instagram

Link Clicks

Our paid Instagram advertisements reached 19,764 users through
the 11 paid campaigns, which translated into 418 link clicks,
resulting in a CTR of 2.11% (418/19,764) and completion to
click ratio of 18.9% (79/418; Table 2). As with Facebook
advertisements, campaigns 6 and 8 to 10 were also the most
successful in generating link clicks.
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Completion

Campaigns 6, 10, and 11 led to the highest number of completed
surveys (9/79, 11.4%; 16/79, 20.3%; and 16/79, 20.3%,
respectively), on Instagram (Table 2). However, campaigns 2,
3, 4, 5, and 12 led to only one or no completed baseline surveys.

Twitter

Link Clicks

Our paid Twitter advertisements reached 15,499 users through
the 5 paid campaigns, which translated into 62 link clicks,
resulting in a CTR of 0.4% (62/15,499) and completion to click
ratio of 16.13% (10/62; Table 2).

Completion

Although there was a higher proportion (10/62, 16.13%) of
completers on Twitter compared with Facebook (153/1,916,
7.99%), the overall yield of the advertisements was low.
Therefore, paid Twitter advertisements were discontinued after
campaign 5 because of the low recruitment rate.

Cost-effectiveness

Facebook and Instagram
The total cost for Facebook and Instagram advertisements was
CAD $1430 (US $1859) throughout the 11 paid campaigns.
Cost-per-click for Facebook and Instagram advertisements was
consistently under CAD $1 (US $1.3) across campaigns, with
an average cost-per-click of CAD $0.65 (US $0.84; SD $0.27;
US $0.35) throughout the 11 campaigns. Campaign 3 saw the
lowest cost-per-click at CAD $0.14 (US $0.18), whereas the
highest cost-per-click was for campaigns 4 and 5, both at CAD
$1 (US $1.3; Table 3).

The cost-per-completer on Facebook and Instagram remained
<CAD $15 (US $19.5; Table 3). Campaign 12, which mentioned
the incentive and had the second highest budget per day, saw
the lowest cost-per-completer at CAD $1.44 (US $1.87) per
participant. Overall, the average cost-per-completer was CAD
$7.89 (US $10.25; SD $4.08, US $5.30).

Table 3. Cost-per-click and cost-per-completer for Facebook and Instagram (combined) and Twitter.

TwitterFacebook and InstagramCampaign

Cost-per-completer, CAD $ (US$)Cost-per-click, CAD $ (US$)Cost-per-completer, CAD $ (US$)Cost-per-click, CAD $ (US$)

0.00c—b—b—b0a

—b—b—b—b1a

—b11.71 (15.22)11.36 (14.7)0.92 (1.19)2

—b4.18 (5.43)15.00 (19.5)0.14 (0.18)3

0.00c—d11.11 (14.44)1.00 (1.3)4

69.00 (89.7)9.49 (12.33)11.67 (15.08)1.00 (1.3)5

55.61 (72.2)4.63 (6.01)6.10 (7.93)0.54 (0.70)6

—b—e8.33 (10.8)0.72 (0.93)7

—b—e2.14 (2.78)0.34 (0.44)8

—b—e4.17 (5.41)0.40 (0.52)9

—b—e6.41 (5.11)0.75 (0.97)10

—b—e9.08 (11.8)0.74 (0.96)11

—b—e1.44 (1.87)0.57 (0.74)12

aCampaigns 0 and 1 were unpaid across all platforms.
bData not available.
cTwitter campaigns 0 and 4 recruited a participant despite not using any budget, so they were likely to have heard about the advertisement through
organic methods.
dTwitter did not use any of our budget for campaign 4.
eCampaigns 7 to 12 were unpaid on Twitter.

Twitter
The total cost of Twitter advertisements throughout the 5 paid
campaigns was CAD $299 (US $388.7). Depending on the
campaign, only some (or sometimes none) of the prespecified
budget was used by Twitter to display our advertisements.

Cost-per-click for the advertisements that used a partial or full
amount of the prespecified budget ranged from CAD $4.18 (US
$4,72; campaign 3) to CAD $11.71 (US $15.22; campaign 2),
with an average cost-per-click of CAD $7.50 (US $9.75; SD
$3.20, US $4.16; Table 3). Cost-per-completer for paid Twitter
advertisements ranged from CAD $55.61 (US $72.29; campaign
6) to CAD $69 (US $89.7; campaign 5).
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Representativeness
The demographic profiles of individuals recruited via social
media did not differ from those recruited through traditional
means in terms of education, household income, marital status,
immigration status, race, or age (Table 4). However, among

individuals who were recruited via social media, those with
educational backgrounds of university graduation and above
were more likely to be recruited via Instagram or Twitter
(P<.001) and those with a higher household income (above
CAD $100,000/year; US $13,000) were also more likely to be
recruited through Instagram or Twitter (P<.001).

Table 4. Demographic characteristics of the participants recruited through Facebook, Instagram, Twitter, and other sources (N=307)a.

P valueOther sources, n (%)Twitter, n (%)Instagram, n (%)Facebook, n (%)Characteristics

For differences
between social
media and other
sources

For differences
between 3 social
media sources

.53<.001Education, (n=306a)

9 (11)0 (0)7 (10)26 (18)Did not graduate university

47 (59)2 (20)44 (60)92 (64)Graduated university

24 (30)8 (80)22 (30)25 (17.48)Graduated school

.54<.001Income in CAD $, (n=303a)

24 (30)0 (0)10 (14)49 (35)<99,999 (US $129,998)

56 (70)10 (100)63 (86)91 (65)≥99,999 (US $129,998)

.34.57Marital status, (n=307a)

78 (96)10 (100)69 (95)132 (92.31)Married or common law

3 (4)0 (0)4 (5)11 (7.69)Other

.20.75Country of origin, (n=307a)

63 (78)9 (100)60 (82)121 (85)Canada

18 (22)1 (10)13 (18)22 (15)Other

.36.17Race, (n=306a)

57 (70)10 (100)53 (73)107 (75)White

24 (30)0 (0)20 (27)35 (25)Other

.64.31Age in years, (n=300a)

54 (70)6 (60)44 (61)100 (71)<35

23 (30)4 (40)28 (39)41 (29)≥35

aOwing to item nonresponse, the total of the n values does not add up to 324.

Discussion

Principal Findings
Using social media as a recruitment strategy proved to be an
effective method to reach and recruit a sample of pregnant
women in our longitudinal study although the recruitment rate
and cost-effectiveness did vary by platform. Facebook and
Instagram were highly effective in generating traffic in our study
survey. The CTR of 1.54% (1916/124,515) for Facebook and
2.11% (418/19,764) for Instagram were consistent with previous
literature on this topic, with most studies finding a CTR of
approximately 2% for Facebook advertisements [1,2,8,9]. The
higher CTR on Instagram can likely be attributed to the fact
that Instagram is more commonly used by our target
demographic (especially among women aged 18-29 years [10]),
while the success garnered by Facebook advertisements is likely

related to the regular use of this platform by pregnant women
to connect with other pregnant women and to find answers to
pregnancy- or parenting-related questions [1,5,11]. Twitter was
much less effective in generating traffic to our website and
recruiting participants, despite being commonly used by younger
and middle-aged women [10]. A possible explanation is that
the Twitter algorithm is less effective at targeting and reaching
the population of interest. Our Twitter account was contacted
mainly by other researchers as opposed to accounts related to
our target population.

The campaigns with the most success in terms of link clicks
and completed surveys were those with either a high budget
(campaign 6) or those that mentioned the study’s incentive
directly in the image of the advertisement (campaigns 8-11).
Campaign 12 was an exception because the advertisement had
to be discontinued after only a day to a high influx of fraudulent
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responses, thus generating fewer link clicks. It is important to
note that although campaign 3 had a high number of link clicks
even with a low budget, the advertisement was mistakenly
targeted to all of Canada, likely resulting in many link clicks
and few completed surveys. Interestingly, campaign 4 was less
successful in terms of generating link clicks and completed
surveys, demonstrating that standard advertisements were more
successful than themed ones. Advertisements posted for a shorter
duration (3 days rather than 5 days) and without the incentive
were also less successful in generating link clicks and completed
surveys (campaign 7). The most successful advertisements
contained a short title and description of the study, the logos of
affiliated institutions, the incentive of the study, the study
website link, and a relevant image or cartoon.

Paid Facebook and Instagram advertisements proved to be
cost-effective, with an average cost-per-click of CAD $0.65
(US $0.84; SD $0.27; US $0.35) and an average
cost-per-completer of CAD $7.89 (US $10.25; SD $4.08, US
$5.30). This cost-per-completer was lower than what has been
found in previous pregnancy studies that have used social media
for recruitment [1,12-14]. The cost-per-completer in these
studies ranged from CAD $14.63 (US $19.01) [14] to CAD
$51.27 (US $66.65) [13]. The average cost-per-click of CAD
$0.65 (US $0.84; SD $0.27, US $0.35) was similar to findings
in other pregnancy studies [1,12]. Overall, Facebook and
Instagram advertisements provided a cost-effective method to
reach our target population, especially in comparison to the cost
normally incurred by traditional methods where researchers
must spend time and money designing, printing, and distributing
posters and brochures [1,14]. An important consideration,
however, is that it was quite time-consuming for our study team
to monitor and sort through fraudulent participants. Paid
advertisements on Twitter were less cost-effective than
Facebook and Instagram advertisements, with an average
cost-per-click of CAD $7.50 (US $9.75; SD $3.20, US $4.16)
and cost-per-completer ranging from CAD $55.61 (US $72.2)
to CAD $69 (US $89.7). Focusing on using organic (ie, unpaid)
recruitment methods rather than paid advertisements on Twitter
may help overcome some of the challenges we faced when using
this platform.

Overall, the characteristics of the participants recruited in this
study reflected those of participants in other studies that focused
on pregnancy or other studies examining the effectiveness of
social media recruitment [1,2,9,15,16]. Our sample mainly
comprised highly educated and higher-income White women
born in Canada. On the basis of the results of our analysis, the
demographic characteristics of the participants recruited through
social media did not differ significantly from those of
participants recruited through traditional methods. Therefore,
the use of social media for recruitment will not leave out
important demographics that would otherwise have been
obtained using only traditional methods. In addition, we found
that all 3 social media platforms recruited participants with
similar demographic characteristics; however, Facebook was
more effective than Twitter and Instagram in recruiting
individuals with lower education and income levels. This might
be related to the fact that our Twitter page was primarily
followed by researchers, although there is less obvious

explanation for Instagram. Importantly, however, in our overall
sample, individuals with lower levels of education and income
remained underrepresented.

An increasing number of studies using social media for
recruitment have reported issues regarding fraudulent responses.
One study that used Facebook and Twitter for recruitment to
examine patient perceptions of patient-provider communication
in the ovarian cancer care setting found that most of their survey
respondents were illegitimate [17]. They suggested indicators
of low-quality data, including evidence of inattention
(completing the survey in an unrealistic amount of time),
duplicate or unusual responses to open-ended survey items,
inconsistent responses to verifiable items (eg, the location of
the survey respondent and the time zone not matching), and
evidence of bot automation [17]. Similar indicators were used
to flag fraudulent participants in this study. Studies suggest that
web-based private servers and server farms may be at the root
of this issue, as they allow one individual to complete many
surveys simultaneously, each with a unique IP address, purely
for financial gain [17,18]. Consequently, research funds meant
to compensate legitimate study participants are used for bot
responses [18]. As IP addresses are not tied to physical locations,
but rather are assigned by internet service providers when users
access the internet, they can be manipulated, and IP addresses
alone cannot be used to identify real versus fraudulent responses.
Many other strategies exist to mitigate the fraudulent responses,
including lowering the value of the incentive, collecting
verifiable information (phone number), sending each respondent
a unique survey link, having items that can be compared for
consistency, capturing time stamps for start and stop times,
requiring open-text questions, or limiting the visibility of the
advertisement on social media platforms [17-21]. In addition,
having participants check a box stating that they understand
that ineligible responses will not receive the incentive and that
researchers may contact them by phone to confirm eligibility
may drive illegitimate participants away from the study [18].
Ultimately, researchers must find a balance between making
the study easy and convenient for legitimate respondents to
participate and establishing sufficient security measures to
preserve the integrity of the data [21]. Too many steps (ie,
screening questions, CAPTCHA [Completely Automated Public
Turing test to tell Computers and Humans Apart] tests, etc) may
cause frustration among real participants and lead to a lower
recruitment rate. More research is needed in this area to
determine the best approach for mitigating fraudulent responses
while maintaining the convenience and cost-effectiveness of
social media recruitment.

Strengths and Limitations
This study has both strengths and limitations. To the best of our
knowledge, this is one of the first studies to directly compare
the ability of multiple social media platforms to recruit
participants. This provides valuable information that other
researchers can use to help determine the best recruitment source
for their needs and to accurately estimate their budget. This
study also has several limitations. First, owing to the nature of
our study design, we were unable to know where consenting
participants heard about the study. This metric would have
allowed us to determine whether participants who clicked on
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our website and consented followed through with participating
in the study (or if they just clicked on the advertisement out of
curiosity) based on which platform they heard about the study.
In addition, we could not determine whether there was a major
difference in the cost-per-consent and cost-per-completer. A
solution to this would be to include a question asking where
they heard about the study on the consent form as opposed to
only on the baseline survey. Evaluation of social media as a
recruitment method can be challenging owing to the
ever-changing policies and algorithms, making it difficult to
maintain consistency over a long recruitment period and to
compare with other studies of a similar nature [2]. The potential
for recall bias should also be considered, as participants may
have seen the study advertisement in many places or forgotten
how they heard about the study, thereby influencing our results.
Similar to other prospective pregnancy cohort studies, this study
underrepresented individuals with lower education, lower
income, and racial minorities. This poses a problem in
generalizing the findings of the broader cohort study to the
general population. To counter this, studies have suggested
targeting advertisements to lower-income postal codes or
neighborhoods within a city or targeting advertisements to the
interests of minority populations [22,23]. Future research should
focus on these strategies. By focusing on social media strategies
aimed at recruiting underrepresented populations, studies could
identify common factors of pregnancy in these populations that
make them susceptible to preterm birth. This could ultimately
lead to more targeted interventions to reduce health disparities
within the community. In addition, the advertisements in this
study were specifically targeted at social media users with an
interest in pregnancy and parenting (because the social media
algorithm did not permit us to directly target advertisements to
pregnant women). Therefore, our sample likely consists of
individuals who either discuss their pregnancy openly on social
media or individuals who like and follow pregnancy-related

pages. Future research could investigate the effectiveness of
generic advertisements (ie, advertisements targeted at all
women) compared with more targeted advertisements such as
those used in this study. Finally, the advertisements and content
used to promote this study were targeted toward women;
however, we recognize that not all individuals who are pregnant
identify themselves as women. In addition, much of the content
focused on the positive and exciting aspects of pregnancy;
however, pregnancy and the transition to parenthood can be
challenging. Future content can aim to overcome this by being
more inclusive of different gender identities and experiences of
pregnancy.

Conclusions
In conclusion, the results of this study demonstrate that social
media is a feasible and cost-effective way to reach and recruit
pregnant women to a longitudinal study. Paid advertisements
on Facebook and Instagram, specifically, were highly practical
and cost-effective methods of reaching and recruiting
participants. Researchers can turn to this work to gain an
understanding of what to expect in terms of recruitment rate,
cost, and representativeness when using social media to recruit
pregnant women or other populations. However, researchers
should be aware of the potential fraudulent responses and
identify mitigation strategies for such issues. With ever-changing
technology and the competitive nature of obtaining research
funding, researchers should use social media to their advantage
as an effective and low-cost means of recruitment. Ultimately,
this work feeds into the broader P3 Cohort Study and is the first
step toward gaining a better understanding of preterm births.
As of April 2022, the P3 Cohort Study is ongoing, and, as such,
the findings from this study will help inform our recruitment
strategy going forward. Recruiting an appropriate number of
participants is crucial to a study of this nature; therefore, the
findings of this kind of work cannot be overlooked.
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Abstract

Background: Depression and anxiety are common mental health conditions in college and university student populations.
Offering transdiagnostic, web-based prevention programs such as ICare Prevent to those with subclinical complaints has the
potential to reduce some barriers to receiving help (eg, availability of services, privacy considerations, and students’ desire for
autonomy). However, uptake of these interventions is often low, and accounts of recruitment challenges are needed to complement
available effectiveness research in student populations.

Objective: The aims of this study were to describe recruitment challenges together with effective recruitment strategies for
ICare Prevent and provide basic information on the intervention’s effectiveness.

Methods: A 3-arm randomized controlled trial was conducted in a student sample with subclinical symptoms of depression and
anxiety on the effectiveness of an individually guided (human support and feedback on exercises provided after each session,
tailored to each participant) and automatically guided (computer-generated messages provided after each session, geared toward
motivation) version of ICare Prevent, a web-based intervention with transdiagnostic components for the indicated prevention of
depression and anxiety. The intervention was compared with care as usual. Descriptive statistics were used to outline recruitment
challenges and effective web-based and offline strategies as well as students’use of the intervention. A basic analysis of intervention
effects was conducted using a Bayesian linear mixed model, with Bayes factors reported as the effect size.

Results: Direct recruitment through students’ email addresses via the central student administration was the most effective
strategy. Data from 35 participants were analyzed (individually guided: n=14, 40%; automatically guided: n=8, 23%; care as
usual: n=13, 37%). Use of the intervention was low, with an average of 3 out of 7 sessions (SD 2.9) completed. The analyses did
not suggest any intervention effects other than anecdotal evidence (all Bayes factors10≤2.7).
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Conclusions: This report adds to the existing literature on recruitment challenges specific to the student population. Testing
the feasibility of recruitment measures and the greater involvement of the target population in their design, as well as shifting
from direct to indirect prevention, can potentially help future studies in the field. In addition, this report demonstrates an alternative
basic analytical strategy for underpowered randomized controlled trials.

Trial Registration: International Clinical Trials Registry Platform NTR6562; https://tinyurl.com/4rbexzrk

International Registered Report Identifier (IRRID): RR2-10.1186/s13063-018-2477-y

(J Med Internet Res 2022;24(12):e40892)   doi:10.2196/40892

KEYWORDS
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Introduction

Background
Offering transdiagnostic prevention programs for depression
and anxiety to college and university students (henceforth
denoted as students) is relevant for a number of reasons: these
conditions are highly comorbid [1,2] and often emerge during
the time individuals enter tertiary education [3-6]. Moreover,
symptoms of depression and anxiety are highly correlated with
various stressors specifically affecting students, such as
considerable academic demands [7,8]; balancing life, studies,
and student jobs [9,10]; and, more recently, the global
COVID-19 pandemic and the measures implemented to reduce
its spread [11,12]. In addition, some studies have reported that
financial concerns, in particular student debt, might negatively
affect students’ mental health [13,14].

Results from the World Health Organization World Mental
Health International College Student initiative [15] suggest that
approximately one-third of the almost 14,000 surveyed students
had had a mental health disorder in the previous year, with major
depressive disorder (MDD; 18.5%) and generalized anxiety
disorder (GAD; 16.7%) being the most prevalent conditions
[5]. Both disorders cause adverse effects on quality of life [16]
and can lead to severe interpersonal impairment. For example,
research indicates that more than half of the first-year students
who presented with depression or anxiety reported severe
disturbances in their social lives and close relationships [17].
In addition, mental health complaints negatively affect students’
academic performance and increase dropout [18,19]. A recent
study among Dutch adolescents also highlighted the economic
costs of subclinical depression, including health care and societal
costs related to school absenteeism [20]. Considering the
importance of higher education for economic growth [21],
preventing the onset of mental health conditions in students
matters from an individual, societal, and economic perspective.

In particular, indicated prevention approaches [22] that focus
on individuals with subclinical complaints could be beneficial.
These have the potential to prevent the onset of, for example,
MDD [23] and—in contrast to universal approaches—reduce
expenditure on costly treatment by allocating scarce health care
resources to those students who are in immediate need [24].
Meta-analyses of community samples suggest that preventive
interventions can reduce the incidence rate of depression by
approximately 19% [25] and of anxiety by approximately 43%
[26].

Despite the need for and availability of such interventions
[27,28], uptake of preventive programs is particularly low
compared with treatment for psychological disorders [29,30],
likely as perceived symptoms are not severe enough yet to
motivate help seeking. Students in particular often do not seek
professional help—merely approximately a quarter of World
Health Organization International College Student Initiative
respondents indicated that they would definitely seek treatment
for mental health complaints; of those who would not seek help,
approximately half indicated that they would rather deal with
the problem on their own or preferred to consult with friends
or relatives [31]. Fear of stigmatization is another reason for
low help-seeking behavior [32,33]. In addition, on-campus
mental health services often lack the capacity to meet the needs
of those students who seek help [34]. Moreover, often these
services focus exclusively on study-related issues (eg, test
anxiety and procrastination). As a result, studies suggest that
only approximately one-third to one-sixth of students receive
adequate help for their complaints [35,36].

Digital interventions provided via the internet on computers or
via smartphone apps have been proposed as a way to overcome
barriers to the availability of counseling services and help
seeking by offering the privacy and autonomy desired by
students [37]. A recent meta-analysis on the effectiveness of
such interventions for mental health complaints included 48
randomized controlled trials (RCTs) on individually guided (ie,
tailored human support) and unguided or automatically guided
(ie, computer-generated standardized feedback) digital
interventions, most of them based on cognitive behavioral
therapy [28]. Small but significant differences favoring the
interventions were found only when these were compared with
passive controls (eg, depression: g=0.18; anxiety: g=0.27), with
individual guidance having no significant effect on these results.
However, slightly larger effects on depression outcomes
(g=0.29) were found in studies that targeted subclinical
complaints. Importantly, the prediction intervals in this
meta-analysis suggest that future trials will likely include nil
effects [28]. In addition, transdiagnostic components that target
both conditions may be beneficial, particularly for depression
outcomes (g=0.22) [38]. Although this indicates some potential
for indicated transdiagnostic prevention efforts, the general
focus on reduction of symptoms rather than prevention of
(future) mental health conditions implies a need for further
research [39]. However, an RCT has shown that a digital
intervention can also prevent the onset of MDD in the general
population [23].
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Objectives
On the basis of these considerations, ICare Prevent—a
transdiagnostic individually tailored digital intervention for the
indicated prevention of depression and anxiety—was developed.
We planned to conduct an RCT on the effectiveness of the
intervention among students in the Netherlands. However,
despite 2 years of extensive countrywide recruitment efforts,
this trial was concluded without reaching the targeted sample
size (N=252). Therefore, the aims of this study are 3-fold,
namely to (1) describe the recruitment process for the RCT, (2)
describe participants’ use of the intervention, and (3) conduct
a basic analysis of intervention effects on depressive and anxiety
symptoms.

Methods

General Study Design and Inclusion and Exclusion
Criteria
This trial was registered in the International Clinical Trials
Registry Platform (NTR6562), and a detailed protocol for the
planned trial has been published [40]. In summary, the design
entailed a 3-arm parallel superiority trial comparing an
individually guided and an automatically guided version of the
intervention with care as usual (CAU). The aim was to include
252 students (84 per condition; expected effect size: d=0.35;
for the power calculation, see the protocol by Bolinski et al
[40]). Recruitment started in June 2017 and was concluded in
July 2019.

Dutch- and English-speaking students aged ≥16 years with
subclinical symptoms of depression or anxiety, defined as a
score of ≥16 on the Center for Epidemiological Studies
Depression Scale [41] or ≥5 on the 7-item Generalized Anxiety

Disorder Scale (GAD-7) [42], respectively, could participate if
they provided written informed consent. They were excluded
if they were in remission of a major depressive episode;
currently meeting diagnostic criteria for a mood or anxiety,
lifetime bipolar, or psychotic disorder; or presenting moderate
to high suicide risk (all assessed by phone using the Mini
International Neuropsychiatric Interview [MINI]) [43]. In
addition, they were excluded if they reported currently being
on a waitlist for or having received psychotherapy in the
previous half year as well as participating in similar intervention
studies at the time of the screening assessment.

Randomization was performed at the individual level at a 1:1:1
allocation ratio following baseline assessment. It was stratified
by the type of subclinical symptoms (ie, depression, anxiety,
or both according to the MINI). Subsequent assessment points
were the midway point (5 weeks after randomization), posttest
assessment (8 weeks after randomization), and the 6- and
12-month follow-ups.

Procedure
Participants first received information on the study. Following
registration and provision of written informed consent,
self-reported inclusion and exclusion criteria were assessed
through web-based questionnaires, followed by the assessment
of diagnostic exclusion criteria by phone. Participants were then
randomized according to incoming informed consent forms by
an independent researcher using a dedicated randomization
platform. Owing to the nature of the study, blinding of
participants and of the coaches who provided guidance in the
individually guided intervention arm was not possible. However,
assessors performing the MINI interviews at the posttest and
follow-up assessments were blind to the participants’ group
allocation (see the flowchart in Figure 1).
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Figure 1. Study flowchart (*=1 participant excluded because of dropout after randomization).

Recruitment Methods
A broad array of recruitment measures was used, such as social
media campaigns, printed advertisements, a paid participant
platform, and other project collaborations. Examples of some
of the recruitment materials are provided in Multimedia
Appendices 1 and 2.

Social Media
Paid social media campaigns on Facebook and Instagram were
targeted to higher-education students in the Netherlands. These
advertisements contained images that reflected the study aim,
a brief outline of the web-based intervention, and a call to visit
the study website and register for participation. In addition,
information on the study and the call to participate were posted
on Facebook groups relevant to students.

Print and News Media
Flyers, posters, and stickers were distributed at universities
countrywide. Similar to social media posts, they contained brief
information on the study and the intervention as well as contact
details (study website and email address). This material was
also published in 2 of the largest student newspapers.

Targeted Email Distribution Through Project
Collaboration (UvAcare)
In March 2019, recruitment was extended to a student mental
health project conducted at another university (UvAcare) [44].
Therein, all students were screened for mental health complaints,
including those with more severe presentations of such
problems. Screening generally took place at the beginning of a
semester. A data-sharing agreement was set up, and data on
demographic variables and primary mental health outcomes of
a subsample of participating (PhD) students fulfilling the
aforementioned inclusion criteria were provided. This
collaboration offered the possibility of using students’ email
addresses—sent through the central administration—for
providing information on the study and the intervention and a
digital rather than written informed consent form. In this project
collaboration, the use of email addresses remained the primary
recruitment channel. A full description of this project is provided
in the associated study protocol [44].

Participant Platform
A paid platform for participation in clinical trials was used [45].
The platform maintains a directory of users who are interested
in participating in clinical trials. Information on the study was
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uploaded to the platform, and interested users could sign up to
receive the information letter and informed consent form. A
brief questionnaire on whether a user was currently registered
at a Dutch higher education institution and not currently
receiving psychological treatment was implemented as an initial
screener.

Other
Key individuals at the university (eg, student bodies, teachers,
and counselors) were approached to create support for the study.
It was then pitched in classrooms and web-based education
portals. Awareness of the project was also created by
participating in the largest running event in the Netherlands and
wearing a shirt printed with the study website [46]. Local and
international conferences were used to generate a network of
contacts that could help in the dissemination of project
information and, thus, recruitment.

Intervention
ICare Prevent is a web-based and mobile-supported intervention
for the indicated prevention of depression and anxiety. It uses
both transdiagnostic and individually tailored elements and was
originally developed for the German-speaking general
population following existing evidence- and cognitive behavioral
therapy–based web-based modules from different digital
interventions [23,47]. The intervention comprises a sequential
(ie, a session has to be completed to unlock the next) 7-session
web-based program with 1 booster session. Participants were
advised to complete between 1 and 2 sessions per week, with
each requiring approximately 45 to 60 minutes to be completed.
In addition, 8 elective modules (on sleep, perfectionism,
gratitude, self-esteem, alcohol use, relaxation, acceptance, and
rumination) and 5 diaries (positive activities, negative thoughts,
sleep, challenging situations, and alcohol use) targeted factors
common to both mood and anxiety problems. All the sessions
and elective modules included individual exercises that needed
to be completed. In line with its transdiagnostic, individually
tailored approach, users received information targeting both
conditions (sessions 1-4) before they could prioritize the
techniques that focused on their most prominent complaints
(sessions 5 and 6).

In the individually guided arm, clinical psychology students
motivated participants to continue with the sessions and
provided structured and personalized feedback on the homework
exercises. Those allocated to the automatically guided
intervention received standard and computerized feedback after
completing each session, which was geared toward motivating
them to continue to the next session. Technical and usability
questions could be asked by participants in either group.

As part of the study, the intervention was translated and adapted
to the student context in the Netherlands. To do this, the first
author worked together with a graphic designer and text editor
experienced in web editing. Finally, the intervention was tested
on spelling and functionality by a number of students who were
employed as research assistants. Adaptations included changing
the testimonials to be more representative of a diverse student
population, changing the focus of exercises to problems more
applicable to students, and considerably shortening the amount

of text in the modules while keeping the structure and main
content of the original intervention intact (see Multimedia
Appendix 3 and the protocol by Bolinski et al [40] for a
description of the intervention content per session and its
transdiagnostic components). Students in the CAU condition
were informed that they could seek help from their general
practitioner (GP) or student psychologist for any mental health
complaints. However, students in all trial arms were free to
access CAU during the study.

Primary Outcome Variables
In total, 2 primary outcome variables were assessed by
interviewers via telephone to measure changes in
disorder-specific symptoms from baseline to posttest and
follow-up assessments [40]. For depression, the clinician-rated
version of the Quick Inventory of Depressive Symptomatology
(QIDS-CR) [48] was used. This 16-item instrument assesses 9
symptom criteria for depression (sad mood, concentration
difficulties, self-criticism, suicidal thoughts, general interest,
fatigue, sleep, appetite, and psychomotor retardation) based on
the Diagnostic and Statistical Manual of Mental Disorders,
Fourth Edition [49], with total scores ranging from 0 to 27.
Higher scores indicate greater psychopathology. The QIDS-CR
has well-established psychometric properties and is sensitive
to the effects of treatment [50,51]. It has been shown to generate
reliable scores when administered over the phone compared
with in-person or paper-and-pencil versions [52]. Anxiety was
assessed using the Structured Interview Guide for the Hamilton
Anxiety Rating Scale (SIGH-A) [53,54]. A total of 14 items
cover anxiety symptoms, resulting in a total score ranging from
0 to 56, with higher scores again indicating greater
psychopathology. The SIGH-A has well-established
psychometric properties and has provided sensitive diagnoses
compared with, for example, in-person ratings [53,55,56]. More
information on the instruments has been provided in the study
protocol [40].

Other Variables

Overview
The original study protocol [40] lists a number of secondary
variables. In this report, only data collected through the project
collaboration (UvAcare) could be analyzed. Therefore, only a
subset of secondary variables that had also been collected in
the UvAcare project is reported here.

Psychopathology
In addition to during screening, the MINI was also completed
over the phone during follow-up assessments. The interview
has reasonably good psychometric properties [43,57,58]. In
addition, 2 self-report questionnaires were administered at all
assessment points after screening. The 9-item Patient Health
Questionnaire (PHQ-9) [59] measures the presence of depressive
symptoms during the past 2 weeks on a 4-point Likert scale
(0=not at all to 3=nearly every day). The PHQ-9 is a reliable
and valid screening instrument with established cutoff scores
of 5, 10, and 20 referring to mild, moderate, and severe
depression, respectively [59]. The GAD-7 is scored identically
and measures anxiety symptoms during the past 2 weeks, with
total values of 5, 10, and 15 indicating mild, moderate, and
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severe manifestations of generalized anxiety, respectively [42].
The questionnaire has good psychometric properties [60].

Health Care Use
At posttest assessment and during follow-up assessments, CAU
use was monitored by asking participants if they had been in
contact with any health care professionals (eg, GP, student
counseling services, or psychologist) in the previous 2 months.
If so, they were asked to indicate how often they had had contact
with the professional. However, the reasons for their visits could
not be established.

Intervention Adherence
Log data were retrieved from the intervention platform. Given
the sequential nature of the intervention, the last completed
main module was taken as an indication of intervention progress.
Furthermore, the number of diary entries and completed elective
modules was retrieved.

Reporting and Statistical Analysis
Recruitment data were used to target the first aim of this study.
Where this was traceable (eg, through web statistics or
information from the participants), the number of potential
participants reached and the number of registrations were
reported per recruitment method. Subsequent progress, such as
returned informed consent forms and final inclusions, was
described. Study dropout was reported per condition and
assessment point after baseline by calculating the percentage
of included participants who did not complete the interviews
and self-report questionnaires. Descriptive statistics for all
assessed variables were calculated. Intervention and health care
use were reported to target the second aim of this report. This
comprises the average number of completed sessions, the
percentage of elective modules chosen over the entirety of the
sessions (as elective modules could be completed multiple times
across sessions), and diary entries, as well as the number of
students who visited a health care professional and their contact
frequency. For the individually guided intervention condition,
the median and average number of messages sent between
coaches and participants was calculated.

Finally, to tackle the third aim, we carried out a basic analysis
of intervention effectiveness on the intention-to-treat sample
under a Bayesian framework. If not otherwise specified, all
statistical analyses were run in R (R Foundation for Statistical
Computing) and RStudio (version 4.1.1; RStudio, Inc [61];
references for auxiliary packages used are provided at the end
of this report). A Bayesian linear mixed model using BRMS
(version 2.17.0; Bürkner et al [62]) and RStan (version 2.21.5;
Guo et al [63]), including both random and fixed effects
(chains=4, iterations=4000, and burn-in phase=1000), was
conducted separately for the 2 primary outcomes, the QIDS-CR
and SIGH-A, whereby all 4 assessment points were nested
within individuals. Gender was entered as a covariate. The
analyses were repeated for the self-reported measures of
depression (PHQ-9) and anxiety (GAD-7), which contained an
additional assessment point (midway). The Bayesian
approach—in addition to other advantages (see the articles by
Wagenmakers et al [64] and by Verhagen and Wagenmakers
[65] for a summary)—allowed us to still provide information

on the distribution of the small data set without the power
restrictions inherent in the frequentist framework. However, to
increase the explanatory value of the data, participants from
both intervention groups (ie, individually guided and
automatically guided) were pooled to constitute 1 intervention
condition, which was then compared with CAU in the analyses
through an interaction term with assessment point (for a
discussion on the results of a sensitivity analysis including all
3 groups separately, see Multimedia Appendix 4). At each
assessment point, the hypothesis that the interaction effect (ie,
an intervention effect) was different from zero was tested using
contrasts comparing each assessment point with the baseline.
Moreover, no prior information was included in the analysis,
resulting in flat prior distributions [66]. The probability of the
collected data emerging under the null model (ie, meaning that
the data were a collection of random noise) was compared with
the alternative model (ie, condition [intervention vs CAU] had
an effect on outcome). The resulting conditional probability
was the Bayes factor (BF), which was reported as a measure of
the size of the effect for each postbaseline assessment point.
Both notations of the BF are reported: BF10, indicating support
for the alternative over the null hypothesis, and BF01, indicating
support for the null over the alternative hypothesis [67]. When
considering the strength of the support, a BF10 of approximately
1 indicates no support, and a BF10 of >10 indicates strong
support [68]. High-density intervals were calculated to
accompany credibility intervals (CIs) as a measure of the
uncertainty of the estimated parameters. Finally, the results of
the MINI were used to report the number of individuals who
met the diagnostic criteria for a mood or anxiety disorder at the
2 follow-up assessments.

Ethics Approval
The ICare Prevent trial was registered in the International
Clinical Trial Registry Platform (ICare Prevent NTR6562) and
approved by the medical ethics committees of the Amsterdam
University Medical Center (NL6075.029.17 and A2018.166).
All participants had to provide informed consent upon
registration for the study. A data-sharing agreement between
the 2 universities involved in this report was set up. This report
has been compiled in accordance with the
CONSORT-EHEALTH (Consolidated Standards of Reporting
Trials of Electronic and Mobile Health Applications and Online
Telehealth) guidelines [69].

Results

Recruitment and Screening
The reach of the recruitment activities could only be determined
with certainty for targeted social media advertisements (ie,
Facebook and Instagram), defined as the number of individuals
who were presented with the advertisement on their computer
or smartphone. Reach for other channels such as printed
advertisements and sports events was estimated based on
publicly available information (eg, number of students and
number of attendees). Table 1 provides an overview of the reach
and number of registrations per recruitment method, with most
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registrations stemming from the participant platform (127/202,
62.9%).

Of the 167 students who registered for participation outside of
the project collaboration (UvAcare), only 23 (13.8%) returned
the signed informed consent form and were assessed for
eligibility. Of these 23 individuals, 18 (78%) were excluded at
screening based on elevated psychopathology on the MINI
(mood disorder: n=7, 39%; anxiety: n=4, 22%; combined mood
and anxiety disorder: n=5, 28%; suicide risk: n=2, 11%), 1 (6%)
was excluded for being on a waitlist for psychotherapy, and

another (6%) was excluded because complaints were too light.
This left 13% (3/23) of inclusions, one of which completed the
baseline assessment and was randomized. However, this
participant dropped out of the study before the midintervention
assessment and, thus, only provided baseline data (not reported
in this manuscript). Finally, data from 35 students were provided
through the collaboration with the UvAcare student mental
health project. These students were recruited through their email
addresses and provided digital informed consent, making this
the most successful approach to recruitment.

Table 1. Reach of potential participants and subsequent registrations for participation per recruitment method (N=202).

Registrations, n (%)Reach, NRecruitment method

9 (4.5)122,044aSocial media (Instagram and Facebook)

6 (3)115,000bPrinted advertisements (flyers, posters, and newspapers)

3 (1.5)UnknownClassrooms and web-based education platforms

127 (62.9)UnknownParticipant platform

UnknownUnknownConference presentations

Unknown11,000cRunning event

35 (17.3)UnknownTargeted emails (UvAcare)

22 (10.9)UnknownUnknown or could not be determined

aActual number based on data extracted from the Facebook advertisement platform.
bEstimate based on official numbers of registered students at Utrecht University, Leiden University, University of Groningen, and University of
Amsterdam (2018).
cEstimate based on the number of participants according to the official website.

Participants and Study Dropout
The 35 participants (individually guided intervention: n=14,
40%; automatically guided intervention: n=8, 23%; CAU: n=13,
37%; descriptives in Table 2) had a mean age of 25.86 (SD
4.75) years, with a slight majority of female students (19/35,
54%). A total of 71% (25/35) were undergraduate students, and
29% (10/35) were PhD students.

Study dropout was 57% (20/35; individually guided condition:
8/14, 57%; automatically guided condition: 4/8, 50%; CAU:

8/13, 62%) at the midway assessment, 29% (10/35; individually
guided condition: 0%; automatically guided condition: 3/8,
38%; CAU: 7/13, 54%) at the posttest assessment, and 43%
(15/35) at both follow-up assessments (6 months: 5/14, 36% in
the individually guided condition, 3/8, 38% in the automatically
guided condition, and 7/13, 54% in CAU; 12 months: 5/14, 36%
in the individually guided condition, 4/8, 50% in the
automatically guided condition, and 6/13, 46% in CAU). It is
noteworthy that the relatively higher dropout rate at the
midassessment was likely related to the fact that it only consisted
of a self-report questionnaire and no telephone interview.
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Table 2. Descriptive statistics of clinical variables per condition and assessment point.

Participants,
n (%)

GAD-7d,
mean (SD)

Participants,
n (%)

SIGH-Ac,
mean (SD)

Participants,
n (%)

PHQ-9b, mean
(SD)

Participants,
n (%)

QIDS-CRa,
mean (SD)

Time point

Total sample (N=35)e

35 (100)6.23 (3.72)35 (100)5.77 (4.51)35 (100)7.54 (3.79)35 (100)5.51 (2.84)Baseline

15 (43)4.47 (3.7)——15 (43)5.13 (2.5)——gMidwayf

7 (20)4.43 (4.24)25 (71)5.32 (4.95)7 (20)6.0 (5.26)25 (71)4.92 (2.77)Posttest assess-

menth

19 (54)4.63 (3.72)13 (37)3.69 (4.29)19 (54)5.58 (4.56)13 (37)4.92 (2.53)6-month follow-
up

20 (57)4.2 (3.82)16 (46)1.06 (1.44)20 (57)5.25 (3.64)16 (46)5.13 (3.59)12-month follow-
up

Individually guided condition (n=14)i

14 (100)4.93 (3.08)14 (100)4.71 (3.36)14 (100)6.14 (2.03)14 (100)4.79 (2.61)Baseline

6 (43)3.17 (2.71)——6 (43)4.0 (2.9)——Midway

4 (29)2.0 (1.83)14 (100)5.57 (5.92)4 (29)3.0 (1.83)14 (100)4.86 (3.23)Posttest assess-
ment

9 (64)3.22 (3.11)4 (29)1.75 (2.06)9 (64)4.22 (2.64)4 (29)5.0 (3.37)6-month follow-
up

9 (64)4.11 (3.79)7 (50)1.0 (1.53)9 (64)4.78 (3.56)7 (50)4.14 (2.73)12-month follow-
up

Automatically guided condition (n=8)j

8 (100)7.5 (4.93)8 (100)6.0 (5.61)8 (100)8.0 (3.82)8 (100)5.88 (2.64)Baseline

4 (50)7.0 (5.89)——4 (50)6.25 (3.2)——Midway

0 (0)N/A5 (62)5.0 (4.36)0 (0)N/Ak5 (62)4.2 (2.05)Posttest assess-
ment

4 (50)3.5 (5.2)5 (62)2.8 (4.38)4 (50)2.75 (3.59)5 (62)3.8 (1.92)6-month follow-
up

4 (50)2.25 (4.5)2 (25)0.0 (0.0)4 (50)2.25 (1.71)2 (25)2.0 (0.0)12-month follow-
up

CAUl condition (n=13)m

13 (100)6.85 (3.36)13 (100)6.77 (4.97)13 (100)8.77 (4.87)13 (100)6.1 (3.23)Baseline

5 (38)4.0 (1.87)——5 (38)5.6 (0.55)——Midway

3 (23)7.67 (4.62)6 (46)5.0 (3.29)3 (23)10.0 (6.0)6 (46)5.68 (2.25)Posttest assess-
ment

6 (46)7.5 (1.87)4 (31)6.75 (4.99)6 (46)9.5 (5.28)4 (31)6.25 (2.22)6-month follow-
up

7 (54)5.43 (3.55)7 (54)1.43 (1.51)7 (54)7.57 (3.31)7 (54)7.0 (4.04)12-month follow-
up

aQIDS-CR: Quick Inventory of Depressive Symptomatology-Clinician Rated [48].
bPHQ-9: Patient Health Questionnaire [59].
cSIGH-A: Structured Interview Guide for the Hamilton Anxiety Rating Scale [53,54].
dGAD-7: Generalized Anxiety Disorder Scale [42].
eMean age 25.86 (SD 4.75) years; 54% (19/35) women; 46% (16/35) men.
fMidway: 5 weeks after randomization; only self-report assessed.
gNot available.
hPosttest assessment: 8 weeks after randomization.
iMean age 27.86 (SD 6.67) years; 64% (9/14) women; 36% (5/14) men.
jMean age 25.5 (SD 1.41) years; 50% (4/8) women; 50% (4/8) men.
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kN/A: not applicable.
lCAU: care as usual.
mMean age 23.92 (SD 2.4) years; 46% (6/13) women; 54% (7/13) men.

Intervention and Health Care Use
The 63% (22/35) of participants in the intervention conditions
completed an average of 3 sessions (SD 2.9; individually guided
condition: mean 4, SD 2.9; automatically guided condition:
mean 2, SD 2.4). A total of 7 participants (individually guided
condition: n=3, 43%; automatically guided condition: n=4, 57%)
started but did not complete the first session, and only 7% (1/14)
of the participants in the individually guided condition
completed the booster module. In most sessions that offered the
selection of an elective module (ie, sessions 2 to 7; 19/49, 39%),
no elective module was chosen. Across all these sessions, the
most frequently selected module dealt with improving
self-esteem (9/49, 18%), followed by gratitude (6/49, 12%),
improving sleep, and dealing with perfectionism (5/49, 10%
each). The elective module teaching acceptance techniques was
chosen in 6% (3/49) of all completed sessions. The relaxation,
rumination, and reducing alcohol consumption modules were
chosen the least frequently, namely, in 2% (1/49) of all
completed sessions each. Only 14% (2/14) of the participants
in the individually guided condition used the diary function,
with a total of 8 entries in the activity diary. On average, the
coaches and participants in this condition exchanged 5 (SD
4.79; median 3) messages.

At posttest assessment, 4 students (individually guided
condition: n=2, 50%; CAU: n=2, 50%) indicated that they had
consulted one or more health care professionals in the previous
2 months (GP: n=3, 75%; student psychologist or
psychotherapist: n=2, 50%; study advisor or counselor: n=2,
50%; other: n=1, 25%). Frequencies ranged from 1 to 3 visits.
This increased to 11 students (individually guided condition:
n=4, 36%; automatically guided condition: n=3, 27%; CAU:
n=4, 36%) at the 6-month follow-up (GP: n=4, 36%; study
advisor or counselor: n=4, 36%; student psychologist or
psychotherapist: n=4, 36%; self-help group: n=1, 9%; other:
n=4, 36%), with frequencies ranging from single to weekly
visits (self-help group). At the 12-month follow-up, 10 students
(individually guided condition: n=4, 40%; automatically guided
condition: n=2, 20%; CAU: n=4, 40%) had visited one or more
health care professionals (study advisor or counselor: n=1, 10%;

student psychologist or psychotherapist: n=5, 50%; other: n=3,
30%). The visits ranged from 1 to 7 times.

Symptom Change and Diagnoses
The results on symptom change (Table 3) suggest moderate to
strong support for the null hypothesis (ie, the absence of an
intervention effect) on almost all mental health outcomes at all
assessment points (BF10 range=0.03-2.7; BF01

range=0.37-35.36) [68]. Values of >1 for BF10, which indicates
support for the hypothesis that an intervention effect is present,
were found exclusively in measures of anxiety. Specifically,
for the GAD-7, the interaction between condition and time
(β=−0.39, 95% CI −3.78 to 2.91; BF01=0.7) was 1.43 times
more likely to emerge under the alternative hypothesis than
under the null hypothesis at the midway assessment compared
with the baseline. For the SIGH-A, this interaction was found
to be 1.64 times more likely at posttest assessment versus
baseline (β=−0.82, 95% CI −6.18 to 4.52; BF01=0.61) and 2.7
times more likely at the 12-month follow-up versus baseline
(β=−1.36, 95% CI −5.86 to 3.13; BF01=0.37) under the
alternative hypothesis.

Although these effects indicate a superior effect of CAU over
the intervention condition, as CAU shows stronger reductions
in symptoms compared with baseline at these assessment points,
the strength of the support is only anecdotal [68] and is
associated with significant uncertainty, as indicated by both the
CIs and high-density intervals, reflecting the small sample size
(see also Figures 2-5). Thus, there is no reliable evidence of an
intervention effect (Table 3).

At the 6-month follow-up assessment, 13 students completed
the telephone interviews, of whom 1 (8%) in the individually
guided intervention condition presented with a GAD according
to the MINI. In total, 16 students completed the 12-month
follow-up interviews, of whom 2 (12%) in the CAU condition
met diagnostic criteria: 1 (50%) for dysthymia and another
(50%) for GAD. Another 14% (2/14) of the students in the
individually guided condition presented with mixed anxiety and
depression.
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Table 3. Estimates and Bayes factors (BFs) for the interaction with condition per assessment point and instrument.

BF01
dBF10

c
95% HDIb95% CIaEstimate, βTime point

QIDS-CRe

4.360.23−1.62 to 4.10−1.63 to 4.091.25Baseline vs posttest assessment

10.180.10−1.00 to 5.96−1.19 to 5.792.29Baseline vs 6-month follow-up

15.670.06−0.58 to 5.08−0.65 to 5.042.21Baseline vs 12-month follow-up

PHQ-9f

1.280.78−4.65 to 4.93−4.47 to 5.13.34Baseline vs midway

4.540.22−5.42 to 11.27−5.12 to 11.63.36Baseline vs posttest assessment

15.780.06−1.43 to 9.21−1.24 to 9.444.10Baseline vs 6-month follow-up

4.300.23−2.10 to 5.70−2.21 to 5.601.70Baseline vs 12-month follow-up

SIGH-Ag

0.611.64−6.13 to 4.54−6.18 to 4.52−.82Baseline vs posttest assessment

9.880.10−2.39 to 9.90−2.15 to 10.183.94Baseline vs 6-month follow-up

0.372.70−5.92 to 3.07−5.86 to 3.13−1.36Baseline vs 12-month follow-up

GAD-7h

0.701.43−3.78 to 2.91−3.78 to 2.91−.39Baseline vs midway

6.430.16−3.79 to 9.28−3.53 to 9.643.07Baseline vs posttest assessment

35.360.030.09 to 6.69−0.09 to 6.533.23Baseline vs 6-month follow-up

1.790.56−3.09 to 4.57−3.07 to 4.60.68Baseline vs 12-month follow-up

aCI: credibility interval.
bHDI: high-density interval.
cBF10: BF indicating probability of alternative over null hypothesis.
dBF01: BF indicating probability of null over alternative hypothesis.
eQIDS-CR: Quick Inventory of Depressive Symptomatology-Clinician Rated [48].
fPHQ-9: Patient Health Questionnaire [59].
gSIGH-A: Structured Interview Guide for the Hamilton Anxiety Rating Scale.
hGAD-7: Generalized Anxiety Disorder Scale [42].
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Figure 2. Depression scores (Quick Inventory of Depressive Symptomatology-Clinician Rated [QIDS-CR]) per assessment point and pooled condition
with 95% credibility intervals.

Figure 3. Self-reported depression scores (Patient Health Questionnaire [PHQ-9]) per assessment point and pooled condition with 95% credibility
intervals.
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Figure 4. Anxiety scores (Structured Interview Guide for the Hamilton Anxiety Rating Scale [SIGH-A]) per assessment point and pooled condition
with 95% credibility intervals.

Figure 5. Self-reported anxiety scores (Generalized Anxiety Disorder Scale [GAD-7]) per assessment point and pooled condition with 95% credibility
intervals.
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Discussion

Despite the availability of effective low-threshold mental health
interventions, such as those provided via the internet [28],
students seem to be difficult to recruit for interventions on this
topic. Therefore, the aims of this study were to (1) describe the
recruitment process for an RCT of a web-based intervention for
the prevention of depression and anxiety in students, (2) describe
how participants used the intervention, and (3) conduct a basic
analysis of intervention effects.

Recruitment Process
We used an extensive and multifaceted recruitment strategy,
ranging from traditional print and social media advertisements
to more unconventional means such as participation in a sports
event. Ultimately, direct contact through students’ email
addresses was the most effective recruitment channel, which
was a unique opportunity in the UvAcare project [44]. A larger
number of students could be reached efficiently at the same
time, although this method focused largely on screening students
at the beginning of a semester, when exam anxiety and other
stressors might not have set in yet. It is possible that more
students would have fulfilled the inclusion criteria toward the
end of the semester. However, this strategy potentially reduced
the feeling of being individually targeted for mental health
complaints. Although, to the best of our knowledge, this has
not been tested yet, it is conceivable that—compared with a
universal recruitment strategy—an email from the central student
administration may have led to more compliant behavior in
completing the screener and providing informed consent for the
subsequent RCT. Moreover, the use of digital informed consent
reduced the barrier to participation in the UvAcare project.
Printing and posting a form, as required in the initial trial, likely
negated the benefits of a digital intervention (eg, its ease of
access). A recently conducted RCT supports this notion [70].
The authors assessed the effectiveness of the ICare Prevent
intervention on symptom reduction rather than its preventive
potential. Although their inclusion and exclusion criteria were
less restrictive than those reported in this study and the target
sample size was eventually reached, ≤3% of all recruited
students could be randomized, largely because students did not
provide written informed consent. It needs to be stated that the
COVID-19 pandemic has led the evaluating Medical Ethics
Committee to reconsider its reluctance to allow digital informed
consent. In addition, the possibility that students genuinely did
not want to consent to the research procedure cannot be
excluded.

In line with the aforementioned potential explanations, the
individual approach through the participant platform generated
by far the largest number of study sign-ups. As the platform
was geared toward participation in clinical studies, students
who had registered were likely already aware of health
complaints, either physical or mental, both of which are often
comorbid [71]. Consequently, almost all students recruited
through this channel exceeded the clinical cutoff for mental
health problems. It is noteworthy that the screening instrument
we used (MINI) has been shown to be overly sensitive and,
therefore, likely overestimated the prevalence of major

depression in our sample [58]. However, the high degree of
psychopathology also sheds light on another potential underlying
issue, namely, students’attitudes toward help seeking in general
[31]. This problem might also explain why the most efficient
approach to recruitment (ie, direct contact through email
addresses) resulted in the randomization of only 35 students.

Although, in recent mental health surveys among students in
the Netherlands, a response rate of <12% was found [72],
detailed accounts of recruitment challenges are generally limited
to treatment studies in nonstudent populations. An early
systematic review of 78 studies summarized a decade of barriers
to trial recruitment [73]. In line with our findings, the most
common concerns were related to the information and consent
procedure and the inconvenience caused by the research context
(eg, strict procedures, additional appointments, and travel time,
the latter being less applicable as there is no travel time and
limited in-person contact with physicians or scientific staff in
trials on digital interventions). Subsequent reviews have
confirmed the relevance of these concerns to recruitment and
participation [74,75]. In an attempt to quantify the problem, a
study systematically reviewed 1017 study protocols of RCTs,
most from the field of oncology and cardiovascular medicine,
and compared their available recruitment and publication status
[76]. Approximately one-quarter of the studies were terminated
prematurely, most commonly because of recruitment challenges
and, of these, only 40% were published [76]. These challenges
are likely more pronounced in prevention studies [29]
considering that individuals at prodromal stages of, for example,
depression might not feel the urge to seek help and might prefer
self-management of complaints. On the basis of these findings,
a set of general recommendations [30,77] should be emphasized.

First, we encourage complementing RCTs of new interventions
or in new target groups with well-designed feasibility trials [77].
A recent example is provided by a study assessing the feasibility
and acceptability of the ICare Prevent intervention in Indonesian
students, with positive results [78]. Importantly, such web-based
interventions are novel in Indonesia, and treatment for mental
health complaints is limited in the country, potentially explaining
why recruitment was less problematic. Conversely, another
study reported substantial challenges in recruiting participants,
with the informed consent procedure again being a major barrier
[79]. In this feasibility study, the ICare Prevent intervention
was adapted for patients with coronary artery disease. Although
such feasibility or pilot trials are regularly conducted, it is
advisable to routinely extend the assessment of the feasibility,
acceptability, and cost-effectiveness to the potential recruitment
measures and report these in outcome papers. Therefore, a
structured and preplanned evaluation of recruitment strategies
is important. For example, a study indicated that recruitment
via posters and websites was most cost-effective in the context
of an RCT on depression relapse prevention while noting that
a multifaceted recruitment strategy was crucial [80]. In our
study, such a diverse set of strategies proved unsuccessful. In
line with this, a review of effective approaches to recruiting
participants for RCTs has shown that the quality of available
evidence is low and that those effective approaches that emerged
from higher-quality studies, such as unblinding trials and calling
potential participants, are not applicable in many research
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contexts [81]. On a brighter note, the dearth of information has
advanced initiatives such as the Prioritising Recruitment in
Randomised Trials project [82], which entails a web-based
compilation of important recruitment-related questions and
answers provided by experts. It offers an open-access database
of expert-based suggestions on ways to improve recruitment
for clinical trials.

Second, cocreation with end users should be considered beyond
intervention development. Notably, a systematic review
suggested that involving participants in the creation of study
information material was not efficient [81]. However, active
participation of students in the identification of effective
recruitment channels beyond development (eg, flyers and
posters) would allow for a targeted recruitment strategy. In line
with this idea, although a broad recruitment strategy was deemed
most effective initially for the ICare Prevent trial, the results
outlined previously show that saving efforts for specific channels
is more efficient.

Finally, it has been suggested to overcome the relatively low
uptake of preventive mental health interventions by focusing
on indirect prevention—interventions that do not directly address
mental health problems but rather target related issues (eg,
insomnia) with the aim of positively affecting mental health
conditions [30]. More research is needed to investigate this
possibility, but examples of digital interventions that use such
an indirect prevention approach exist, for example, a set of
Complaint-Directed Mini-Interventions for depression, evaluated
in the general population [83]. These interventions consist of
short web-based modules for improving sleep, reducing stress,
and tackling excessive worrying. The authors found not only a
significant reduction in depressive symptoms at the 3-month
follow-up compared with a waitlist control (d=−0.7) but also a
promising sign-up rate and provision of informed consent. In
the context of our study, the prominent focus on depression and
anxiety might have deterred students at subclinical stages. As
noted previously, these students might not have identified as
having depressive or anxiety complaints, thereby reducing the
need for seeking help. Moreover, in the absence of an urge to
seek help, the research context (eg, informed consent,
interviews, and questionnaires) might have been experienced
as too burdensome. This serves as a potential explanation for
why mostly those students with clinical presentations of mental
health conditions signed up for the RCT.

Intervention Use and Effects
The use of the intervention was low, with an average of 3
sessions completed by the participants. Some of the main
intervention components were presented in these first sessions,
such as psychoeducation and behavioral activation. However,
the transdiagnostic components, which were mainly contained
in the elective modules, were only provided from the second
session onward, and other core elements such as cognitive
restructuring followed in later sessions. Moreover, the analyses
did not suggest an intervention effect on depression or anxiety
outcomes. Only anecdotal evidence for the added benefit of
individual guidance was obtained as the only participant who
completed the booster session received support from a coach.
Whether the low use of the intervention also affected the absence

of intervention effects on mental health outcomes cannot be
established because of the small sample size. However, these
findings complement studies on the same intervention conducted
in different contexts. Although one study reported positive
within-group effects immediately after the intervention
(depression: d=0.42; anxiety: d=1.19) [84], another study found
no difference between the ICare Prevent intervention and CAU
in an RCT among students [70]. Moreover, a meta-analysis on
digital mental health interventions in students has suggested
that the effect sizes of such interventions are small at best in
this population (depression: d=0.18; anxiety: d=0.27), and
subsequent trials will likely include null findings (prediction
interval for depression: −0.26 to 0.62; prediction interval for
anxiety: −0.36 to 0.90) [28]. Therefore, it is conceivable that
the ICare Prevent intervention requires further adaptation before
being suitable for students.

Limitations and Strengths
This study has a number of limitations. The encountered
recruitment challenges resulted in a small sample size, which
had considerable implications. First, it meant that we could not
follow the analytical approach outlined in the study protocol
[40]. Additional analyses (eg, on the relationship between
dropout and outcome) were not possible. Moreover, pooling
the individually and automatically guided intervention
conditions was a compromise to reach stable statistical models
that would allow for a description of the data distribution (see
also Multimedia Appendix 4). Previous research has consistently
indicated the superiority of individually guided interventions,
specifically those involving human rather than technical support
[85], although this applies less so for subclinical stages of
depression [86]. Therefore, any suggestions and findings need
to be considered exploratory and incidental and require
replication. However, we chose the alternative Bayesian
framework to overcome the sample size limitations inherent in
frequentist statistics and provide a basic account of the
intervention’s effectiveness. Although we used noninformative
priors, a strength of this study is that it provides a starting point
for future trials. Essentially, subsequent RCTs on the topic of
transdiagnostic preventive digital health interventions for
students can build on our data and use them as prior information
[64,87]. This would allow for a continuous research circle from
feasibility trial, which generates the prior information, to full
RCT, which provides up-to-date information.

Moreover, we did not use a structured evaluation of the
recruitment challenges or a broader process evaluation as this
was not part of the originally planned RCT. This includes a
systematic appraisal of recruitment costs, which we have not
reported on because of a lack of reliable data. Although this is
a lesson learned for future RCTs, reporting both unforeseen
recruitment challenges and data on participants and their use of
the intervention is important nevertheless. For example, evidence
of the effectiveness of interventions might suffer from
publication bias. In this regard, a strength of this study is the
publication of data that can be beneficial not only in guiding
future studies on developing recruitment strategies but also in
data synthesis efforts such as meta-analyses. The high costs
involved in clinical trials and the intensive involvement of both
staff and participants mandate such reporting of the collected
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data, which hopefully can aid in preventing similar situations
in the future and, therefore, save scarce resources [76].

Conclusions and Future Research
The recruitment of students for digital mental health
interventions that focus on the prevention of depression and
anxiety is difficult. Although targeted approaches such as direct
email contact seem the most efficient, more research is needed

on factors that can improve recruitment, and subsequent
improved strategies need to be developed. Moreover, evidence
on whether direct rather than indirect prevention efforts are
suitable for this target group is mixed and requires further
investigation. We provided an account of recruitment challenges
as well as basic information on intervention effects that can aid
future studies in the development and evaluation of similar
interventions.
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Abstract

Background: The internet provides general users with wide access to medical information. However, regulating and controlling
the quality and reliability of the considerable volume of available data is challenging, thus generating concerns about the
consequences of inaccurate health care–related documentation. Several tools have been proposed to increase the transparency
and overall trustworthiness of medical information present on the web.

Objective: We aimed to analyze and compare the quality and reliability of information about percutaneous coronary intervention
on English, German, Hungarian, Romanian, and Russian language websites.

Methods: Following a rigorous protocol, 125 websites were selected, 25 for each language sub-sample. The websites were
assessed concerning their general characteristics, compliance with a set of eEurope 2002 credibility criteria, and quality of the
informational content (namely completeness and accuracy), based on a topic-specific benchmark. Completeness and accuracy
were graded independently by 2 evaluators. Scores were reported on a scale from 0 to 10. The 5 language subsamples were
compared regarding credibility, completeness, and accuracy. Correlations between credibility scores on the one hand, and
completeness and accuracy scores, on the other hand, were tested within each language subsample.

Results: The websites’ compliance with credibility criteria was average at best with scores between 3.0 and 6.0. In terms of
completeness and accuracy, the website subsets qualified as poor or average, with scores ranging from 2.4 to 4.6 and 3.6 to 5.3,
respectively. English language websites scored significantly higher in all 3 aspects, followed by German and Hungarian language
websites. Only German language websites showed a significant correlation between credibility and information quality.

Conclusions: The quality of websites in English, German, Hungarian, Romanian, and Russian languages about percutaneous
coronary intervention was rather inadequate and may raise concerns regarding their impact on informed decision-making. Using
credibility criteria as indicators of information quality may not be warranted, as credibility scores were only exceptionally
correlated with content quality. The study brings valuable descriptive data on the quality of web-based information regarding
percutaneous coronary intervention in multiple languages and raises awareness about the need for responsible use of health-related
web resources.

(J Med Internet Res 2022;24(12):e41219)   doi:10.2196/41219

KEYWORDS

percutaneous coronary intervention; consumer health informatics; internet; health education; health information; quality; reliability;
informed decision-making; credibility; content quality; medical information
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Introduction

On account of its accessibility and interactivity, the internet has
become a popular and widely used tool for independent medical
documentation among the general public. The proportion of
people who turn to the web-based environment in search of
health-related information has been steadily increasing [1]. This
practice, although regarded as convenient from the consumers’
point of view, has raised concerns among physicians, as the
quality of the web-based medical information and the patients’
or caregivers’ ability to select relevant information are often
seen as questionable [2]. Therefore, the negligent use of the
internet may impact the physician-patient relationship and
consumers’ medical decision-making, leading to unjustified
fears (also known as ‘cyberchondria’), defiance of medical
advice, or inclination toward self-diagnosis and self-treatment
[3-6].

The interventional treatment of coronary artery disease is one
of the topics of high interest among patients and caregivers, as
the condition is one of the leading causes of morbidity and
mortality globally [7]. The quality and reliability of the
information available online on the subject of percutaneous
coronary intervention (PCI) may have a considerable impact
on the general public’s understanding of the technique,
compliance, and outcomes of their therapeutic decisions. Hence,
this study aimed to assess and compare the quality of
information about PCI on a sample of English, German,
Hungarian, Romanian, and Russian websites and to evaluate
the reliability of credibility criteria as indicators of information
quality. These aspects are hoped to provide valuable insight
into the quality of web-based health information, not only on
behalf of internet users and medical practitioners but also
website owners and policy makers, to serve as foundation for
the effective education of the general population on the topic
of internet health-related documentation.

Methods

Sample Selection
The research was designed as an observational cross-sectional
study. Its sample consisted of 125 PCI-related websites intended
for the general population in 5 languages (25 for each included
language)—English, German, Hungarian, Romanian, and
Russian. The Google Search engine was used to identify eligible
websites, using “stent” as query term (used as such in English,
German, and Romanian; “sztent” in Hungarian; and
“стент” in Russian). The query terms were selected based
on their popularity as shown by Google Trends, a tool that
analyzes the frequency of top search queries in Google Search
across various regions and languages. The links returned by the
Google Search engine were screened according to a set of
preestablished inclusion and exclusion criteria. To be included,
a website had to address the subject of coronary stenting,
presenting the information in the desired language and a
minimum of 300 words. The information had to be targeted at
internet users without medical education. Pages addressing
subjects other than PCI, sponsored pages appearing in the top
hierarchical positions in the results list, and infected or
inaccessible pages were excluded. Websites consisting
exclusively of audio or video content and websites allowing
access only after registration or payment of a fee were also
excluded. Similarly, web pages that presented the topic of
interest in the form of news or comments on forums and social
networks—in other words, pieces of information not meant to
thoroughly present the subject of PCI—were not included in
the sample. Websites deemed fit for inclusion were
consecutively analyzed following a rigorous protocol, briefly
illustrated in Figure 1.

The Google searches were performed in April 2019 for English,
Hungarian, and Romanian language websites, while the Russian
language inquiry took place in June 2019. German language
websites were subsequently added to the study in November
2020. A total number of 83, 39, 121, 167, and 94 websites in
English, German, Hungarian, Romanian, and Russian language,
respectively, were screened until the acquisition of the 25
eligible links for each of the subsamples.
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Figure 1. Flowchart representing the main steps of the study.

Data Collection
Firstly, the examination was aimed at the websites’ general
characteristics and their compliance with 12 general credibility
criteria derived from the eEurope 2002 core quality criteria for
health-related websites supported by the Commission of the
European Communities [8] (Figure 1). Next, the selected pages
underwent an exhaustive evaluation of their informational
content based on a topic-specific benchmark (Multimedia
Appendix 1) [9]. The benchmark was developed using published
literature and evidence-based guidelines on the subject of
interest as sources of information, in such a way that it covered
the topic of PCI to an extent considered sufficient and
comprehensible for nonprofessionals. It included information
on the following aspects: definitions and introductory notions
about PCI, types of coronary stents, indications for the
procedure, preprocedural preparation of the patient, description

of the procedure, the postprocedural period, what to know or
do at home, risks, benefits, costs, other treatment options,
general prevention and prophylaxis methods, as well as general
warnings regarding alternative treatments. To ensure a practical
grading manner, the benchmark was divided logically into 50
items. Their presence on the studied websites was evaluated
regarding completeness (ie, the presence of the item on the
studied website, evaluated in a binary fashion) and accuracy
(ie, the extent to which the item was correctly presented on the
studied website, graded on a 3-point scale). The benchmark was
reviewed by medical professionals, specialists in the fields of
cardiology and interventional radiology, from both Romania
and the United States.

The data on the websites’ general characteristics and compliance
with credibility criteria were collected by one operator, while
the assessments regarding the websites’ informational content
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were performed independently by 2 evaluators for all websites.
The websites’ compliance with the 12 selected eEurope 2002
credibility criteria was assessed in a binary fashion, with 1 point
given to every criterion that was met. Based on the obtained
sum, the relative credibility score of the given web page was
calculated as previously described by Nădăşan et al [9].
Similarly, based on the points awarded for completeness and
accuracy for each website, their relative completeness and
accuracy scores were computed. All relative scores were
reported on a 0-10 scale. The resulting scores were categorized
as very poor (0-2), poor (2.1-4), average (4.1-6), good (6.1-8),
or very good (8.1-10). The analyzed data are available in
Multimedia Appendix 2.

Statistical Analysis
For each included website, the degree of agreement between
the 2 evaluators was assessed using the Cohen kappa statistic,
a test that measures interrater reliability and is regarded as more
robust than simply computing the percentage of agreement, as
it adjusts for agreement occurring by chance. Kappa coefficients
may range from −1 to 1. A kappa value of 1 indicates perfect
agreement, while a value of 0 corresponds to the rate of
agreement expected by chance alone. In our study, a coefficient
of less than 0.8 prompted a reevaluation to reach a consensus.

The Kolmogorov-Smirnov test was used to analyze the
normality of the data, based on which the comparisons of data
with normal and nonnormal distributions were performed using
the 2-tailed Student t test and the 2-tailed Mann-Whitney test,
respectively. The correlations between credibility scores on the
one hand and completeness and accuracy scores on the other
hand were analyzed using the Spearman rank correlation test.

The statistical analyses were conducted using IBM SPSS
Statistics for Windows (version 22.0; IBM Corp). The threshold
value for statistical significance was set at a value of α=.05.
The obtained scores are presented as mean (SD).

Results

Of the 125 included websites, nearly two-thirds had a general
medical approach, comprising information belonging to multiple
medical specialties. Most of the web pages were owned by
private or state medical service providers. In terms of purpose,
the pages were predominantly educational. As far as their format
was concerned, the most often identified were company
presentation pages. Most websites were characterized by a
conventional medicine approach. The detailed distribution of
the studied websites according to their general characteristics
is shown in Table 1.
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Table 1. The absolute (n) and relative (%) frequencies of the websites based on their general characteristics.

Values, n (%)General characteristics

Specialization

40 (32)Single medical specialty

85 (68)Multiple medical specialties

Website ownership

15 (12)Foundation or nongovernmental organization

43 (34.4)Private or state health care provider

23 (18.4)Commercial company

6 (4.8)Manufacturer or distributor of medical supplies and equipment

3 (2.4)Private person

9 (7.2)Educational or research institution

26 (20.8)Unidentifiable

Main purpose

68 (54.4)Educational

48 (38.4)Commercial

9 (7.2)Socialization or support

Website format

8 (6.4)Thematic

37 (29.6)Medical or general portal

21 (16.8)Electronic publication

52 (41.6)Company presentation page or web-based shop

3 (2.4)Blog or personal page

4 (3.2)Other

Medical paradigm

108 (86.4)Conventional medicine

5 (4)Mixed (ie, alternative and conventional) approach

12 (9.6)Unidentifiable

The websites’ overall compliance with the selected eEurope
2002 credibility criteria was highly variable, with some criteria
being fulfilled to a greater extent (providing a direct contact
mechanism: 87.2%; including the owner’s name and address:
81.6%; and providing a mission statement: 76%), while others
were identified on few of the included web pages (providing a
quality procedure statement: 10.4%; including referencing
sources: 15.2%; and displaying the date of last update: 16%).
The remaining credibility criteria were identified on

approximately one to two-thirds of the studied pages (displaying
the publication date of the articles and a consultation disclaimer:
31.2% each; including disclosure of commercial interest: 36%;
including the authors’ credentials and accreditations: 38.4%;
providing a declaration of funding: 43.2%; and offering a
confidentiality statement: 62.4%). Figure 2 illustrates the
compliance of each of the 5 groups of websites with the selected
credibility criteria.
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Figure 2. The websites’ level of compliance with the credibility criteria by language subsample.

The overall mean relative credibility, completeness, and
accuracy scores were 4.4 (SD 2.2), 3.2 (SD 1.6), and 4.3 (SD
1.6), respectively. The mean scores of the 5 language

subsamples are summarized in Figure 3. The results of the
comparison and correlation tests are presented in Table 2 and
Table 3, respectively.
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Figure 3. The websites’ relative credibility, completeness, and accuracy scores by language subsample.

Table 2. The results of the comparison tests between language subsamples regarding the relative credibility score (RQS), relative completeness score
(RCS), and relative accuracy score (RAS). P values with statistical significance are emphasized in italics.

P valuesCompared language subsamples

RASRCSRQS

.004 a.002 a.19aEnglish vs German

.11a.04 a.001 aEnglish vs Hungarian

<.001 a<.001 b<.001 bEnglish vs Romanian

.001 a<.001 a<.001 bEnglish vs Russian

.18a.33a.01 aGerman vs Hungarian

.06a.01 b<.001 bGerman vs Romanian

.18a.01 a<.001 bGerman vs Russian

.004 a.002 b.37bHungarian vs Romanian

.02 a.002 a.94bHungarian vs Russian

.88a.94b.16bRomanian vs Russian

aStudent t test.
bMann-Whitney test.

J Med Internet Res 2022 | vol. 24 | iss. 12 |e41219 | p.566https://www.jmir.org/2022/12/e41219
(page number not for citation purposes)

 ulea et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 3. The results of the Spearman rank correlation tests between the credibility scores and informational content quality scores for all the language
subsamples (P values with statistical significance are emphasized in italics).

P valuesCorrelation coefficientTested variablesLanguage subsamples

English

.090.3439Credibility vs completeness

.780.0578Credibility vs accuracy

German

.010.4672Credibility vs completeness

.040.3994Credibility vs accuracy

Hungarian

.08–0.3507Credibility vs completeness

.35–0.1940Credibility vs accuracy

Romanian

.21–0.2592Credibility vs completeness

.12–0.3169Credibility vs accuracy

Russian

.540.1280Credibility vs completeness

.75–0.0645Credibility vs accuracy

Discussion

Principal Findings
As far as the websites’ credibility is concerned, the obtained
scores were average at best, with English and German language
websites acquiring the highest results (mean 6.0, SD 1.8 and
mean 5.4, SD 1.3, respectively), significantly higher than those
of Hungarian, Romanian, and Russian language websites, which
were graded as poor. Although certain criteria (eg, displaying
the owner’s name and contact information as well as providing
a direct contact modality) were largely met by web pages in all
5 languages, other criteria (eg, providing authors’ credentials
and accreditations, bibliographic references, articles’ dates of
publication and last update, or offering a quality procedure
statement) were scarcely included. This may raise a red flag
since authorship and providing references are perceived as
important indicators of medical information reliability.
Apparently, Hungarian, Romanian, and Russian language
websites’ owners may not pay enough attention to credibility
or are unaware of this aspect. These findings are consistent with
previously published literature investigating the credibility of
web-based information about different medical topics [10-12].
Moreover, compliance with the credibility criteria for
health-related websites as measured by the Health on the Net
Code of Conduct has been shown to vary largely depending on
the type of organization and health conditions [13].

Regarding the evaluation of the websites’ informational content,
the completeness and accuracy of the data about PCI in the 5
studied languages were found to be rather unsatisfactory, with
the obtained scores only getting average and poor labels. In
terms of completeness, English language websites acquired the
highest scores (mean 4.6, SD 1.6), significantly higher than
those of the websites in the other 4 language subsamples.

German and Hungarian language websites also performed
significantly better than the Romanian and Russian websites.
In terms of accuracy of data, English language websites had
significantly higher scores than German, Romanian, and Russian
but not Hungarian websites, which had significantly higher
accuracy scores than Romanian and Russian websites. A relative
superiority of English language health-related websites
compared to Spanish ones has been observed as early as 2001
in a study covering multiple medical conditions (ie, breast
cancer, depression, obesity, and childhood asthma), and it was
more recently compared to Turkish websites focusing on an
orthopaedic intervention [14,15]. Leaving aside methodological
differences, the results of these studies call attention to possible
language-mediated inequities and suggest that a multilingual
approach to web-based documentation may provide more
complete coverage of the topic. Apparently, in some countries
such as Romania, the low quality of web-based information
about PCI seems to be in line with the low number of PCIs per
million individuals, as shown by the latest statistics published
by the European Society of Cardiology [16]. Efforts to increase
the quality of web-based information about PCI would be a
reasonable step in countries where access to these interventions
is wanting.

The correlation assessments did not find statistically significant
relationships between the credibility of the PCI-related websites
and the quality of their informational content, with one
exception. In the case of German language websites, the
compliance with credibility criteria exhibited statistically
significant, moderate strength correlations with the websites’
coverage of the topic (ie, completeness and accuracy). The lack
of consistent correlations between credibility and content quality
has been previously reported in investigations focusing on
various medical conditions, such as stroke and depression or
procedures such as first aid instructions in case of choking

J Med Internet Res 2022 | vol. 24 | iss. 12 |e41219 | p.567https://www.jmir.org/2022/12/e41219
(page number not for citation purposes)

 ulea et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


[17-19]. The results may suggest that the selected credibility
criteria are not reliable indicators of information quality on
PCI-related websites in the studied languages, and therefore,
cannot be recommended to nonprofessionals as marks of
trustworthiness.

Inferences
Despite the growing demand for web-based medical information,
the recognition of the importance of patient participation in
medical decision-making, and the impact of health-related web
content on consumer health [20,21], the credibility and quality
of websites about PCI—a procedure globally used to mitigate
the consequences of the most common type of heart
disease—has not yet been rigorously analyzed. To the best of
our knowledge, this is the first study analyzing and comparing
the quality of information about PCI on English, German,
Hungarian, Romanian, and Russian websites aimed at the
general population. The results of this study may be used to
raise awareness among internet users about the limitations and
potential hazards of using the web as a source of information
about PCI. Engaging in safe internet browsing is crucial, as it
may prevent poor decision-making and potential complications
caused by delayed intervention as well as a deterioration of the
physician-patient relationship [20,22]. Although the web-based
environment is easily accessible and convenient, it is highly
advisable that consumers engage in web-based medical
documentation with precaution and always turn to medical
professionals for advice. Furthermore, medical practitioners
should fully acknowledge the reality of e-patients and handle
it appropriately [23,24]. In this regard, the involvement of health
professionals in the development of plain language and accurate
web-based health resources and their involvement in providing
guidance to patients with inadequate health literacy in accessing
proper information on the internet could prove beneficial [25].

Strengths and Limitations
It is worth noting the strengths of this study. First, the inclusion
of multiple languages, of which at least three are spoken by vast
numbers of individuals worldwide, allows for the extrapolation
of the results and recommendations to a large population. For
instance, according to Ethnologue [26], English is the most
widely used language around the globe, being spoken by
approximately 1.5 billion people across more than 140 countries.
Moreover, both Russian and German are among the top 15 most
widely spoken languages, with nearly 260 and 135 million
speakers, respectively.

Second, most of the previously published studies focus on
assessing health-related web-based sources based on credibility
(reliability), readability, or design criteria (eg, the Health on the

Net Code, JAMA score, DISCERN score, Flesch-Kincaid
readability test, and SMOG Readability Index) [27]. As
acknowledged by the authors of the DISCERN instrument [28],
not even this tool was designed to actually measure the scientific
fidelity of the information. Our study addresses not only the
credibility or reliability dimension but also the quality of the
content by evaluating the completeness and accuracy of
information based on an evidence-based, topic-specific quality
benchmark.

Third, to minimize subjectivity and the human error factor, the
content quality assessments were conducted by 2 independent
evaluators.

The main limitations of the study are related to some inherent
traits of web-based research. Internet users may turn to various
search engines or use different keywords, consecutively
obtaining different search results [29]. Moreover, the
continuously changing dynamics of the web-based environment
make it virtually impossible for the results of this study to be
precisely replicated. Additionally, the sample size may be argued
as small. However, most internet users limit their inquiries to
the first Google Search results page (on average, the first 10
search results) [30]. Therefore, by simulating a popular search
strategy among lay internet users, we are confident that our
results are likely to reflect common experiences. The study
brings valuable descriptive data on the quality of web-based
PCI-related information in multiple languages and has the
potential to raise awareness about the need for responsible use
of health-related web resources.

Conclusions
The quality and reliability of the web-based information about
PCI on English, German, Hungarian, Romanian, and Russian
websites are rather unsatisfactory, and there are significant
differences in the quality of information across the studied
languages. It is safe to say that the internet does not provide the
general public with good-quality medical information on the
aforementioned topic. Moreover, the selected credibility criteria
cannot be recommended as consistent indicators of information
quality. Further efforts ought to be made by website developers
to improve the trustworthiness of web-based health information.
Since medical websites have become one of the most trusted
sources of health-related documentation, it is crucial to both
parties involved in the medical act (ie, lay users and medical
practitioners) to develop awareness of the potential dangers
internet documentation may pose. Our results could contribute
to advances in the fields of preventive medicine or public health,
supporting the importance of internet education among the
general population.
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Abstract

Background: In a rapidly digitalizing world, the inability of older adults to leverage digital technology has been associated
with weaker social connections and poorer health outcomes. Despite the widespread digital adoption in Singapore, older adults,
especially those of lower socioeconomic status (SES), still face difficulties in adopting information and communications technology
and are typically digitally excluded.

Objective: We aimed to examine the impact of the volunteer-led, one-on-one, and home-based digital literacy program on
digital literacy and health-related outcomes such as self-reported loneliness, social connectedness, quality of life, and well-being
for older adults of low SES.

Methods: A nonrandomized controlled study was carried out in Singapore between July 2020 and November 2021 involving
138 digitally excluded community-dwelling older adults aged ≥55 years and of lower SES. Older adults awaiting participation
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in the program served as controls. Older adults under the intervention were equipped with a smartphone and cellular data, underwent
fortnightly to monthly digital literacy training with volunteers to learn digital skills, and digitally connected to their existing social
networks. Primary outcome was the improvement in self-reported digital literacy. Secondary outcomes included improvements
in University of California, Los Angeles 3-item loneliness scale, Lubben Social Network Scale-6, EQ-5D-3L and EQ visual
analogue scale scores, and Personal Wellbeing Score.

Results: There were significant improvements in digital literacy scores in the intervention group as compared to controls (mean
difference 2.28, 95% CI 1.37-3.20; P<.001). Through multiple linear regression analyses, this difference in digital literacy scores
remained independently associated with group membership after adjusting for differences in baseline scores, age, gender, education,
living arrangement, housing type, and baseline social connectivity and loneliness status. There was no statistically significant
difference in University of California, Los Angeles 3-item loneliness scale, Lubben Social Network Scale-6, Personal Wellbeing
Score, or EQ-5D Utility and visual analogue scale score.

Conclusions: This study adds to the growing research on digital inclusion by showing that a volunteer-led, one-on-one, and
home-based digital literacy program contributed to increase digital literacy in older adults of low SES. Future studies should look
into developing more older adult–friendly digital spaces and technology design to encourage continued digital adoption in older
adults and, eventually, impact health-related outcomes.

(J Med Internet Res 2022;24(12):e40341)   doi:10.2196/40341

KEYWORDS

digital literacy; health determinants; COVID-19 pandemic; social distancing; older adults; loneliness; social connectedness;
quality of life; well-being; digital inclusivity; web-based; information and communication technology

Introduction

Background
In today’s rapidly digitalizing world, more than one-third of the
population remain digitally unconnected [1], of which older
adults have the least presence on the internet despite the
biopsychosocial benefits brought about by digital technology
[2,3]. A review of information and communication technology
(ICT) interventions on reducing social isolation in older adults
has demonstrated a positive impact on social support, social
connectedness, and social isolation [4]. Moreover, ICT use also
has a positive impact on health and well-being by contributing
to fewer depressive symptoms and higher self-rated health and
subjective well-being in older adults [5,6], with these
relationships mediated by reduced loneliness [7]. Conversely,
the lack of digital literacy can affect older adults’ ability to
access health resources and is associated with social isolation
and poorer health outcomes [8-11]. At the same time, results
from some studies imply that ICT use might not always be
related to improved mood, quality of social relationships, and
well-being [12,13].

Notwithstanding, digitally exclusion in older adults is often
correlated with lower socioeconomic status (SES) [14]. This is
further exacerbated by the COVID-19 pandemic, where physical
distancing measures and pandemic control policies have
contributed to increased social isolation and loneliness [15-17]
and were associated with adverse outcomes such as depression,
social anxiety, cognitive impairment, and early mortality [18,19].
Given the promising positive impact of ICT use and the negative
impact of digital exclusion on loneliness, social connectedness,
health, and well-being for older adults, it is of pertinent interest
to better understand how digital literacy can be effectively
improved among older adults in Singapore and investigate its
impact on health-related outcomes, especially in the midst of
the COVID-19 pandemic.

Digital Adoption in Singapore
Despite the widespread digital adoption in Singapore, older
adults still face difficulties in adopting ICT [20] due to
psychosocial or socioeconomic reasons. As an effort to improve
digital literacy among older adults in Singapore, the Infocomm
Media Development Authority in Singapore launched the
Seniors Go Digital Program [21]. The program was designed
to address digital access by providing subsidized smartphones
and mobile data subscriptions to older adults of low SES.
However, the program had a lower-than-expected impact on
their target group as the program was put together rapidly to
meet the urgent needs during the pandemic, but there were still
a substantial number of older adults not reached [22]. Insights
from older adults’ learning have suggested personalized
approaches in a home environment to best encourage
disadvantaged older adults to participate in learning [23].

Objective
Cognizant that a more deliberate approach was needed to reach
out to older adults of lower SES who are digitally excluded,
TriGen, a voluntary organization, and the Singapore General
Hospital collaborated with Infocomm Media Development
Authority and senior activity centers in Singapore on a
volunteer-led, one-on-one, and home-based digital literacy
program, Project Wire Up. The pilot study aimed to contribute
to the international literature on digital literacy and learning in
older adults by examining the impact of the home-based digital
literacy building program on (1) digital literacy and (2)
self-reported loneliness, social connectedness, as well as other
health-related outcomes such as quality of life and subjective
well-being for older adults. We hypothesized that the program
would result in (1) improved digital literacy and (2) reduced
perceived loneliness and improved social connectivity, quality
of life, and well-being in older adults.
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Methods

Intervention: Project Wire Up
Project Wire Up was a volunteer-led, one-on-one, goal-directed,
and home-based digital literacy program. The program adopted
a three-pronged approach: older adults were (1) equipped with
smartphones and internet connection; (2) trained by volunteers
for 6 sessions (1 to 2 hours per session) over 3 months that were
held in the older adults’ homes; and (3) digitally connected to
existing social networks. Working with national agencies, under
the program, older adults of lower SES who were not digitally
equipped could purchase a smartphone at a one-off price of US
$15 and a 1-year mobile data plan at US $4 per month. Digital
skills training was conducted during the home visits by trained
volunteers, who guided older adults through a tiered curriculum
of increasing difficulty that could be tailored to the needs of
older adults. At the base level, older adults were taught the basic
use of the phone, such as making calls and sending messages,
before progressing to other social telecommunication platforms
(eg, WhatsApp) or entertainment platforms (eg, YouTube). More
digitally savvy older adults were taught advanced smartphone
functions such as accessing government websites, making
purchases, or paying bills on the web [24]. At the end of the
program, older adults would be connected to existing formal
and informal networks through platforms such as mobile
communication apps. Supplementary materials have been
provided in Multimedia Appendix 1.

Participant and Recruitment
A nonrandomized, waitlist-controlled design was carried out
between July 2020 and November 2021 to evaluate the effects

of a volunteer-led, one-on-one, and home-based digital literacy
program among older adults of lower SES residing in Singapore.
The inclusion criteria for the study were as follows: residents
in the southeast region of Singapore; aged >55 years; belonging
to lower SES (as indicated by residency in public rental housing
or recipient of Public Assistance Scheme [25], which usually
requires a per capita monthly household income of US $477 or
less); and agreeable to partake in the digital literacy program
for at least 2 visits or more. These older adults were generally
digitally excluded. Our study intentionally reached out to these
digitally excluded individuals by working with local older adult
care service providers and community partners. The recruitment
of participants involved phone calls and door-to-door outreach.

Upon agreement to join the program, participants were assigned
to either the intervention or control arm using convenience
sampling based on the referral timing to the program. For
intervention group participants, baseline data were collected
before exposure to the intervention, and follow-up data were
collected after the completion of the intervention, which
typically lasted for 3 months. As the study used a waitlist design,
older adults in both the intervention group and control group
were enrolled in the program, but for the control group, the
baseline data were collected at the time of referral, and follow-up
data were collected before exposure to the intervention,
approximately 4 weeks after baseline data collection weeks
(median 27, IQR 22-43 days; Figure 1).

Participants recruited from July 2020 to November 2020 were
assigned to the intervention arm, whereas participants recruited
from November 2020 to July 2021 were assigned to the control
arm (Figure 2).

Figure 1. Overview of the participant’s journey with relation to data collection.
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Figure 2. Timeline of the program with relation to policy changes in local social distancing measures.

Data Collection
Data were collected from participants either in person or via
telephone through standardized self-reported questionnaires in
participants’ preferred language. Standardized training was
provided for surveyors prior to household visits for recruitment
and survey administration. If there was no response at the first
instance, visits or phone calls were conducted on at least 3
separate occasions, with at least 1 scheduled on a weekend, to
maximize participation. Data collection was completed in
November 2021.

Measures
The primary outcome was digital literacy score, and secondary
outcomes were Lubben Social Network Scale-6 (LSNS-6),
University of California, Los Angeles 3-item loneliness scale
(UCLA-3), EQ-5D, and Personal Wellbeing Score (PWS).

There is no universally accepted definition of digital literacy
[26]. Hence, in this study, digital literacy is defined as the
knowledge of the functional use of smartphones. To measure
digital literacy, a 13-item self-reported digital literacy scale was
constructed based on 4 domains of smartphone usage relevant
and applicable to older adults [27]: Social (staying connected
with social networks); Pass Time (using phones for relaxation
or entertainment); Reassurance (feeling safe in an emergency);
and Instrumental (obtaining news and information and accessing
health, government, and banking services). An overall digital
literacy score was computed by binarizing the scores (0=do not
know how to use, 1=know how to use) and summed, with scores
ranging from 0 to 13. The scale has been locally validated [28].

Social connectivity was measured using the locally validated
LSNS-6 [29], where a higher numerical score indicates greater
social connectedness [30]. Perceived loneliness was assessed
using the UCLA-3, where participants scoring from 3-5 were

classified as “not lonely,” whereas those scoring from 6-9 were
classified as “lonely” [31]. Subjective well-being was assessed
using PWS [32]. Quality of life was assessed using locally
validated EQ-5D-3L and EQ visual analogue scale [33-35].

Data and Statistical Analysis
Power analysis for sampling size was not calculated prior to the
study as this was a pilot study. The aim of the study was to
recruit at least 100 older adults in total.

Analysis was by intention to treat. Participant characteristics in
both intervention and control groups were described by
frequencies and their proportions for categorical variables and
by means and 95% CI for numerical data. Independent sample

2-tailed t test, Wilcoxon sign-rank test, and χ2 tests were used
to compare differences in baseline characteristics between
participants of the different groups. Paired sample 2-tailed t test
and Wilcoxon sign-ranked test were conducted to assess
differences in participants characteristics and outcomes between
baseline and follow-up for continuous variables within each
group, dependent on the nature of data distribution within
variables. Differences in loneliness statuses among participants
between groups were explored by conducting a logistic
regression analysis, adjusting for the baseline loneliness statuses
of participants in the model.

Regression coefficients (β) and odds ratios of the association
between group membership (control vs intervention) with the
various outcome measures over time were estimated using a
series of hierarchical linear or logistic regression models,
dependent on the nature of the outcome variable in question. In
these longitudinal analyses, the first model (Model 1) adjusted
for baseline outcome scores/statuses. The second model (Model
2) adjusted for age, gender, education, housing type, and living
arrangement at baseline, along with predictors in Model 1. In
the third and final model (Model 3), social isolation and

J Med Internet Res 2022 | vol. 24 | iss. 12 |e40341 | p.574https://www.jmir.org/2022/12/e40341
(page number not for citation purposes)

Ngiam et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


loneliness statuses at baseline were included as covariates
alongside predictors indicated in Model 2. Statistical
significance was set at P<.05 and tests were 2-tailed.
Complete-case analysis was used for missing data. All analyses
were conducted using STATA software (version 14; StataCorp
LLC) [36].

Ethics Approval
Ethical approval was obtained from SingHealth Centralized
Institutional Review Board (2020/2722). Eligible participants
provided written informed consent. The study follows the
Transparent Reporting of Evaluations with Nonrandomized
Designs (TREND) reporting guidelines [37].

Results

Demographics
From July 2020 to November 2021, 150 older adults were
invited to participate in the study. Of the 91 participants assigned

to the intervention arm, 84 were included for analysis, with 7
participants excluded from analysis. Of the 59 participants
assigned to the control arm, 5 were excluded from analysis,
leaving 54 included for analysis (Figure 3).

Participants in both intervention and control groups were similar
in age, gender, marital status, race, living arrangement,
smartphone ownership, social connectivity, loneliness status,
quality of life, and subjective well-being as seen in Table 1.
Control group participants were found to have a significantly
higher digital literacy score at baseline when compared to those
in the intervention group (mean difference 2.28, 95% CI
1.37-3.20; P<.001). Participants in the intervention arm had a
median of 3.5 (IQR 2-5) visits across the study duration.

Figure 3. Consolidated Standards of Reporting Trials (CONSORT) flow diagram.
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Table 1. Participants’ baseline characteristics.

P valueControl (n=54)Intervention (n=84)Characteristics

.7471.85 (69.86-73.85)72.31 (70.38-74.24)Age (years), mean (95% CI)

.70Gender, n (%)

22 (41)37 (44)Male

32 (59)47 (56)Female

.57Ethnicity, n (%)

40 (74)67 (80)Chinese

5 (9)8 (10)Indian

9 (17)9 (11)Malay

.53Education, n (%)

12 (22)23 (27)No formal education

23 (43)34 (40)Primary

18 (34)22 (26)Secondary

1 (2)5 (6)Diploma and higher

.4119 (35)24 (29)Not married (single, separated, divorced, or widowed), n (%)

.1926 (48)50 (60)Living alone, n (%)

.21Housing type A, n (%)

47 (87)66 (79)Rental

7 (13)18 (21)Self-owned

.25Housing type B, n (%)

30 (56)52 (62)1-room

20 (37)21 (25)2-room

4 (7)11 (13)3-room and above

.8347 (87)72 (86)Have a mobile phone at baseline, n (%)

.1239 (74)51 (61)Have a smartphone at baseline, n (%)

.045.09 (4.15-6.04)3.77 (2.94-4.93)Digital literacy score, mean (95% CI)

.2912.36 (10.31-14.41)11.07 (9.83-12.31)LSNS-6a score, mean (95% CI)

.2310 (19)23 (27)Loneliness (UCLA-3b score=6-9), n (%)

.107.47 (6.51-8.44)8.42 (7.78-9.06)Personal Wellbeing Score (n=120), mean (95% CI)

.740.77 (0.69-0.85)0.80 (0.75-0.85)EQ-5D Utility (n=135), mean (95% CI)

.3070.54 (64.59-76.48)66.79 (62.74-70.84)EQ-5D visual analogue scale (n=135), mean (95% CI)

aLSNS-6: Lubben Social Network Scale-6.
bUCLA-3: University of California, Los Angeles 3-item loneliness scale.

Primary Outcome
The intervention group observed a statistically significant
difference in the change in their mean digital literacy score
before and after program, as compared to those in the control
group (mean difference in change: 2.28, 95% CI 1.37-3.20;
P<.001; Table 2). Statistical control for this difference in
baseline digital literacy scores was implemented in the analyses
pertaining to the digital literacy score. Through multiple linear
regression analyses, this change in digital literacy scores
remained independently associated with group membership
after adjusting for baseline digital literacy scores and differences
in age, gender, education, living arrangement, housing type,

and baseline social connectivity and loneliness status (Model
2, β=1.91, 95% CI 0.93-2.89; P<.001 and Model 3, β=1.90,
95% CI 0.91-2.90, P<.001), as seen in Table 3.

The domain-level analyses showed that the greatest gain was
in the Instrumental domain (obtaining news and information
and accessing health, government, and banking services), where
the participants in the intervention arm learned, on average,
approximately 1 more new function than the control arm,
followed by the Reassurance, Social, and Pastime domains. The
before and after program difference in all domains except for
the Pastime domain remained statistically significant after
controlling for covariates (Table 3).
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Table 2. Intervention and control group differences.

P valueMean difference (95% CI)Control, mean (95% CI)Intervention, mean (95% CI)Variable

Primary outcome analysis

<.0012.28 (1.37 to 3.20)0.13 (–0.48 to 0.75)2.42 (1.73 to 3.11)Digital literacy score

Domain-level analyses

.0030.44 (0.15 to 0.73)0.20 (0.00 to 0.40)0.64 (0.43 to 0.85)Social domain

.0020.74 (0.27 to 1.20)0.04 (–0.28 to 0.36)0.77 (0.42 to 1.12)Instrumental domain

<.0010.61 (0.30 to 0.92)–0.15 (–0.40 to 0.07)0.46 (0.24 to 0.07)Reassurance domain

.030.41 (0.05 to 0.76)0.13 (–0.15 to 0.39)0.54 (0.29 to 0.78)Pastime domain

Table 3. Multiple linear regression analyses.

Model 3cModel 2bModel 1aVariable

P valueβ (95% CI)P valueβ (95% CI)P valueβ (95% CI)

Primary outcome analysis

<.0011.90 (0.91 to 2.90)<.0011.91 (0.93 to 2.89)<.0011.99 (1.02 to 2.95)Digital literacy score

Domain-level analyses

.010.35 (0.08 to 0.61).0090.35 (0.09 to 0.61).0090.34 (0.09 to 0.61)Social domain

.0030.70 (0.24 to 1.15).0020.71 (0.26 to 1.15).0030.66 (0.23 to 1.10)Instrumental domain

.020.32 (0.05 to 0.60).030.30 (0.03 to 0.57).020.32 (0.06 to 0.59)Reassurance domain

.110.28 (–0.06 to 0.63).100.29 (–0.05 to 0.64).060.30 (–0.02 to 0.62)Pastime domain

aModel 1: group (control [reference group] / intervention), baseline domain score.
bModel 2: predictors in Model 1 and age, gender, education, housing type and living arrangement at baseline.
cModel 3: predictors in Model 2 and social isolation (Lubben Social Network Scale-6) and loneliness (University of California, Los Angeles 3-item
loneliness scale) at baseline.

Secondary outcomes
There was no statistically significant difference in LSNS-6
(mean difference –1.47, 95% CI –3.42 to 0.49; P=.14), EQ-5D
Utility score (mean difference 0.09, 95% CI –0.02 to 0.2; P=.11)
and visual analogue scale score (mean difference 1.20, 95% CI

–6.11 to 8.52; P=.45), or PWS (mean difference –1.28, 95% CI
–2.45 to –0.12; P=.69). Loneliness status, as measured by
UCLA-3, showed no significant changes between the 2 groups
before and after the intervention period (odds ratio 1.35, 95%
CI 0.42-4.35, P=.62; Table 4).

Table 4. Secondary outcome analysis.

P valueOdds ratio (95% CI)Mean difference (95% CI)Control, mean (95% CI)Intervention, mean (95% CI)Variable

.14N/Ab–1.47 (–3.42 to 0.49)0.20 (–1.26 to 1.67)–1.26 (–2.58 to 0.06)LSNS-6a

.11N/A0.09 (–0.02 to 0.20)0.02 (–0.07 to 0.11)–0.07 (–0.15 to –0.002)EQ-5D Utility score

.45N/A1.20 (–6.11 to 8.52)3.06 (–2.81 to 8.92)1.85 (–2.63 to 6.33)EQ-5D VASc score

.69N/A–1.28 (–2.45 to –0.12)0.56 (–0.34 to 1.45)–0.73 (–1.50 to 0.04)PWSd total

.621.35 (0.42 to 4.35)N/AN/AN/ALoneliness

aLSNS-6: Lubben Social Network Scale-6.
bN/A: not applicable.
cVAS: visual analogue scale.
dPWS: Personal Wellbeing Score.

Discussion

Principal Findings
Our study revealed that a volunteer-led, one-on-one, and
home-based digital literacy program undertaking a goal-directed

approach contributed to a significant increase in digital literacy
among community-dwelling older adults of low SES strata in
Singapore who are digitally excluded. However, the program
did not result in expected improvements in loneliness, social
connectedness, quality of life, and personal well-being.
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The increase in the knowledge of smartphone use in older adults
of lower SES who are digitally excluded seen from our study
could be attributed to key elements of our program [38]. The
home-based, one-to-one approach to digital learning allowed
us to better contextualize the digital training to each older adult
while being able to provide close mentoring and
support—factors found in adult learning literature to encourage
ICT learning [23]. By breaking down the digital training into
different tiers and matching each older adult’s capability, the
program was able to build older adults’ confidence and sustain
their motivation for smartphone learning, which has been shown
to be important for technology adoption in older adults [39].

This increase in digital literacy did not translate into expected
changes observed for loneliness, social connectedness, quality
of life, and subjective well-being in our study. A possible
explanation for this finding is that the older adults did not have
any existing social networks to be tapped into and were at risk
of social isolation as suggested by their LSNS-6 score being
less than 12 [30]. Although deliberate efforts were made to
digitally connect participants to their existing social networks,
the participants’ limited social connections, a lack of
corresponding digital adoption among peers in their social
networks, and a dearth of social activities for older adults
available on the digital space presented as challenges to the
program. As such, the increase in digital literacy might not have
translated to sustained use of new technology in older adults’
lives and or an increment in social activities or connections,
resulting in a lack of observed changes for loneliness, social
isolation, quality of life, and well-being. This finding is
supported by studies in the literature that postulate that ICT use
results in improvement in health-related outcomes in older adults
by connecting them to their social networks, gaining social
support, and engaging in activities of interest [4,40]

An implication from our study results is the need for digital
literacy programs to move toward encouraging long-term digital
adoption in older adults to truly impact health outcomes [22].
Future studies should look at the design of current web-based
spaces and digital technologies, to develop more digitally
inclusive spaces for older adults. This can increase the
confidence and compatibility of digital technology with older
adults, resulting in greater interest or motivations in older adults
to take up digital technology [41] and the sustainability of digital
literacy programs through continued use beyond programs [22].

Strengths and Limitations
This study has several strengths. To the best of our knowledge,
this is one of the first few studies in the world assessing the
impact of a home-based digital literacy program on improving
digital literacy among community-dwelling older adults of a
low SES amid the COVID-19 pandemic. This provides vital
empirical information required in the planning of future digital
literacy programs for this vulnerable group in view of possible
future pandemics.

Furthermore, data collection was conducted in person or via
telephone interviews, unlike prior studies using web-based
surveys to explore the effect of COVID-19 on older adults in
other countries. This methodology allowed us to include

participants who were digitally excluded and might not have
been included in other web-based studies due to these older
adults’ limitations or unwillingness to access the internet
[42,43]. Through our study methodology, we were able to have
a more representative picture of the impacts of our digital
literacy program on older adults with little (or no) smartphone
use during a pandemic.

At the same time, the design and implementation of our study
was constrained by the practical limitations in implementing
the intervention during the COVID-19 pandemic. The
intervention group and control group participants were followed
up at different time frames, as it would not be feasible to keep
these control participants waiting beyond 4 weeks before being
digitally equipped during the peak of the COVID-19 pandemic
given the risk of potential social isolation. At the same time,
using a waitlist design ensured that both groups were made up
of individuals with the same inclination to participate in a digital
literacy program, with the only difference between groups being
the timing of the intervention. The delay for control group
participants allowed the team to see the changes in digital
knowledge and behavior across time when they are not
participating in the digital literacy program. Follow-up data for
the control group was specifically collected before they started
the program to reduce confounding effects the training had on
control participant’s digital literacy skills.

A nonrandom assignment of participants to groups was used
due to the waitlist approach. A difference in baseline digital
literacy score between groups was observed, where the control
group had a higher baseline digital literacy score. To mediate
this, statistical control for this difference was implemented in
the analyses pertaining to the digital literacy score.

Finally, outcomes were self-reported by older adults, which
may have impacted the accuracy in measuring changes in key
outcomes such as digital literacy. Moving forward, future studies
should use blinding of assessors and include objective
assessments of the older adult’s digital literacy where practically
feasible.

Conclusion
Our study has provided preliminary empirical evidence to
support the effectiveness of a volunteer-led, one-on-one, and
home-based digital literacy program for older adults of lower
SES in Singapore. Although the current intervention has a
limited impact on secondary outcomes such as loneliness, social
connectedness, quality of life, or subjective well-being, our
findings is a step toward ensuring digital inclusivity in a world
where there is rising inequity due to rapid digitalization. In the
postpandemic world, digital use will no longer be a choice but
an essential part of daily living [22]. For those who lack digital
resources and know-how, their ability to access services and
resources that impact the various determinants of health can be
impeded, which can lead to adverse health outcomes [44]. Future
studies should look into developing more age-friendly
web-based spaces and technology design, which can encourage
continued digital adoption in older adults and, eventually, impact
health-related outcomes.
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Abstract

Background: Community obesity outcomes can reflect the food environment to which the community belongs. Recent studies
have suggested that the local food environment can be measured by the degree of food accessibility, and survey data are normally
used to calculate food accessibility. However, compared with survey data, social media data are organic, continuously updated,
and cheaper to collect.

Objective: The objective of our study was to use publicly available social media data to learn the relationship between food
environment and obesity rates at the state level.

Methods: To characterize the caloric information of the local food environment, we used food categories from Yelp and collected
caloric information from MyFitnessPal for each category based on their popular dishes. We then calculated the average calories
for each category and created a weighted score for each state. We also calculated 2 other dimensions from the concept of access,
acceptability and affordability, to build obesity prediction models.

Results: The local food environment characterized using only publicly available social media data had a statistically significant
correlation with the state obesity rate. We achieved a Pearson correlation of 0.796 between the predicted obesity rate and the
reported obesity rate from the Behavioral Risk Factor Surveillance System across US states and the District of Columbia. The
model with 3 generated feature sets achieved the best performance.

Conclusions: Our study proposed a method for characterizing state-level food environments only using continuously updated
social media data. State-level food environments were accurately described using social media data, and the model also showed
a disparity in the available food between states with different obesity rates. The proposed method should elastically apply to local
food environments of different sizes and predict obesity rates effectively.
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Introduction

Background
The current obesity epidemic poses critical public health
challenges. Obesity is a major risk factor for other chronic
diseases, such as cardiovascular disease, cancer, diabetes, and
respiratory disorders, which account for 60% of the deaths
worldwide [1]. Excessive body weight has resulted in a medical
expenditure of US $100 billion per year [2,3]. From 2017 to
2018, the prevalence of obesity among adults in the United
States was 42.4% [4]. This number has more than tripled since
the 1960s. From 1960 to 1962, the obesity rate was 13.4% [5].

Environmental factors, including the types of available food,
have been identified as one of the main drivers of obesity [3,6,7].
It was reported that American adults have developed a
preference for dining out with friends as opposed to cooking at
home [8]. This preference could potentially impact health
outcomes. A market research survey conducted in 2017 found
that those who frequent fast-food restaurants are more concerned
about the value of money spent and service speed than the actual
healthiness of the food offered [8]. This indication that the
perceived food availability tends to affect dietary outcomes has
been furthered only in a literature review conducted by Caspi
et al [9]. Those who live in areas highly saturated with high-fat
food items tend to have health issues. In addition, those who
live in lower-income areas are more likely to have at least one
diet-related health issue [9]. In the United States, people tend
to eat what is affordable and available to them. Environments
littered with low-cost, high-fat foods tend to be obesogenic.
With food expenditures for dining out increasing in recent years
[3,10], understanding the food environmental factors is critical
in counteracting the obesity epidemic and understanding related
human behavior.

Recent studies have suggested that the local food environment
can be measured by the degree of food accessibility [6,11].
These studies measured food accessibility using survey data
[12], yellow pages phone books [13,14], and local business
directories [15]. A limited number of samples and a significant
delay between the collection and reporting of data are major
limitations of these traditional methods [9]. With the
proliferation of social media, the data from social media are
organic, continuously updated, and generally free for large-scale
collection. Several studies have used social media data to learn
food environments by estimating the calorie density of the foods
mentioned in tweets [16] or using the linguistic variables from
tweets [17-19] to predict the local obesity rate.

In this study, we leveraged large-scale social media data sets to
measure food environments at the state level and predict
state-level obesity rates. It remained unclear whether we could
characterize state-level food environments from the perspective
of concept of access and predict obesity rate according to the
perspective using publicly available social media data. Obesity
rate was obtained from the Behavioral Risk Factor Surveillance
System (BRFSS), the nation’s premier system for collecting
data to improve public health.

The primary aim of this descriptive study was to understand the
impact of food environment on obesity with three specific
research questions (RQs):

1. RQ1: Is there a difference between the available food
categories in low and high obesity prevalent states?

2. RQ2: How can we use calorie information to quantify
state-level food environments?

3. RQ3: Can we predict state-level obesity rate using publicly
available social media data?

We reported our novel approaches and findings. To date, to our
knowledge, our study is the first to combine information from
Yelp and MyFitnessPal (MFP) to learn about the local food
environment and then to predict the state-level obesity rate.

Related Work

Calorie With Obesity
An increase in daily calorie consumption is a major cause of
the obesity epidemic [7]. The daily calorie intake rose by >500
calories in adults and >150 calories in children between 1977
and 2006 [20,21], as did the portion size in restaurants [22].
Exposure to a larger portion size increases the risk of increasing
calorie intake and, therefore, weight gain [23]. Similarly, calorie
intake is also affected by a higher number of local dining
options. For example, the prevalence of obesity is lower in areas
with supermarkets and higher in areas with higher numbers of
fast-food restaurants [12].

Analysis of the data on environmental changes has identified
the changes on food environment as a potential cause for the
increase in caloric intake. The enormous growth in dining out,
particularly at “fast-food” outlets, is a trend that has received a
lot of attention. Fast-food outlets increased from approximately
30,000 in 1970 to >233,000 locations in 2004 in the United
States [3]. Fast food can contribute to increasing obesity rate
because it generally provides food that is poor in micronutrients,
low in fiber, high in glycemic load, and excessive in portion
size and calorie [24,25].

How to Characterize or Quantify Local Food
Environment
Food access dimensions can be conceptualized using the concept
of access proposed by Penchansky and Thomas [26]. The
concept of access uses 5 dimensions to conceptualize the local
food environment, namely availability, accessibility,
affordability, acceptability, and accommodation [9,26].
Availability refers to the relationship between the number and
type of food suppliers available to customers. Accessibility
refers to the relationship between the location of food suppliers
and the location of customers, which is more geographically
inherent than availability. Accessibility could be measured by
the travel time and distance between food suppliers and
customers. Affordability refers to the price customers need to
pay for the food. Acceptability refers to customers’ attitudes
toward a business. Accommodation is another dimension of
access, which assesses whether local businesses accept and
adapt to local customers’ needs.

A variety of approaches have been used to learn about local
food environments by measuring the degree of food access.
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These approaches typically fall into 2 categories. The first
category consists of methods that capture food environment by
relying on respondent-based data. The accessibility of food
stores was asked about in surveys or questionnaires. The
methods in the second category used the geographic information
system (GIS) technology. GIS measures the buffer distance to
food stores or the density of food stores in an area [12-15]. By
2007, the GIS-based measures of food environment
outnumbered the respondent-based measures, and the trend of
using GIS measures continued [9,27,28]. The GIS data used in
previous studies primarily used publicly available data sets,
such as the United States yellow pages phone book [13,14],
published data from the local Departments of Environmental
Health and state Departments of Agriculture [12], and local
business directories [15]. A major limitation of these traditional
data collections is that they are cost-ineffective and labor
intensive; moreover, these methods can only gather a limited
number of samples, and there is a significant delay between the
collection and reporting of data [9]. In the following section,
we will illustrate quantifying the environment using social media
data.

Using Social Media Data to Learn Obesity-Related
Factors or Predict the Obesity Rate
Social media is used to characterize social factors [29] and food
environment in relation to obesity. Nguyen et al [16]
characterized food environment by calculating the calorie
density of the foods mentioned in tweets and the percentage of
each food theme out of all food-related Yelp entries from that
state. They found that Twitter and Yelp posts that were
indicative of higher caloric foods were related to higher
mortality, higher prevalence of chronic conditions, and worse
self-rated health [16]. Researchers also tried to understand
healthy and unhealthy food images shared on social media in
relation to obesity [30]. They created an image classifier and
tested it out to classify Twitter images into definitively healthy,
healthy, unhealthy, and definitively unhealthy categories. Social
media was also used to understand obesity-preventive factors,
such as physical activity [31]. The authors described how
individuals organically use social media to encourage and
sustain physical activity for obesity prevention.

Social media can also be used to predict obesity rate. Fried et
al [17] presented “the predictive power behind the language of
food on social media.” They collected the food-related tweets
that contained meal-related hashtags: dinner, breakfast, lunch,
brunch, snack, meal, and supper. Then, they used the lexical
feature from the bag-of-words model and topic features obtained
from latent Dirichlet allocation to predict whether a state’s
obesity rate is above or below the national median. Their best
model reached an accuracy of 80.39% in predicting overweight.
Culotta [18] used the linguistic variables (Linguistic Inquiry
and Word Count and PERMA) from tweets and demographic
variables to predict health-related statistics for the 100 most
populous counties in the United States. The Pearson correlation
for obesity between the predicted and real rates was 0.64. Abbar
et al [19] conducted a study similar to the one by Culotta [18].
Abbar et al [19] used the linguistic variables (Linguistic Inquiry
and Word Count), food features, average calorie per serving for
food, and demographic variables from food-related tweets to

predict county-wide obesity rate, achieving a correlation of
0.775 for obesity. Public posts about food and eating behaviors
may spread through social networks [32]. These studies
demonstrated a successful application of Twitter data in
predicting state health outcomes. Although Yelp data together
with Twitter data have been used to characterize food
environment by Nguyen et al [16], no previous study has been
found to use Yelp and MFP data to predict state obesity.

Methods

Data Collection
Our study used 3 data sources: (1) Yelp, (2) MFP, and (3)
BRFSS. The data used in this study to describe state-level food
environments were collected by the research team via the Yelp
application programming interface (API) [33] and the web
scraping tool, BeautifulSoup.

Yelp is a leading crowd-sourced review site in the United States
that allows users to search for restaurants and local businesses
[34]. Users can post reviews and upload photos concerning a
business’s foods and services, which makes Yelp a
location-based social media platform. To date, Yelp [35] ranks
52nd in the United States and 231st worldwide based on internet
traffic and engagement [36].

The Yelp API allows users to search and query Yelp for more
than 50 million businesses in 32 countries [33]. To obtain the
data for this study, we converted 5-digit US zip codes to latitude
and longitude coordinates and then queried the detailed business
content via the Yelp API by searching the businesses near the
provided locations. The data were collected in September 2020
and consisted of the profiles of 353,431 businesses in the United
States.

An example of a restaurant’s listing on Yelp [35] is shown in
Figure 1. As shown in Figure 1, the profile of each business
includes its name, average rating, price level, and categories
and the number of reviews it has received. Each business can
choose up to 3 terms (categories) to describe its services and
offerings. The queried business profile returned by the Yelp
API not only contains the mentioned fields but also includes
other details of the business, such as the business ID, address,
URL to the business’s home page on Yelp [35], photos, and
hours of operation. It is worth noting that chain businesses can
have the same name, but each location has its unique business
ID.

Yelp publishes reviews of many service businesses, such as
restaurants, hospitals, and recreational activities. We removed
businesses that were not related to the food industry in this study
(eg, hardware stores). To do this, 2 independent reviewers first
evaluated the relevance of each selected category to the food
field independently. The 2 judgments reached 100% agreement
with κ=1. A total of 226 categories were selected from 332
categories. In our collected data set, the total number of
businesses is 353,431. The average rating of each business is
4.00 (SD 0.75), the average number of reviews of each business
is 99.16 (SD 260.32), and the average price is US $1.60 ($ is
the unit Yelp use to approximate cost per person for a meal)
with an SD of 0.56.
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To understand and objectively compare these categories, we
further collected data on each category’s most popular 100
restaurants nationwide and their most popular dishes for use as
a proxy to estimate the caloric density of each category. We
used BeautifulSoup [37] to collect popular dishes from each
restaurant. We also used this web scraping tool to collect the
nutritional information (ie, calories) of each popular dish from
MFP. MFP is one of the most popular calorie-tracking
smartphone apps worldwide with >10 million users [38]. MFP
provides powerful tools to help users easily track their meals
and physical activity. We collected food nutrition information
by searching the food name in MFP’s nutrition database. Figure
2 shows an example search result page, which appeared when

we searched the term “Fried Chicken.” We collected nutrition
records for 37,295 dishes from MFP, and the total number of
nutrition records is 3,110,744.

We obtained the state-level obesity rate data from the BRFSS,
the nations’ state-based health surveillance system that tracks
the behavioral risk factors of residents in the United States.
BRFSS provided the ground truth for the prevalence of obesity
via self-reported obesity data among adults in the United States
by state and territory in 2019. We collected the obesity rates
for 49 states and the District of Columbia, excluding New
Jersey, owing to insufficient data collection by the BRFSS in
2019 [39].

Figure 1. Example of the Yelp business list page.

Figure 2. Example of the MyFitnessPal nutrition fact list page.

RQ1: Is There a Difference Between the Available
Food Categories in States With Low and High Obesity
Prevalence?
We first characterized a local food environment based on the
literature and then illustrated the quantification of the
environment using social media data in RQ2. We based our
characterization on food access dimensions [26]. Specifically,
we focused on 3 highly distinct dimensions: availability,
affordability, and acceptability [9]. Availability refers to the
relationship between the number and type of food suppliers
available to customers. Affordability refers to the price
customers need to pay for the food. Acceptability refers to
customers’ attitudes toward a business.

We used the category information for each business in Yelp to
calculate the availability of those food categories. Specifically,
we defined the availability of a category of food as the number

of available restaurants compared with the overall choices at
the state level. For example, the availability of Mexican food
will be equal to 1 if all the restaurants in that area sell Mexican
food. Similarly, if 50% of the state’s restaurants sell Mexican
food, its availability will be 50%.

After calculating the availability of all food categories, we
further compared the availability of food categories between
states with low prevalence of obesity and those with high
prevalence of obesity. We aimed to understand the impact of
local food availability, a dimension that has been widely studied
[3,16,40], on the state-level obesity rate. The 2 states we selected
were Colorado and Mississippi. In 2019, Mississippi had the
highest obesity rate (40.8%), whereas Colorado had the lowest
obesity rate (23.8%) [39]. We first calculated the availability
of each category in the 2 preselected locations and further
analyzed what categories of restaurants are more available in
locations with high or low obesity rate. The category with the
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biggest availability difference was further compared by adopting
dimensions from the concept of access.

The affordability and acceptability of the categories were then
compared. Affordability refers to the food price customers need
to pay. Price may affect the food choices of users. Low-income
populations have a high risk of living in poor food environments
and bear much of the burden of obesity and chronic diseases
[14]. We estimated affordability using the price category data
for each business. Here, we converted the price categories into
numeric numbers for future analysis. For example, $ would
have been converted to 1, and $$$$ would have been converted
to 4. Acceptability refers to the client’s attitude toward the
service provider. We used the average customer rating and the
total number of reviews of a business to measure customers’
attitudes concerning a business. Studies have shown that
consumers’ preference increases with the number of reviews
[41], and consumer-generated restaurant ratings are positively
associated with the web-based popularity of restaurants [42].
The businesses with higher ratings and more reviews are
considered more likely to be accepted by customers than
businesses with poor ratings and a limited number of reviews.

RQ2: How Can We Use Calorie Information to
Quantify State-Level Food Environments?
Because calorie intake is one of the major contributors to
obesity, it is critical to understand the nutritional content of food

to evaluate its effect on obesity. We evaluated the state-level
food environment quantitatively using the nutritional
information, specifically calorie information, collected from
MFP. The categories were turned into average calories per gram
for popular dishes in representative restaurants. The caloric
density of each food category, which was weighted by the
availability of that category in a state, became the weighted
score of the caloric density of the state.

To calculate the caloric density for each category, we first
collected popular dishes in each category. We chose the top 100
restaurants with the highest number of reviews for each category
nationwide and used the web scraping tool, BeautifulSoup, to
collect the popular dishes. Yelp [35] listed the most mentioned
dishes for each restaurant on the Yelp [35] pages (Figure 3).
Subsequently, these popular dishes were searched in the MFP
food nutrition database.

We calculated the mean calorie content of a popular dish by
averaging the calories per gram of all records returned from
MFP for that dish. It should be noted that the nutrition database
of MFP contains a combination of foods added by MFP and
foods that are added by users, and various units of measures
(eg, g, gram, package, breast, oz, piece, and slices) are used.
We selected gram as the unified measuring unit for comparison.
We included all records that use “gram” or variations of “gram”
(eg, “g,” “gr,” and “grams”) as their measuring unit.

Figure 3. Example of the Yelp page.

RQ3: Can We Predict State-Level Obesity Rates Using
Calorie Information of Different Restaurant Categories
and Dimensions From the Concept of Access Using
Publicly Available Social Media Data?
On the basis of the results of RQ1 and RQ2, we created features
from the availability, affordability, and acceptability of food
categories and state weighted score for caloric density for the
state-level food environment to describe the local food
environment.

We classified these features into 3 sets: (1) category availability:
the degree of availability of each category at the state level; (2)
category affordability and acceptability: the average price of,
average rating of, and average number of reviews for each
category at the state level; and (3) state weighted score for
caloric density: calculated weighted score for caloric density
for each state. We used the scikit-learn [43] library to build our
machine learning models. We applied a combination of different

feature sets and used several popular machine learning models
(ie, random forest regression, support vector machine regression,
and XGBoost regression) for prediction. We did not use the
state-of-the-art deep learning models (eg, convolutional neural
network regression) in this study because we had a limited
number of samples. Deep learning models would need a large
sample size to outperform traditional machine learning
techniques [42]. Because we were predicting obesity rate at the
state level, we used the leave-one-out cross-validation.
Leave-one-out cross-validation is an extreme version of k-fold
cross-validation, where k is set to N. N is the number of
observations in the data set. For N times, a model is created and
trained on all the data except for 1 point, and a prediction is
made for that point. Thus, we used information from the District
of Columbia and 49 states to predict the obesity rate for the
other state. Then, we repeated this 50 times while changing the
predicting location. We evaluated our approach by calculating
the Pearson correlation between the real and predicted obesity
rates.
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Results

RQ1: Is There a Difference Between the Available
Food Categories in States With Low and High Obesity
Prevalence?
We extracted business profile data of the food-related businesses
located in the 2 preselected areas from the collected Yelp data.
A summary of the data is presented in Table 1. First, we
calculated the availability of each category in the given areas.
In Mississippi, the categories with high availability included
“Fast Food,” “Burgers,” “Seafood,” and “Sandwiches.” In
Colorado, the categories with high availability were “Mexican,”
“Breakfast and Brunch,” “Sandwiches,” and “Burgers.” The
“Sandwiches” and “Burgers” categories had high availability
in both Mississippi and Colorado. We further explored the
differences in the availability of each category to understand
the state-level food environment in both state with low obesity
prevalence and state with high obesity prevalence. This was
also done to highlight the importance of access to different types
of food. We used the net value to measure the availability
differences between the 2 different locations. The net differences
were used to rank the categories in descending order.

Results for the net differences are listed in Table 2. A larger net
value indicated a bigger difference. The net difference for all
categories is significantly different by the z test. We found that
42.7% (59/138) of categories showed significant differences
between the 2 states.

As shown in Table 2, a total of 40% (16/40) of categories are
more significantly available in Mississippi than in Colorado
(P≤.001), including “Fast Food,” “Buffets,” and “Donuts.”
“Diners” and “Chinese” are more significantly available in
Mississippi than in Colorado (P≤.01). “Ice Cream and Frozen
Yogurt” is also found to be more available in Mississippi;
however, the difference is not as significant as the
aforementioned categories based on P values.

Alcohol-related businesses, including “Breweries,” “Cocktail
Bars,” “Beer Bar,” “Wine Bars,” and “Pubs,” were found to be
significantly more available in Colorado. Moreover, “Breakfast
and Brunch,” “Coffee and Tea,” “Mexican,” “American (new),”
“Pizza,” “Food Truck,” “Vietnamese,” “Thai,” “Asian Fusion,”
“Ramen,” “Juicy Bars and Smoothies,” “Indian,” and “Cafes”
were also found to be more available in Colorado than in
Mississippi at P≤.001. “Bakeries” and “Beer, Wine, and Spirits”
were more available in Colorado than in Mississippi (P≤.01).

“Fast Food” was found to have the biggest availability difference
between Colorado and Mississippi. We further explored this
category to fully understand the state-level food environment
and the importance of access to different types of food. The
availability of “Fast Food” in Mississippi was 13.49%
(519/3845), whereas the availability of “Fast Food” in Colorado
was 5.03% (358/7109). Because fast food was found to have
the biggest difference in availability, we investigated the
relationship between the availability of fast-food restaurants
and the state-level obesity rate.

We visualized the availability of fast-food restaurants in a map
(Figure 4, left) and scatter plot to show the relationship between
the availability of fast-food restaurants and the prevalence of
state-level obesity (Figure 4, right). We found that the
availability of fast-food restaurants was positively correlated
with the obesity rate at the state level, with a resulting Pearson
correlation of 0.676. From the heat map, we also found that the
northeast had the lowest availability of fast food, and the
Midwest and south had a higher availability of fast food than
the west. We further adopted dimensions from the concept of
access to compare fast-food restaurants with other restaurants.

We compared the acceptability (rating and number of reviews;
Figure 5) and affordability (price; Figure 6) between fast-food
and other restaurants.

In Figures 5 and 6, the x-axis shows the state-level obesity rate,
and each vertical line represents a state with its corresponding
obesity rate. The blue and orange solid lines are the average
rating and average number of reviews (Figure 5) and average
price (Figure 6) based on restaurant type in the state, and the
shadow of each line is the CI. Results showed that the
acceptability of fast-food restaurants was lower than that of
other restaurants, irrespective of the prevalence of obesity. We
found that the average rating of fast-food restaurants showed a
negative relationship with the obesity rate at the state level. The
residents in areas with high obesity rate gave fast-food
restaurants a lower rating than the residents in areas with low
obesity rate. We also found that the range of the number of
reviews showed a negative relationship with obesity rate. Results
on affordability showed that the price level of fast-food
restaurants was lower than that of other restaurants. In addition,
the prices in fast-food restaurants and other restaurants had
similar trends, which indicated that the prices in fast-food
restaurants are affected by the local price indices.

Table 1. A summary of the collected data for Colorado and Mississippi.

Region

MississippiColorado

3845 (1.09)7109 (2.01)Business, n (%)

142 (62.8)215 (95.1)Business categories, n (%)

3.83 (0.96)4.02 (0.74)Rating, mean (SD)

22.05 (50.14)106.59 (197.71)Reviews, mean (SD)

1.50 (0.55)1.66 (0.57)Price (US $), mean (SD)
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Table 2. The 40 categories with the highest availability difference between Colorado (low obesity rate) and Mississippi (high obesity rate).

Net valueCategory

0.0844bFast fooda

0.0824bSeafooda

0.0679bBreakfast and brunch

0.0493bBurgersa

0.0470bSoutherna

0.0423bMexican

0.0415bBars

0.0364bChicken wingsa

0.0353bAmerican (new)

0.0298bSteakhousesa

0.0278bPizza

0.0275bFood trucks

0.0235bBreweries

0.0227bBuffetsa

0.0216bCoffee and tea

0.0204bCajun or creolea

0.0184bCafes

0.0177bCocktail bars

0.0175bConvenience storesa

0.0170bBarbequea

0.0170bSoul fooda

0.0156bVietnamese

0.0149bRestaurantsa

0.0115cItaliana

0.0111bBeer bar

0.0108bThai

0.0105cBakeries

0.0103bAsian fusion

0.0098cChinesea

0.0097bJapanesea

0.0094bWine bars

0.0089bRamen

0.0085bPubs

0.0082bJuice bars and smoothies

0.0081bTex-Mexa

0.0079bDonutsa
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Net valueCategory

0.0078bIndian

0.0075cBeer, wine, and spirits

0.0075cDinersa

0.0071dIce cream and frozen yogurta

aThis category is more available in Mississippi, which has a higher obesity rate than Colorado.
bP≤.001.
cP≤.01.
dP≤.05.

Figure 4. The relationship between the availability of fast-food restaurants and the state-level obesity rate. Left: availability of fast-food restaurants in
a map; Right: scatter plot with the relationship between the availability of fast-food restaurants and the prevalence of state-level obesity.

Figure 5. The relationship between the acceptability of restaurant type and the state-level obesity rate. Left: The relationship between the average rating
of restaurant type and the state-level obesity rate; Right: The relationship between the average price of restaurant type and the state-level obesity rate.
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Figure 6. The relationship between the affordability of restaurant type and the state-level obesity rate.

RQ2: How Can We Use Calorie Information to
Quantify State-Level Food Environments?
The first step in quantifying a food environment was to collect
the popular dishes of each category. The popular dishes of the
food categories gave us an idea of why some categories were
more popular in areas with high obesity. We listed the most
popular dishes of the categories that we found in RQ1 to be
more popular in Mississippi (Table 3) and of those that we found
in RQ1 to be more popular in Colorado (Table 3). Fried food
in Colorado is not as popular as in Mississippi. We collected
12,316 popular dishes for the categories that were more available
in Mississippi, of which 120 (1.2%) were fried chicken. In
categories that were more available in Colorado, 0.44%
(114/25,910) of the popular dishes were fried chicken. The
statistical test showed that the difference in proportions between
the fried chicken in Mississippi and the fried chicken in
Colorado was significant with a P value less than the significant
level of .001. Similarly, the percentage of other fried foods,
such as fried catfish, fried shrimp, chicken, fried steak, and fried
oysters, was significantly higher in Mississippi than in Colorado.
This finding is consistent with literature studies showing that
the intake of fried food is associated with obesity [39].

The second step was to calculate the caloric density of each
category based on the calorie information of all the available
popular dishes. On average, there were 166 popular dishes per
category. Table 4 shows the 5 most popular dishes per category
along with the caloric density of each dish and each category.
We collected up to 100 most popular (ie, highest number of
reviews) restaurants in each category. A table containing the
caloric densities of all categories is provided in Multimedia
Appendix 1.

We further calculated the caloric density of each popular dish.
The caloric density of the dishes ranged from 0.556 to 62.383,
with a median value of 2.399. Bakery food had a relatively high
caloric density. For example, the caloric densities of almond
croissant and pecan pie were >4. Fatty meat also had a high
caloric density. The caloric density of Peking duck reached

8.847, which is even higher than that of fried chicken. Cooking
method also affected the caloric density. For example, the caloric
density for poached egg was 1.414, for scrambled egg was
1.649, and for Eggs Benedict was 2.208; likewise, the calories
per gram for fried catfish was 3.283 and for fresh fish was 1.188.
Salad and soup were found with low caloric densities. The
calories per gram for beet salad and French onion soup were
<1 based on our calculation.

Using the calorie information of these popular dishes, we
calculated the caloric density of each category by averaging the
caloric density of all popular dishes. The caloric density of a
category varied from 1.941 to 23.452, with a median value of

5.473. The “Cheesesteaks” was the category with the highest
caloric density, followed by the “Fried Chicken” with a caloric
density of 17.310. “Fruits and Veggies,” “Food Tours,” “Shaved
Snow,” “Gay Bars,” and “Honey” were categories with the
lowest caloric density among all food categories, with caloric
density <4.

Finally, we converted the caloric density for each category into
a weighted score for caloric density for each state. The estimated
weighted score for caloric density for the states ranged from
5.786 to 6.430. Washington had the lowest estimated weighted
score for caloric density, while Georgia had the highest
estimated weighted score for caloric density among all the states.
Colorado’s score was 5.955, and Mississippi’s score was 6.305.
We performed a 2-sample z test between these 2 states. The
result showed a significant difference with a z value of 12.759
and P<.001. The relationship between the state estimated
weighted score for caloric density and state obesity rate is shown
in Figure 7. The estimated weighted score for the caloric density
of states calculated using our approach showed a strong positive
correlation (r=0.671; P<.001) with the state-level obesity rate.
A higher estimated weighted score for the caloric density of a
state indicates that the state-level food environment is more
prone to obesity by serving high–calorie density food. Moreover,
the estimated caloric density weighted score for southern food
is higher than those for other areas in the United States,
especially in Georgia, Alabama, and Mississippi.
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Table 3. The most popular dishes for categories more available in Colorado and Mississippi.

Popular dishesRegions

Mississippi • Fried Chicken
• French Toast
• Fish Tacos
• Clam Chowder
• Crab Cakes
• Fried Catfish
• Eggs Benedict
• Fish and Chips
• Filet Mignon
• Beef Brisket

Colorado • French Toast
• Fish Tacos
• Pork Belly
• Eggs Benedict
• Pad Thai
• Fish and Chips
• Fried Chicken
• Spring Rolls
• Caesar Salad
• Avocado Toast

Table 4. The example of top 5 popular dishes and their caloric density for selected categories.

Caloric density
for the category

Popular dish 5
(caloric density)

Popular dish 4
(caloric density)

Popular dish 3
(caloric density)

Popular dish 2
(caloric density)

Popular dish 1
(caloric density)

Category

17.31Chicken strips
(2.108)

Kimchi fried rice
(3.271)

Buffalo wings
(2.02)

Boneless wings
(1.836)

Fried chicken
(2.240)

Chicken wings

7.289Scrambled eggs
(1.649)

Huevos rancheros
(1.147)

Chicken fried
steak (2.665)

Eggs Benedict
(2.208)

French toast (2.545)Diners

6.337Chicken breast
(1.453)

Red beans and rice
(1.880)

Sweet potato pie
(2.525)

Fried catfish
(3.283)

Fried chicken
(2.240)

Soul food

6.298Tiramisu (3.034)Eggs Benedict
(2.208)

French toast
(2.545)

Chocolate crois-
sant (3.926)

Almond croissant
(4.102)

Patisserie or cake shop

5.667French toast (2.545)Pork chop (1.590)Pecan pie (4.749)Fried catfish
(3.283)

Fried chicken
(2.240)

Southern

5.51Pulled pork (2.112)Brisket sandwich
(2.698)

Beef brisket
(2.043)

Baby back ribs
(2.301)

Pulled pork sand-
wich (2.452)

Smokehouse

5.047Beet salad (0.845)Fish tacos (1.498)Poached egg
(1.414)

Eggs Benedict
(2.208)

French toast (2.545)American (new)

4.78Beef tartare (2.698)Duck confit
(2.646)

Steak frites
(2.465)

Pork chop (1.590)French onion soup
(0.808)

Brasseries

4.716Fresh fish (1.188)Octopus (1.838)Spicy tuna
(1.955)

Seaweed salad
(3.510)

Poke bowl (1.482)Poke

4.215Xiao Long Bao
(2.419)

Har gow (1.741)BBQa pork buns
(2.505)

Peking duck
(8.847)

Shrimp dumplings
(1.620)

Dim sum

aBBQ: barbecue.
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Figure 7. The weighted score for caloric density of each state. Left: The weighted score for caloric density in a map; Right: scatter plot with the
relationship between the weighted score for caloric density and the prevalence of state-level obesity.

RQ3: Can We Predict State-Level Obesity Rates Using
Publicly Available Social Media Data?
We generated 3 sets of features for the prediction. The feature
sets were as follows: (1) category availability, (2) category
affordability and acceptability, and (3) weighted score for caloric
density. Affordability and acceptability were created at the state
level for the identified 226 categories. The estimated state
weighted score for caloric density was calculated in RQ2.
Because each state had only 1 estimated weighted score for
caloric density, prediction models other than linear regression
were not applicable for prediction using this set of features. For

categories that did not exist in a state, we used 0 to fill in the
missing values for the categories’ availability, affordability,
and acceptability. Approximately 24% (11,065/46,104) of the
features were filled with 0. Table 5 presents the results of
comparing different prediction models with different
combinations of input. We used the Pearson correlation
coefficient between the actual obesity rate and predicted obesity
rate to evaluate it.

The random forest model with all 3 sets of features performed
the best. In addition, the Pearson correlation coefficient between
the predicted and real obesity rates was 0.796, which indicates
that the predicted value was correlated with the real value.

Table 5. Pearson correlation coefficients for different combinations of input for prediction.

XGBoost regressionSVMa regression
Random forest
regressionLinear regressionFeatures

0.7420.7120.7630.407Category availability

0.7430.5930.7760.402Category affordability and acceptability

———b0.622State weighted score for caloric density

0.7310.6420.7910.403Category availability+category affordability and acceptability

0.7100.7140.7710.336Category availability+state weighted score for caloric density

0.7080.6430.796c0.402Category availability+category affordability and acceptabili-
ty+state weighted score for caloric density

aSVM: support vector machine.
bNot available.
cThe best performing model.

Discussion

Principal Findings
In this study, we characterized food environments using the
data from Yelp and MFP with innovative data collection and
processing methods. We also predicted state-level obesity rates.
In addition, our study contributed a new method to calculate
food environment and data to estimate the calorie densities of
different popular dishes and restaurant categories for future
studies.

Our results showed a disparity in the available food categories
between Colorado and Mississippi (ie, Colorado had a low

obesity rate, and Mississippi had a high obesity rate).
“Fast-food” restaurants were found to be more available in
Mississippi than in Colorado. Fast-food consumption has been
found to be strongly associated with weight gain and obesity
[3]. Individual-level diet and weight outcomes are thought to
improve in neighborhoods that have access to high-quality food
[44]. Comparing the state-level food availability difference, we
found that abundant access to fast-food options may contribute
to a negative group-level health outcome. Although fast-food
restaurants are notorious for serving high-calorie, low-nutritional
foods [24,25] such as hamburgers, French fries, and fish and
chips [45], some differences have been found. By comparing
the popularity of fast-food restaurants with other restaurants in
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Figure 5, we found that fast-food restaurants always have a
lower number of reviews than other restaurants. However, in
the District of Columbia, the average number of reviews of
fast-food restaurants is higher than that of other restaurants.
This may be because more alternative fast foods are available
in cities, such as salad, sushi, and poke, which are considered
light and healthy [46].

In addition to using the available food category to characterize
the state food environment, we also used the popular dish and
nutrition content of popular dishes to quantify the state food
environment. To our knowledge, this is the first study to conduct
a large-scale analysis of popular dishes. We compared popular
dishes in Colorado and Mississippi. We found that fried foods
are more popular in Mississippi. This finding is consistent with
the literature showing that the intake of fried food is associated
with obesity [47]. Using the collected popular dishes, we
calculated the weighted score for caloric density for each state.
Similar studies exist. For example, Nguyen et al [16] quantified
the state food environment by calculating the caloric density of
food mentions in geo-tagged tweets. They used a list of more
than 1430 popular foods and beverages from the US Department
of Agriculture’s National Nutrient Database and calculated
calories per 100 g for each food item [16]. Abbar et al [19]
calculated the average calories by checking the calories per
serving for the selected 500 food keywords. In contrast to these
2 studies, we used MFP, the biggest food database available
[38], to obtain nutrition data. We collected nutrition data for
37,295 dishes, which allowed for an effective use of data points.
In our study, Pearson correlation of weighted score for caloric
density of states to state obesity rates was 0.671, which
outperformed one of the aforementioned previous studies [19]
in which the Pearson correlation of tweet caloric value to state
obesity rates was 0.629.

To the best of our knowledge, our prediction model is the first
to use Yelp and MFP data to predict state obesity rates. In
contrast to previous studies that used Twitter data to predict
obesity rate [17-19], our model using Yelp and MFP data had
less selection bias. First, Twitter users are younger than the
general public [48]; however, the user group of Yelp is more
evenly distributed by age, with 33% of the users aged ≥55 years
[49]. Second, the previous studies using Twitter data for
prediction only used sampled data because of the massive
amount of Twitter data. Although these studies used the same
data source, their collection methods were different, which could
have skewed the results.

Public Health Implications
Our study helped us understand the impact of the food
environment and related human behavior by showing the
correlation between state-level food environment and obesity
rate. Because of the pervasive use of smartphones and social
media apps like Yelp across the country, researchers could use
social media data to gain an understanding of food environments
in any part of America and other countries as well. In sum, our
model has the potential to evaluate food environments.

Not only does our model map out a landscape of the local food
environment but it also allows us to characterize the trajectory
of public health. The copious amounts of information on social

media allow public health practitioners to monitor changes in
food availability and population over time and use this
information to predict changes in state obesity levels. Similarly,
computational methods could be used to inform dieting habits
at the individual level. This allows for an early intervention in
areas or individuals facing the greatest risk of increasing obesity
rates or becoming obese.

Our study has reiterated a few fundamental findings related to
the importance of environment [9,18,19]. Our findings suggest
that those who live in areas with a considerable availability of
high-calorie, fast foods are more likely to be obese. This alludes
to the idea that people eat what is readily available to them.
Politicians and city planners could potentially use this
information to develop an infrastructure of healthy food options
in areas that have been traditionally concentrated with fast-food
restaurants. This sort of environmental intervention could
potentially influence community behavior and lead to better
health outcomes.

Limitations and Future Direction
The first limitation of our study lies in the data collection. Yelp
provides substantial data for local businesses; however, the Yelp
API results are restricted to 1000 results for each query. We
could collect up to 1000 business data points for each zip code
center up to a distance of 40 km (approximately 25 miles). In
urban environments, 1 zip code may have >1000 businesses.
To address this issue, we ran several rounds for each zip code
and removed the duplicates. Despite this effort, missing data
may skew our results, especially those about urban areas. We
found a second limitation when collecting nutritional data from
MFP. For each search query, MFP returned 10 pages with 10
records on each page. Some popular dishes did not have an
exact match, in which case MFP returned a partially matching
dish. Therefore, some caloric information may not be accurate.
We averaged all the results to reduce the effects of inaccurate
information. Another limitation is not capturing the actual
consumption. We did not have information on the food
consumed at a person’s home. In this study, we calculated the
caloric density of popular dishes. Nevertheless, we found that
high–caloric density food is correlated with obesity rate,
consistent with a previous study that was conducted at the
individual level [50]. To bolster our findings, a similar analysis
should be replicated at the zip code–level to better inform the
local food environment. We used the state-level food
environment in this study because BRFSS provides state-level
obesity rate. More granular analysis will provide a better insight
into how socioeconomic status and the local food environment
may be correlated with obesity [14,51-53]. The information
collected and calculated in this study could also be used to fuse
a personalized mobile health app to help user have a better
experience with obesity prevention management. For example,
a specialized dashboard [54] could be added to the mobile health
app when using information from GPS to measure physical
activity along with a heat map showing where a person goes
within their neighborhood.

Conclusions
This study used social media data to characterize state-level
food environments. State-level food environments show a
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disparity in the available food between states with different
obesity rates, suggesting the importance of food environment.
Using the availability of different categories of food along with
affordability and acceptability data captured on social media,
we created a state-level obesity rate prediction model with a

0.796 correlation. Using our proposed method, public health
practitioners could monitor the changes in areas that face the
greatest risk of increasing obesity rates to counter the obesity
pandemic.
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Abstract

Background: Virtual reality (VR) devices are increasingly used in health care settings. The use among patients has the potential
to unintentionally transmit pathogens between patients and hospital staff. No standard operating procedure for disinfection exists
to ensure safe use between patients.

Objective: This study aims to determine the efficacy of disinfectants on VR devices in order to ensure safe use in health care
settings.

Methods: Three types of bacteria were inoculated onto porous and nonporous surfaces of 2 VR devices: the Meta Oculus Quest
and Meta Oculus Quest 2. Disinfection was performed using either isopropyl alcohol or alcohol-free quaternary ammonium
wipes. A quantitative culture was used to assess the adequacy of disinfection. A survey was separately sent out to VR device
technicians at other pediatric health care institutes to compare the methods of disinfection and how they were established.

Results: Both products achieved adequate disinfection of the treated surfaces; however, a greater log-kill was achieved on
nonporous surfaces than on the porous surfaces. Alcohol performed better than quaternary ammonium on porous surfaces. The
survey respondents reported a wide variability in disinfection processes with only 1 person reporting an established standard
operating procedure.

Conclusions: Disinfection can be achieved through the use of either isopropyl alcohol or quaternary ammonium products.
Porous surfaces showed lesser log-kill rates than the nonporous surfaces, indicating that the use of an added barrier may be of
benefit and should be a point of future research. Given the variability in the disinfection process across health care systems, a
standard operating procedure is proposed.

(J Med Internet Res 2022;24(12):e42332)   doi:10.2196/42332
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disinfection; healthcare-acquired infection; healthcare worker; virtual reality; disinfect; occupational health; occupational safety;
infection control; infection spread
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Introduction

Virtual reality (VR) devices are increasingly used in health care
settings to benefit patients, and the examples include patients
with posttraumatic stress disorder, anxiety, complex regional
pain syndrome, and distraction therapy [1-4]. Recent data show
the benefit expands to the pediatric population as well by
reducing pain and anxiety during medical procedures through
distraction [5]. VR can also be used to educate health care
workers through training and simulation [6]. However, a lack
of standardized cleaning and disinfection processes for VR
devices has limited VR’s use in health care settings, especially
during the COVID-19 pandemic [6].

Nosocomial transmission and outbreaks have been reported
with many different types of medical devices in clinical use [7],
and establishing standard operating procedures (SOPs) for
disinfection of VR devices between patient use is paramount.
One of the most common and widely sold VR headset devices
worldwide, the Meta Oculus Quest 2, specifically, recommends
against the use of alcohol to clean and disinfect the device in
favor of antibacterial wipes due to theoretical concerns about
affecting the porous material [8]. This poses challenges in
clinical settings as isopropyl alcohol (IPA) is one of the most
common disinfectants used on medical devices.

A protocol to clean and disinfect VR devices used in health care
settings has been proposed [6]; however, no studies have
quantified the efficacy of hospital-grade disinfectants on
different parts of the VR equipment. Additionally, little is known
about how these machines are currently disinfected in health
care settings. In this mixed methods evaluation, we sought to
determine the current disinfection practices in health care
settings and how they were established. We also studied the
effect of commonly used disinfectant wipes on the disinfection
of VR headsets experimentally contaminated with common
bacterial pathogens to provide evidence for the creation of an
SOP to reduce infections with multipatient VR utilization.

Methods

Survey
To learn how health care facilities disinfect VR equipment and
whether infection prevention teams are involved, a voluntary
Qualtrics survey was sent via an electronic link in a group chat
of 50 VR technicians working at children’s hospitals across the
United States as a convenience sample.

Ethical Considerations
The survey was approved as exempt by the Yale University
institutional review board (study #2000033075).

Laboratory Disinfection
Three types of bacteria, Staphylococcus epidermidis (ATCC
12228), Pseudomonas aeruginosa (laboratory strain PAO1),

and Staphylococcus aureus (ATCC 25923), were chosen because
of their propensity to be present on the skin and cause infection
in children with compromised immune systems. The bacteria
were grown overnight in 3 mL of lysogeny broth and serially
diluted to quantitate the bacterial inoculum. VR headsets and
controllers were inoculated by spreading 10 μL (initial inoculum

4.1×106-4.5×108) onto various sites (Figure 1) and allowed to
dry for 30 minutes. This large inoculum was chosen to test
whether Environmental Protection Agency (EPA)–approved
disinfectants achieved sufficient log-reduction in bacteria as
per their instructions for use. Two VR devices were
experimentally contaminated: the Oculus Quest headset and the
Oculus Quest 2 headset and hand controllers (Reality Labs,
Meta Platforms). These devices were chosen as these are the
most popular consumer devices, the primary ones used at our
institution, and contained different surface types to trial
disinfection [9]. Contaminated sites included the outer surface
of the headset housing on the top side, the controller buttons,
and the headband straps for each device (Figure 1). These sites
were chosen as they were thought to be high–touch point areas
for the hands and head during patient use. We did not study the
facial interface as it is our standard practice to use a disposable
barrier between the facial interface and the patient’s skin. Both
nonporous (Oculus Quest 1 strap, Oculus Quest 2 headset, and
controller) and porous (Oculus Quest 1 headset and Oculus
Quest 2 strap) surfaces were contaminated to assess disinfection
efficacy.

Two products were tested for active disinfection: a 70% IPA
wipe (Medium Alcohol Prep Pad, Medline) and an alcohol-free
quaternary ammonium wipe (Sani-Cloth AF3 Germicidal
Disposable Wipe, PDI). A positive control of inoculation
without disinfection was performed for every experiment and
cultured after the dry time to account for bacterial cell death
from desiccation. Disinfection was performed in accordance
with each product’s manufacturer’s instructions for use. For the
IPA wipe, a 15-second scrub in a back-and-forth motion
followed by a 15-second dry time was performed. For the
alcohol-free quaternary ammonium wipe, the experimentally
contaminated area was wiped to a point of saturation for 3
minutes and allowed to dry. Following disinfection, the cultures
were obtained with sterile cotton swabs dipped in Dey-Engley
(D/E) neutralizing broth (Hardy Diagnostics) and wiped across
the entirety of the contaminated surface for 5 seconds in a
back-and-forth motion. The swab was used to inoculate a D/E
agar plate that was then incubated overnight at 37 C. Bacterial
colony forming units (CFUs) were counted on the plates the
following day. Between experiments, the entirety of the VR
devices was disinfected with a 70% IPA spray to the point of
saturation of the surface materials and dried overnight. The
laboratory experiments satisfied the Yale University 100 CH.9
Clinical Quality Improvement criteria and were exempt from
institutional review board approval.
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Figure 1. Areas where cultures were obtained (shown by red circles) of Oculus Quest (top) and Oculus Quest 2 (bottom) devices.

Statistical Analysis
The experimental design was a 3-factor crossed design with
bacterial CFUs as the outcome variable. The generalized linear
model with binomial distribution and logit link was used to
compare whether the proportion of trials with observable
bacteria counts after disinfection differed by (1) type of
disinfection, (2) type of organism, and (3) surface type. All
models included the natural log of bacterial count prior to
disinfection and used robust standard errors. Achieving
disinfection was defined as a greater than a 6-log reduction in
bacterial counts. Pairwise comparisons were performed for the
type of organism. Analyses were performed in SPSS (version

27; IBM Corp), and statistical significance was set at an α level
of .05.

Results

Current VR Disinfection Practices in Pediatric
Hospitals
A total of 50 VR technicians across the Unites States were
invited to participate in the Qualtrics survey with a response
rate of 18% (9/50). One person consented and then did not
answer any of the questions. The selected results of the survey
are shown in Table 1 and highlight the variability of VR use
and disinfection practices.
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Table 1. Survey of current VRa disinfection practices in health care settings.

Respondents (N=9), n (%)Questions and responses

Frequency of VR use in the hospital

2 (22)<1 times per week

5 (55)1-3 times per week

1 (11)4-6 times per week

1 (11)Multiple times per day

VR systems used in health careb

4 (44)Google Daydream

1 (11)Kind VR

4 (44)Oculus Quest 2

2 (22)Oculus Rift

5 (56)PlayStation VR

6 (67)Starlight Children’s VR system

When disinfection is performed

9 (100)Before patient use

Method of disinfectionb

3 (33)Isopropyl alcohol

2 (22)Quaternary ammonium (PDI gray top)

4 (44)Isopropyl alcohol/quaternary ammonium (PDI purple top)

2 (22)Hydrogen peroxide

Physical barriers used to prevent infectionb

Any physical barriers

6 (66)Silicon covers

3 (33)Disposable eye masks

2 (22)Wipeable replacement head straps

2 (22)Hair covers

3 (33)No barriers present

Use of standard operating procedure

1 (11)Yes

Inclusion of the Department of Infection Prevention in establishing disinfection technique

2 (22)Yes

aVR: virtual reality.
bSome respondents gave multiple responses.

The number of VR sessions varied from less than once a week
to multiple times per day. Most locations used multiple types
of VR platforms with the Starlight Children’s VR system most
commonly used. The Starlight Children’s VR system is a
variation of the Lenovo Mirage Solo VR headset and is made
of very similar materials as the Oculus Quest 1 and Oculus
Quest 2. All participants noted that disinfection was performed
before patient use (n=9, 100%). The methods of disinfection
were variable with IPA and quaternary ammonium low-level
disinfection wipes used most commonly. Most VR technicians
used physical barriers between the VR device and the patient
such as combinations of silicon covers, disposable eye masks,

wipeable replacement head straps, and hair covers, while 3
(33%) participants did not use barriers (Table 1). Only 1 (11%)
institution had an SOP for use and disinfection. Infection
prevention teams were involved in assisting with VR
disinfection protocols at 2 (22%) sites.

Effectiveness of Hospital-Grade Disinfecting Wipes on
VR Decontamination
A total of 175 experiments were performed to assess disinfection
(Table 2). Adequate disinfection was achieved with both the
IPA and the alcohol-free quaternary ammonium wipes across
all bacterial types and headset material comparing untreated
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with disinfected surfaces. No bacteria were recovered in 88%
(154/175) of experiments. IPA wipes performed better than the
quaternary ammonium wipes at reducing overall bacterial counts
(P=.001). This difference was most pronounced on porous
surfaces, where the mean quantity of bacteria remaining after
the alcohol-free quaternary ammonium use was more than after
IPA use (Figure 2A).

When comparing the disinfection by an organism, there were
more CFUs of S aureus and S epidermidis recovered after
attempted disinfection than P aeruginosa (P=.05 and P=.03,

respectively), with this difference most pronounced on porous
surfaces (Figure 2B). There was no significant difference
between the recovery of S aureus and S epidermidis (P=.72).
Finally, fewer bacteria were recovered from porous surfaces
after inoculation but prior to performing disinfection. However,
more bacteria were recovered after disinfection from porous
surfaces than from nonporous surfaces (P=.01) as shown in
Figure 2C, confirming that porous materials inoculated (Figure
1) were more difficult to disinfect because of their availability
to absorb the bacteria-containing liquid.

Table 2. Bacterial count by disinfection method, organism, and surface.

Bacterial countObservations, nFactors

% ZeroaMinimum,

Maximum

MedianMean (SD)

Disinfectant

970, 4200.60 (4.52)94Isopropyl alcohol

880, 500023.12 (82.4)81Alcohol-free quaternary ammonium

Organism

980, 4200.88 (6.06)51Pseudomonas aeruginosa

860, 500017.46 (76.5)80Staphylococcus aureus

820, 26509.43 (41.2)44Staphylococcus epidermidis

Surfaceb

970, 4200.57 (4.4)100Not porous

770, 500024.4 (84.5)75Porous

aThe percentage of times when 0 bacterial colony-forming units were observed.
bNonporous surfaces were the Quest 1 Strap, Quest 2 Headset, and controller, while the porous surfaces were the Quest 1 Headset and Quest 2 Strap.
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Figure 2. The mean (SEM) raw bacterial counts recovered after disinfection according to disinfectant and equipment (A), by organism and equipment
(B), and by equipment surface type (C) are displayed. Note: Non-porous surfaces were the Quest 1 Strap, Quest 2 Headset and Controller, while porous
surfaces were the Quest 1 Headset and Quest 2 Strap.

Discussion

Adequate disinfection of VR devices can be achieved through
the use of low-level EPA-approved hospital-grade disinfectants
commonly used in clinical settings for devices that are exposed
to intact skin, including IPA and quaternary ammonium wipes.
We found a greater than 6-fold logarithmic reduction from initial

bacteria inoculation across all pathogen types and VR device
surfaces when using either product. However, we did observe
the differences when evaluating raw-bacterial counts after
disinfection. Notably, IPA performed better than the quaternary
ammonium wipe, particularly for porous surfaces. It is possible
that IPA penetrates porous surfaces better than quaternary
ammonium products due to the vigorous 15-second scrub, and
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future studies should evaluate how well different wipes perform
on these types of surfaces. We also observed that S aureus and
S epidermidis persisted on surfaces at greater densities than P
aeruginosa, possibly reflective of a mechanism in strain type
or environmental survivability. Finally, and perhaps most
critically, we observed lower bacterial counts after inoculation
but before disinfection, and greater bacterial counts after
disinfection, on porous surfaces when compared to nonporous
surfaces. This suggests that bacteria may be entering the pores
in the material, potentially reducing exposure to the disinfection
material. Additionally, using swabs to recover bacteria from
porous surfaces is suboptimal as we do not recover bacteria that
have penetrated deeper into the material as well as nonporous
surfaces which have better transfer efficiency [10]. Thus, despite
consistent recovery after disinfection from porous surfaces in
these experiments, we likely have overestimated the efficacy
of disinfection for this material. Of note, there was outstanding
disinfection of all nonporous surfaces, making it the preferred
material for the construction of VR devices in health care.
Manufacturers should consider material in the design of both
headsets and straps, and our data support the use of nonporous
material, particularly in health care settings where persistent
bacteria may serve as a nidus for transmission to the next VR
device user. If porous surfaces are present, there should be
adequate barrier protection to prevent the transmission of
microbes. This also then allows for the use of IPA without
concern for damage to any porous components of the device.

Nosocomial transmission and outbreaks associated with the use
of medical devices are well documented and a primary concern
for using VR devices in health care settings [7]. Consequently,
facilities may restrict VR devices from patient use out of
concern. We found substantial variability between facilities in
the frequency of device use, disinfection method, and barrier
protection used. Importantly, almost all sites reported that
infection prevention teams were not involved in performing a
risk assessment for device use during patient care, and SOPs
for disinfection were absent in all but one institution.
Establishing a standard process that appropriately disinfects VR
devices to allow for safe and expanded use in health care settings
while avoiding equipment degradation can benefit patients and
health care workers alike. It is critical to ensure that when new
devices such as VR equipment are introduced into patient care
settings, Infection Prevention and other stakeholders are
involved prior to the purchase of the devices to ensure there is
an acceptable plan for device reprocessing.

Based on this generated data set, manufacturer’s instructions
for use [8], health care infection prevention best practices, and
previous literature or expert opinion [6], we propose an SOP
for VR use and disinfection in the health care setting (Textbox
1). This is particularly important as the patient population served
may be undergoing chemotherapy or other immunosuppressants
that can increase the risk of infection.

Textbox 1. Suggested standard operating procedure for the disinfection of virtual reality devices.

Before use

• Avoid on patients with nonintact skin or active infections on the head or hands that cannot be covered and might come into contact with the
device

• Avoid use on patients known to be colonized with pathogens where specialized disinfection is required, including Clostridioides difficile, Candida
auris, Mycobacterium tuberculosis, and nonenveloped viruses

• Patient and staff perform hand hygiene

• A nonporous cover over the face pad, a disposable face pad cover, or both should serve as a barrier between the patient’s face and the device.
Hair should also be covered (eg, bouffant and washable cloth surgical cap). Any porous material that makes contact with the patient’s skin or
hair should be covered with a barrier

• Devices should be assessed for alcohol compatibility. If the device is not alcohol compatible, a nonalcohol-based disinfectant should be used

• Perform disinfection with a device compatible Environmental Protection Agency–registered product List H [11] according to the manufacturer’s
instructions for use, ensuring that all surfaces of the headset (including the strap, the casing, the inner and outer facepieces, and the lens), the
controller, and the nonporous, nondisposable face cover are saturated. Do not use wipes on multiple devices.

After use

• Patient and staff perform hand hygiene

• Staff don appropriate personal protective equipment, which should include nitrile gloves at a minimum unless other personal protective equipment
is required per the patient’s transmission-based isolation precautions

• Remove the device from the patient and placed on a clean disposable pad

• Discard the disposable face cover, if present

• Remove nonporous, nondisposable face cover from the device, if present

• Clean all visibly soiled areas with disposable wipes or paper towels

• Repeat disinfection as above

• Allow headset and controllers to dry according to the product instructions for use

• Store the device in a dry space physically separated from nondisinfected devices

• Patient and staff perform hand hygiene
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In creating the SOP (Textbox 1), we considered VR devices a
noncritical item requiring low-level disinfection between
patients because they are most commonly exposed to intact skin
only. Given disinfection success with the IPA and alcohol-free
quaternary ammonium wipes, we suspect other equivalent
low-level disinfectant products (eg, combination IPA or
quaternary ammonium wipes) would be adequate, especially
when applied to nonporous services [12]. We did not evaluate
high-level disinfectants or sterilization procedures that may be
required in the event of device exposure to nonintact skin or
mucous membranes. We suggest avoiding VR device use on
patients who have breaks in the skin on the hands or head region
that cannot be appropriately covered and could come into contact
with the device, thus avoiding the need for a high level of
disinfection.

As disinfection was successfully achieved for a variety of
pathogens, VR use is most likely safe for patients where contact
isolation (gowns and gloves) is required in the hospital,
including patients colonized with methicillin-resistant S aureus
or vancomycin-resistant Enterococci. However, we suggest
clinicians exercise caution when using VR devices with patients

colonized with harder-to-eradicate pathogens such as
Clostridioides difficile, Candida auris, and nonenveloped viruses
where sodium hypochlorite or other high-level disinfection
methods may be required. The pathogens tested (S aureus, P
aeruginosa, and S epidermidis) are very common organisms in
health care settings seen in both the adult and pediatric
populations, and these results from disinfection are likely to be
applicable to most health care settings, regardless of the patient’s
age.

Limitations of this study include the single-site nature limiting
generalizability and the poor survey response rate. We also only
tested 2 VR devices from the same company and 2 methods of
surface disinfection. Preliminary experiments with an ultraviolet
C (UVC) device specifically designed to decontaminate VR
devices failed to produce adequate disinfection (data not shown).
Since UVC disinfection depends on the angle and distance from
the surface to the UVC source [13], the geometry of the headsets
may make UVC disinfection more challenging. Further studies
evaluating alternative disinfection methods, including UVC and
other types of VR devices, are ongoing.
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Abstract

Background: The use of the internet to look for information about vaccines has skyrocketed in the last years, especially with
the COVID-19 pandemic. Digital vaccine literacy (DVL) refers to understanding, trust, appraisal, and application of vaccine-related
information online.

Objective: This study aims to develop a tool measuring DVL and assess its psychometric properties.

Methods: A 7-item online questionnaire was administered to 848 French adults. Different psychometric analyses were performed,
including descriptive statistics, exploratory factor analysis, confirmatory factor analysis, and convergent and discriminant validity.

Results: We developed the 7-item DVL scale composed of 3 factors (understanding and trust official information; understanding
and trust information in social media; and appraisal of vaccine information online in terms of evaluation of the information and
its application for decision making). The mean DVL score of the baseline sample of 848 participants was 19.5 (SD 2.8) with a
range of 7-28. The median score was 20. Scores were significantly different by gender (P=.24), age (P=.03), studying or working
in the field of health (P=.01), and receiving regular seasonal flu shots (P=.01).

Conclusions: The DVL tool showed good psychometric proprieties, resulting in a promising measure of DVL.

(J Med Internet Res 2022;24(12):e39220)   doi:10.2196/39220

KEYWORDS

Internet; literacy; measurement; vaccination; vaccine; health information; health literacy; online; content; validity; reliability;
digital literacy

Introduction

Vaccination is one of the most commonly queried topics on the
internet [1]. With the COVID-19 pandemic, the number of
people seeking vaccine-related information on the internet has
skyrocketed [2,3]. The Increasing Vaccination Model [4] states
that information sharing and rumors contribute, among other
factors, to motivation to vaccinate. The 5C (complacency,

constraints, calculation, confidence, collective responsibility)
Model [5] asserts that vaccine hesitancy depends also on the
engagement in extensive information seeking (ie, calculation),
which determines deliberation on the risks and benefits of
vaccination based on retrieved data and news. Thus, according
to these 2 models, the contents of online information have the
potential to determine the decision to get vaccinated or not.
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Online sources for vaccine-related information vary. These
include websites of official institutions, blogs, forums, social
media, among others. The information they convey can be either
reliable and valid or unscientific and misleading. On the one
hand, social media have been defined as a powerful catalyst for
the “anti-vax movement” [6]. This has been emphasized during
the COVID-19 pandemic with a wide circulation of false
information about vaccines on social media platforms [7,8]. On
the other hand, websites of official institutions, such as those
of governments, are considered to be more accurate [9]. Recent
studies concerning the COVID-19 pandemic have confirmed
that government websites are the most trusted source of
information [10,11].

Hesitancy toward vaccination remains a present and growing
issue [12]. Among the various reasons for this attitude,
misconception and misinformation can have a strong impact
[13]. Online messages can contribute to diffuse controversial
information and induce indecision and skepticism about vaccines
[14].

Preliminary studies have explored the influence of the internet
on growing vaccine hesitancy [15,16]. According to these
studies, those who search for online information more actively
are usually also the most hesitant, trusting and believing science
less than other sources [17]. Furthermore, the spread of fake
news and misinformation on social media is blamed as a primary
cause of vaccine hesitancy [18]. However, the internet is also
a source of official reliable information and might provide new
instruments to fight against vaccine hesitancy, because users
can also access government websites, for instance.

Digital health literacy refers to the capacity of people to
adequately understand and process online health information
to meet their needs [19]. This set of skills affects the health of
users, as well as the quality of their health care, orienting their
health behavior. Vaccine literacy is defined as not only
knowledge about vaccines, but also developing a simple system
to communicate and offer vaccines as a sine qua non of a
functioning health system [20,21]. Digital vaccine literacy
(DVL) is a construct mixing digital health literacy and vaccine
literacy. DVL theoretically affects both motivation and skills
involving online information seeking for clear-cut elucidated
decision making about getting vaccinated or not.

A valid tool for measurement of DVL is thus essential to provide
inputs to train people in better navigating vaccine-related
information on the internet on both social media and official
online sources. This scale developed herein also allows to
provide a general and population-based assessment of DVL:
given the spread of the COVID-19 pandemic and the relevance
of accepting vaccination, today more than ever it is pivotal to
investigate the level of DVL in the population and examine its
potential contribution to vaccine uptake. Furthermore, the scale
can be used as an instrument to measure the effectiveness of
interventions aimed at increasing DVL for reducing vaccine
hesitancy.

To the best of our knowledge, no tool exists to measure DVL.
The currently used questionnaires focus on vaccine literacy in
general and not on online vaccine literacy (ie, DVL) [21,22].
The aim of this study was to describe the development and

psychometric properties of a scale measuring DVL (Multimedia
Appendix 1).

Methods

Overview of Study Phases
Our study was conducted in 3 distinct phases: (1) development
of a tool to measure DVL, (2) collection of empiric
cross-sectional data from a French adult population sample, and
(3) assessment of the psychometric properties of the DVL tool.

We used the COSMIN (Consensus-Based Standards for the
Selection of Health Measurement Instruments) to develop the
DVL tool and validate it [23].

Phase 1: DVL Tool Development
We based the conception of the DVL tool on the theories of
digital health literacy and vaccine literacy, investigating the
understanding, trust, appraisal, and application of vaccine-related
information online [20,24], with the distinction between social
media/forums and government websites. A panel of 5 public
health researchers proposed a series of items inspired by the
Health Literacy Questionnaire [25,26], the eHealth Literacy
Scale [19], and the Vaccine Literacy Scale [22].

The construct of DVL was decided a priori and defined before
any item activity. Expert judges confirmed through literature
review that there were no existing instruments that will
adequately serve the same purpose. A deductive method was
used to identify the items through the description of the relevant
field (domain), in combination with an inductive method based
on the exchanges among experts. A group of 10 volunteers with
characteristics similar to the target population pretested the
questions. Items were worded in simple terms and
unambiguously.

We narrowed the items focusing on vaccination and the digital
environment to eventually obtain a total of 7 questions answered
on a 4-point Likert scale (from 4 [agree] to 1 [disagree]) and an
additional answer option “I do not know, I do not look for
vaccine-related information.” This latter option was taken into
account in the descriptions, but was considered
“noninformative” for the analysis of the structural validity of
the scale. The total score of the DVL scale was calculated
through the sum of all answers to the items. The score of the
scale varied from 7 to 28. The higher the score, the better the
DVL level.

We also included an item on “the online sources which were
the most consulted for vaccine-related information seeking”
(online journals, government websites, health institution
websites, social media, forums, video platforms, other). Finally,
participants had to rate the importance of the use of the internet
for vaccine-related information seeking through a visual analog
scale from 1 (not important at all) to 5 (very important).

Phase 2: Data Collection and Definition of the
Population Under Study
We administered the DVL tool to participants from an open
online cohort (CONFINS) [27]. All participants were aged more
than 18 years, living in France, and were able to read and
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understand French. CONFINS is a cohort collecting data on the
impact of confinement on the health and well-being of the
French population [28]. It included, among others, variables on
opinions about vaccination and the DVL items. It also comprised
sociodemographic information (age, gender, having children,
being vaccinated against influenza) used in this study. Items
were defined by a group of public health experts through several
rounds of corrections and refinement. CONFINS consisted in
a baseline questionnaire and repeated monthly follow-up
questionnaires. Participants could decide whether to be contacted
or not for the following phases of the survey. This study used
data from the baseline questionnaire and the first follow-up
questionnaire, covering the period from April to May 2020.
This was a convenience sample.

CONFINS participants were recruited on a voluntary basis with
no incentives through different communication channels. Posts
were published on the social media (LinkedIn, Twitter,
Facebook) of the University of Bordeaux and the partner
contract research organization hosting the database. A total of
3 press releases were addressed to journalists. The coprinciple
investigators were interviewed to promote the study. Three
newsletters and weekly emails and SMS text messages were
sent to the participants to remind them to complete the follow-up
questionnaires. All recruitment strategies directed potential
participants toward the CONFINS website including information
on the objectives of the study and the investigators. Informed
consent, containing details on the length of time of the survey,
stored data, investigators and objectives of the study, was
provided through an electronic signature.

Study Population
Concerning the population of this study, we included all
participants completing all items of the DVL tool, comprising
also those choosing the answer option “I do not know, I do not
look for vaccine-related information” (N=2935). However, for
the sake of the specific analyses required to evaluate the
psychometric properties of the DVL tool, we obtained a
subsample of 848 participants who did not use the answer option
“I do not know, I do not look for vaccine-related information.”
The choice of using mainly the subsample was justified by the
fact that the factor analysis mentioned later requires ordering
the response modalities. As the “I do not know, I do not look
for vaccine-related information” modality is difficult to classify,
we decided to remove it. The subsample included those who
had completed the baseline questionnaire (“test” phase). Among
them, 62 participants also answered the follow-up questionnaire
(“retest” phase).

Phase 3: Analysis of Other Psychometric Properties
of the DVL Tool
First, a descriptive analysis of each item of the scale was
performed for both the total sample of participants (N=2935)
and the subsample (n=848). Participants of the subsample were
also described according to their sociodemographic
characteristics (ie, age, gender, working/studying in the field
of health, having children, and being regularly vaccinated
against flu). For quantitative variables, the mean and SD were
calculated. For qualitative variables, participants were described
in numbers and percentages. Answers to items were compared

for each aforementioned sociodemographic characteristic. To
do this, the item response options were grouped into
“agree”/“rather agree” versus “disagree”/“rather disagree.” The

statistical tests of χ2 independence were used to compare the
responses of the participants according to their
sociodemographic criteria.

Second, an exploratory factor analysis (EFA) was performed
on the baseline data to identify the underlying latent factors in
the set of items as well as their association. As the items were
ordinal variables, the polychoric correlation matrix of observed
items was explored. Two initial hypotheses were tested. The
first was the test of Bartlett sphericity. If the test was significant
(P<.05), the observed matrix was significantly divergent from
the null matrix and an EFA had to be performed. The second
hypothesis required testing the measure of sampling adequacy
using the Kaiser-Meyer-Olkin index [29]. This is a measure of
the proportion of variance among the observed items, equivalent
to the common variance. Thus, it was used to verify for partial
correlations. If the Kaiser-Meyer-Olkin index was above 0.50,
the EFA was adequate. Next, the number of factors to be kept
in the model had to be chosen based on different criteria using
eigenvalues. The Kaiser criterion consisted of keeping factors
with eigenvalues greater than 1. The Cattell criterion (also called
the “elbow criterion”) was based on identifying the inflection
point, where the slope of the eigenvalue curve according to the
number of factors in the model stabilized well below the
“elbow.” Thus, the number of factors above the point was
retained. The third criterion was the use of a parallel analysis.
In this analysis, the eigenvalues obtained were compared with
those that would be obtained from random data. The number
of factors extracted was the number of factors whose eigenvalues
were higher than those found with random data. In addition, the
item × factor matrix had to be rotated to better identify how the
items were substantially related to each factor. Among the
several approaches to rotation, the oblique rotation was used
because it considers the correlation between factors [30]. Finally,
the items were associated with a factor when their saturation
weight was close or superior to 0.30 and their communalities
were considered as acceptable above 0.20. We also performed
a confirmatory factor analysis (CFA) considering the criteria
root-mean-square error of approximation (acceptable range
between 0.08 and 0.1), comparative fit index (acceptable range
>0.90) and standardized root-mean-square error (acceptable
range between 0 and 0.008).

Third, to complete the validation of the DVL scale, the
convergent and discriminant validities of the score were
assessed. The sociodemographic criteria of participants with a
low DVL score were compared with those of participants with

a high score, determined according to the median, using χ2

statistical tests of independence.

Statistical significance was considered if P<.05 and all tests
were 2-tailed. Statistical analyses were performed on SAS
version 9.3 software (SAS Institute).

Ethics Approval
The study was approved by the French Committee for the
Protection of Individuals (Comité de Protection des Personnes
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[CPP], approval number 46-2020) and the French National
Agency for Data Protection (Commission Nationale de
l'Informatique et des Libertés [CNIL], approval number
MLD/MFI/AR205600). The study follows the principles of the
Declaration of Helsinki and the collection, storage, and analysis
of the data comply with the European Union General Data
Protection Regulation (EU GDPR).

Results

Descriptive Analysis
Responses to the 7 items on the DVL tool by the total sample
and the subsample are reported in Tables 1 and 2, respectively.

Table 1. Results of all potentials items of the DVL scalea in the CONFINS online cohort (N=2935).

Do not know, n
(%)

Agree, n
(%)

Rather agree, n
(%)

Rather disagree, n
(%)

Disagree, n (%)Items

1526 (51.99)134 (4.57)582 (19.83)478 (16.29)215 (7.33)1. I find vaccine-related information on social media
and forums is understandable

668 (22.76)586 (19.97)1394 (47.50)176 (6)111 (3.78)2. I find vaccine-related information on government
websites is understandable

40 (1.36)821 (27.97)1500 (51.11)477 (16.25)97 (3.30)3. I can detect vaccine-related fake news

491 (16.73)948 (32.30)1250 (42.59)191 (6.51)55 (1.87)4. I trust vaccine-related information provided by gov-
ernment websites

1119 (38.13)26 (0.89)134 (4.53)1123 (38.26)533 (18.16)5. I find vaccine-related information on social networks
is valid

15 (0.51)1060
(36.12)

1288 (43.88)394 (13.42)178 (6.06)6. When I read vaccination information online, I cross-
reference it with other sources to verify its validity

724 (24.67)231 (7.97)918 (31.28)649 (22.11)413 (14.07)7. I think the information I find online may influence
my decision to get vaccinated

aDVL scale: Digital Vaccine Literacy scale.

Table 2. Results of all potential items of the DVL scalea in the CONFINS online cohort (n=848, without “do not know”).

Test-retest reliability (n=62),
intraclass correlation coeffi-
cient (95% CI)

Agree, n
(%)

Rather agree, n
(%)

Rather disagree, n
(%)

Disagree, n
(%)

Item

0.14 (0.01 to 0.37)80 (9.4)342 (40.3)287 (33.8)139 (16.4)1. I find vaccine-related information on social
media and forums is understandable

0.53 (0.33 to 0.69)225 (26.5)492 (58.0)82 (9.7)49 (5.8)2. I find vaccine-related information on govern-
ment websites is understandable

0.70 (0.55 to 0.81)289 (34.1)421 (49.6)111 (13.1)27 (3.2)3. I can detect vaccine-related fake news

0.46 (0.24 to 0.63)334 (39.4)409 (48.2)82 (9.7)23 (2.7)4. I trust vaccine-related information provided
by government websites

0.05 (0.01 to 0.29)12 (1.4)83 (9.8)529 (62.4)224 (26.4)5. I find vaccine-related information on social
networks is valid

0.48 (0.27 to 0.65)352 (41.5)365 (43)87 (10.3)44 (5.2)6. When I read vaccination information online,
I cross-reference it with other sources to verify
its validity

–0.09 (–0.33 to 0.16)105 (12.4)354 (41.7)267 (31.5)122 (14.4)7. I think the information I find online may
influence my decision to get vaccinated

aDVL scale: Digital Vaccine Literacy scale.

The “I do not know, I do not look for vaccine-related
information” response rates were 51.99% (1526/2935) for item
1, 22.76% (668/2935) for item 2, 1.36% (40/2935) for item 3,
16.73% (491/2935) for item 4, 38.13% (1119/2935) for item 5,
5.04% (148/2935) for item 6, and 24.67% (724/2935) for item
7. Per participant, the maximum number of “I do not know, I
do not look for vaccine-related information” was 5; 24.74%
(726/2935) responded “I do not know, I do not look for
vaccine-related information” for at least one item; 23.51%

(690/2395) for at least two items; 10.97% (322/2935) for at
least three items; 7.97% (234/2935) for at least four items; and
3.92% (115/2395) for at least five items. The mean of responses
per participant was 1.56 (SD 1.4). In addition, the use of a factor
analysis requires ordering the response modalities. As the “I do
not know, I do not look for vaccine-related information”
modality is difficult to classify in view of the others, we decided
to remove it from the analyses. Therefore, the study sample

J Med Internet Res 2022 | vol. 24 | iss. 12 |e39220 | p.609https://www.jmir.org/2022/12/e39220
(page number not for citation purposes)

Montagni et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


contained 848 participants who responded to the items as shown
in Table 2.

All item response options were used, thus qualifying them as
informative. In addition, Table 2 shows that the items were
discriminating because the response rates for each modality
were in the average. The intraclass correlation coefficient (ICC)
was calculated based on data from the 62 participants. Items 1,
5, and 7 presented a low ICC, which could be explained by
nonconcordant responses between the 2 measurements, and
therefore less reliability, their formulation, and possible
difficulty in answering them. In fact, these items had the highest
percentages of the “I do not know, I do not look for
vaccine-related information” responses (Table 1).

In the subsample of 848 participants, 73.1% (620/848) were
females. The mean age was 29.9 (SD 12.3). Participants working
or studying in the field of health were 397/848 (46.8%). The
percentage of parents was 20.9% (178/848) and 557/848 (65.7%)
were not vaccinated against flu (Table 3).

The mean of the importance of the use of the internet for
vaccine-related information seeking was 3.7 out of 5 (SD 1.1).
The most used source for vaccine-related information seeking
was websites of health institutions (395/848, 46.6%), followed
by government websites (184/848, 21.7%). Online journals
were consulted by 56/848 individuals (6.6%), whereas other

sources by 37/848 individuals (4.4%). Social networks were
consulted by 70/848 individuals (8.3%), video platforms by
16/848 (1.9%), and forums by 8/848 (0.9%).

Multimedia Appendix 2 reports data on the comparison of the
answer to the DVL items according to sociodemographic
characteristics.

Regarding their answers to the items, women were more in
agreement with the statement of item 3 (I can detect
vaccine-related fake news), item 4 (I trust vaccine-related
information provided by government websites), and item 7 (I
think the information I find online may influence my decision
to get vaccinated) than men. Participants aged 35 or over
disagreed with item 1 (I find vaccine-related information on
social media and forums is understandable), which was different
from those under 35 years. Participants studying or working in
the field of health and those receiving regular flu shots were
more in agreement with items 2 (I find vaccine-related
information on government websites is understandable), item
3 (I can detect vaccine-related fake news), and item 4 (I trust
vaccine-related information provided by government websites)
and disagreed with item 7 (I think the information I find online
may influence my decision to get vaccinated) compared with
those who worked or studied in another field and those who did
not get a flu shot. There was no difference in responses
concerning parenthood.

Table 3. Sociodemographic characteristics of the CONFINS study population.

ValueCharacteristics

29.9 (12.3)Age, mean (SD)

Categories (n=835), years , n (%)

653 (78.2)18-34

182 (21.8)≥35

Gender (n=848), n (%)

620 (73.1)Female

228 (26.9)Male

Study or work in the field of health (n=763), n (%)

366 (48.0)No

397 (52.0)Yes

Children (n=848), n (%)

670 (79.0)No

178 (21.0)Yes

Influenza vaccine (n=848), n (%)

557 (65.7)No

291 (34.3)Yes

Exploratory Factor Analysis
The interitem polychoric correlation matrix was used for the
first definition of the associations between items (Table 4).

In the polychoric matrix, we observed strong correlations
between items 2, 3, and 4. Item 1 was more correlated with item
5.

The hypotheses justifying the performance of an EFA were
validated. The Bartlett test of sphericity showed a P<.05

(χ2
21=1319.37) and the Kaiser-Meyer-Olkin index was 0.58,

indicating good sampling adequacy.

The number of factors was calculated based on the Kaiser and
Cattell criteria and the parallel analysis; 3 factors were kept
(Figure 1).
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Finally, several EFAs were performed to test the different
oblique rotations. The OBLIMIN oblique rotation was the most
common. Table 5 shows that items 1 and 5 were associated with
factor 2; items 2, 3, and 4 with factor 1; and items 6 and 7 with
factor 3. The oblique rotation OBEAQUAMAX showed that

saturation weights revealed several possible associations
between items and factors. Items 3 and 7 were associated with
both factors 1 and 3 based on the saturation weights close or
superior to 0.30. Communalities were all acceptable.

Table 4. Interitem polychoric correlation matrix.

7654321Item

———————a1

——————0.332

—————0.460.003

————0.520.640.064

———–0.06–0.10–0.020.455

——–0.020.120.340.190.066

—0.200.21–0.15–0.13–0.110.137

aDashes correspond to the absence of a correlation between items.

Figure 1. Distribution of the median simulated eigenvalues according to the number of factors and application of the parallel analysis. 7 variables,
iterations, 848 observations.
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Table 5. Matrices of the saturation weights with oblique rotations and item communalities.

CommunalityOBEAQUAMAXOBLIMINItem

Factor 3Factor 2Factor 1Factor 3Factor 2Factor 1

0.460.010.670.19–0.020.690.191

0.630.130.210.74–0.010.230.782

0.470.37–0.150.500.25–0.140.603

0.570.12–0.010.72–0.030.010.764

0.34–0.010.57–0.070.030.56–0.085

0.280.53–0.040.030.49–0.050.176

0.210.290.21-0.300.330.20–0.237

Table 6 shows the interfactor correlations according to the
OBLIMIN and OBEAQUAMAX rotations. Correlations were
low but factor 1 was negatively correlated with factor 2, and
factor 3 was positively correlated with the other 2 factors.

In view of these results, the relationships between the items and
the factors were interpreted as follows. Factor 1 was associated
with items relating to “reliable” information about vaccination
(government sites), with the label “understanding and trust
official information about vaccination provided by institutional
websites.” Factor 2 was associated with items related to
information about vaccination of which 1 should be relatively

“unreliable” (social media) with the label “understanding and
trust information about vaccines as provided by social media.”
Finally, factor 3 was associated with items related to the
application of knowledge on vaccination consulted on the web
(label of factor 3).

Finally, we also performed a CFA to confirm these 3 dimensions
(Table 7).

In the CFA the criterion values were as follows:
root-mean-square error of approximation 0.12 (90% CI
0.11-1.14), comparative fit index 0.80, and standardized
root-mean-square error 0.08.

Table 6. Interfactor correlation matrices (OBLIMIN and OBEAQUAMAX).

OBEAQUAMAXOBLIMINFactor

Factor 3Factor 2Factor 1Factor 3Factor 2Factor 1 

——1——a11

—1–0.09—1–0.082

10.160.1910.180.113

aDashes correspond to the absence of a correlation between items and factors.

Table 7. Weights of the relationships item-factors of the final model by confirmatory factor analysis.

Model 1Item

Factor 3Factor 2Factor 1

—0.87—a1

——0.562

——0.433

——0.514

—0.23—5

0.83——6

0.15——7

aDashes correspond to the absence of a correlation between items and factors.

Convergent and Discriminant Validity
The mean DVL score of the baseline sample of 848 participants
was 19.5 (SD 2.8). Participants scored between 14 and 21 points
(ie, in the medium DVL range). The median was 20.

Table 8 shows the sociodemographic characteristics of the
sample according to the DVL level. The score was dichotomized
into <20 (low DVL score) and ≥20 (high DVL score).

Participants with a low DVL level were significantly older (30.8
years vs 29 years; P=.03). Those working or studying in the
field of health were significantly more numerous in the group
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with a higher score (P=.01). Those who did not receive regular
flu vaccinations were significantly more likely to be in the low
score group (P=.01). Among online sources for vaccine-related
information, government websites were more used by those

with a higher DVL (P=.03). Those with a score less than 20
considered the use of the internet for vaccine-related information
less important than others, with the means being 3.4 (SD 1.1)
and 4.0 (0.9), respectively.

Table 8. Sociodemographic characteristics of the baseline sample by DVLa level (n=848).b

P valueHigh DVL (score ≥20)Low DVL (score <20)Sociodemographics

.0329.0 (11.7)30.8 (12.9)Age (years), mean (SD)

.04Age c ategories (n=397)

355/438 (81.1)298/397 (75.1)18-34

83/438 (18.9)99/397 (24.9)≥35

.24Gender (n=404)

317/444 (71.4)303/404 (75)Female

127/444 (28.6)101/404 (25)Male

.01Studying or working in the field of health (n=357)

174/406 (42.9)192/357 (53.8)No

232/406 (57.1)165/357 (46.2)Yes

.38Having children (n=404)

356/444 (80.2)314/404 (77.7)No

88/444 (19.8)90/404 (22.3)Yes

.01Vaccinated against flu (n=404)

274/444 (61.7)283/404 (70)No

170/444 (38.3)121/404 (30)Yes

.03Online sources for vaccine-related information (n=338)

26/390 (6.7)30/338 (8.9)Online journals

111/390 (28.5)73/338 (21.6)Government websites

210/390 (53.8)185/338 (54.7)Health institutions websites

13/390 (3.3)19/338 (5.6)Social media

1/390 (0.3)7/338 (2.1)Forums

11/390 (2.8)5/338 (1.5)Video Platforms

18/390 (4.6)19/338 (5.6)Other

<.0014.0 (0.9)d3.4 (1.1)cImportance of the use of the internet for vaccine-related information
seeking (n=338), mean (SD)

aDVL: digital vaccine literacy.
bValues are presented as n/N (%) unless indicated otherwise.
cN=338.
dN=390.

Discussion

The DVL Scale: Dimensions, Items, and Answer
Options
We conceived a scale measuring DVL and assessed its
psychometric proprieties among a sample of French adults. The
scale was composed of 7 items covering the overarching
construct of DVL, which includes 3 subdimensions. The first
subdimension (items 2 and 4) refers to understanding and
trusting official information about vaccination provided by
institutional websites. The second subdimension (items 1 and

5) refers to understanding and trusting information about
vaccines as provided by social media. The underlying
assumption for these 2 dimensions is that government websites
provide valid information while social media provide fake news
[31]. In this line, in our sample, the most accessed sources were
health institutions and government websites, while social media
and forums were less consulted.

The third subdimension (items 3, 6, and 7) refers to the appraisal
of vaccine information online in terms of evaluation of the
information and its application for decision making. Two items
(3 and 7) are actually included in both subdimensions 1 and 2.
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For the item “I can detect fake news,” this ambivalence can be
explained by the fact that recognizing fake news is a reflection
of both the understanding/trust of official information
(subdimension 1) and the appraisal and practical application of
found information (subdimension 3). The possible explanation
is that those who recognize fake news are more inclined to
government websites and are more cautious in interpreting
vaccine-related information. The inclusion of the item “I think
the information I find online may influence my decision to get
vaccinated” in both subdimensions 1 and 3 can be interpreted
as the fact that trusting official information might correspond
to a higher capacity to make correct evidence-based decisions
about vaccination. This overlap of factors infers an interrelation
of items, which can suggest that the scale is coherent and
congruent.

Some recommendations must be considered when using the
DVL scale. There are 4 response options (disagree, rather
disagree, rather agree, and agree) that are used to obtain a
score. However, even if it does not contribute to the calculation
of the score, the fifth response option (I do not know, I do not
look for vaccine-related information) provides useful
information. First, this option respects the opinion of those not
feeling concerned without forcing or biasing their answer.
Second, it is really interesting to measure the percentage of
those who do not feel concerned by seeking vaccine-related
information online. In this study, one-half of the participants
used the option “I do not know, I do not look for vaccine-related
information” for the item on understanding information found
on social media, and more than one-third for the item on trust
in social media. These results confirm the fact that social media
are more rarely used than government websites for this type of
information. Thus, we suggest to calculate the score by
considering as missing values all cases including 1 response
option “I do not know, I do not look for vaccine-related
information”, and to complete this information with the
percentage of those using this same option. These data are
complementary in measuring DVL.

The DVL Scores of the Study Sample
Having a low DVL score (<20) can be interpreted as a relevant
alarm in relation to the extensive use of the internet for
vaccine-related contents, especially in France [15]. As is the
case with health literacy, low DVL scores are associated with
a higher risk of adopting an unhealthy behavior [32]; in this
case this refers to the decision of not to get vaccinated. Not
being able to navigate information on the internet could increase
the chance of having a negative perception about vaccines [33].
Lower scores in the scale would also correspond to the
incapacity to recognize fake news and trust in unofficial
information provided by social media. There are many who
consult the internet regarding vaccination and it is important to
know their levels of DVL to help them navigate online
information.

DVL scores were significantly different by age (participants
with a low DVL score were significantly older), studying or
working in the field of health (those working or studying in the
field of health were significantly more numerous in the group
with a high score), and being vaccinated against flu (those who

did not regularly get vaccinated against influenza were
significantly more numerous in the group with a low score).
These results are in line with previous literature concerning
general health literacy: scores of health literacy are higher in
younger adults [34], health care professionals [35], and those
vaccinated against flu [36].

Comparison with results from other studies is not possible
because DVL has never been measured before.

Strengths and Limitations
This study is the very first to develop and validate a standardized
instrument for assessing general DVL in people. It responds to
the urgent need for similar scales to tackle vaccine-related
misinformation [37], especially in relation to the COVID-19
pandemic. Measuring the DVL of individuals consulting the
internet for information on COVID-19–related vaccination could
inform health institutions, communication experts, and health
care providers to plan and implement strategies to overcome
gaps in DVL and promote vaccination [38]. Furthermore,
analyses performed in this study are robust and based on an
in-depth knowledge of psychometrics techniques. In particular,
the use of the bifactorial model is justified by the fact that it
considers correlations between items based on the general factor
and the relations between the general factor. Items are not
limited by the group factors. This model is largely applied in
cognitive and psychological sciences [39].

This study is not without limitations. Items were defined a priori
based on existing scales but limited to 7. A larger number of
items might have provided a more exhaustive coverage of DVL
factors. The population under study was not representative of
French adults given that it comprised a high number of women
(2971/3738, 79.48%), students (3498/3783, 93.58%), and young
people (29.2 years) [40], compared with the general population
[41]. However, the sample was large enough to assess the
relevance of the scale. Low ICC values in some separated items
might be explained by an inaccurate phrasing. The ICCs of 3
items were low, which corresponds to a low reliability. Future
instruments might be based on our scale, but we propose more
precise wording according to the population of interest in a
specific context (eg, cultural or sociodemographic
characteristics).

Conclusions
The DVL scale is the first instrument providing information on
the way individuals understand, trust, and appraise
vaccine-related information on the internet through 2 channels,
namely, social media and government websites. The DVL scale
has good psychometric properties in terms of content validity,
dimensionality, and convergent and discriminant validity.
Results show that the scale can be easily administered with
well-grounded outcomes. It is a screening instrument
contributing to detect people who need to be supported in
navigating vaccine-related information online. It can be used
in questionnaires to identify profiles of web users who could
be influenced by anti-vax movements, for instance. Providing
the instructions to look for online information and to understand
its content is the key to spreading good vaccine-related
information and promoting vaccination in general [42]. The
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scale can be used to measure DVL in the French population and translated validated versions could be proposed internationally.
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Abstract

Background: Digital health technologies (DHTs), such as electronic health records and prescribing systems, are transforming
health care delivery around the world. The quality of information in DHTs is key to the quality and safety of care. We developed
a novel clinical information quality (CLIQ) framework to assess the quality of clinical information in DHTs.

Objective: This study explored clinicians’ perspectives on the relevance, definition, and assessment of information quality
dimensions in the CLIQ framework.

Methods: We used a systematic and iterative eDelphi approach to engage clinicians who had information governance roles or
personal interest in information governance; the clinicians were recruited through purposive and snowball sampling techniques.
Data were collected using semistructured online questionnaires until consensus was reached on the information quality dimensions
in the CLIQ framework. Responses on the relevance of the dimensions were summarized to inform decisions on retention of the
dimensions according to prespecified rules. Thematic analysis of the free-text responses was used to revise definitions and the
assessment of dimensions.

Results: Thirty-five clinicians from 10 countries participated in the study, which was concluded after the second round. Consensus
was reached on all dimensions and categories in the CLIQ framework: informativeness (accuracy, completeness, interpretability,
plausibility, provenance, and relevance), availability (accessibility, portability, security, and timeliness), and usability (conformance,
consistency, and maintainability). A new dimension, searchability, was introduced in the availability category to account for the
ease of finding needed information in the DHTs. Certain dimensions were renamed, and some definitions were rephrased to
improve clarity.

Conclusions: The CLIQ framework reached a high expert consensus and clarity of language relating to the information quality
dimensions. The framework can be used by health care managers and institutions as a pragmatic tool for identifying and forestalling
information quality problems that could compromise patient safety and quality of care.

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2021-057430

(J Med Internet Res 2022;24(12):e41889)   doi:10.2196/41889

KEYWORDS

information quality; digital health technology; patient safety; perspective; digital health technologies; DHT; thematic analysis;
clarity; understandable; understandability; readability; searchability; security; decision support system; framework development;
framework

Introduction

Digital health technologies (DHTs), such as electronic health
records, electronic prescribing systems, and clinical decision
support systems, have transformed health care delivery around
the world [1]. However, the quality of information obtained
from DHTs varies and can compromise quality and safety of
care [2-4]. Several incidents of delayed, missing, partial, or
wrong information in DHTs have been documented, resulting
in adverse patient outcomes, including death [3-5]. To reduce
the risk of such incidents, we need a pragmatic approach to
assessing the quality of clinical information in DHTs. The
importance of such an information quality assessment tool
continues to grow with increasing automation and use of
artificial intelligence (AI) in health care, as human checks are
reduced and clinical information feeds into AI tools and
algorithms [6].

A systematic review of the literature identified existing
frameworks and dimensions that are relevant to assessing
clinical information in DHTs [7]. However, the review found
that the existing frameworks did not provide assessment tools
for clinical practice [7]. In addition, most of the existing
frameworks were developed without input from clinicians who
use clinical information from DHTs [7]. Drawing on the
review’s findings, we developed a clinical information quality
(CLIQ) framework as a pragmatic approach to assessing the
quality of clinical information in DHTs. The CLIQ framework
defined 13 dimensions relevant to the quality of clinical
information in DHTs and was accompanied by a questionnaire
for assessing information quality. The current study explored
clinicians’ perspectives on the relevance, definition, and
assessment of information quality dimensions in the CLIQ
framework (Textbox 1 shows the original dimensions in the
CLIQ framework).

Textbox 1. Information quality dimensions in the original CLIQ framework.

• Informativeness (accuracy, completeness, interpretability, plausibility, provenance, and relevance)

• Availability (accessibility, portability, security, and timeliness)

• Usability (conformance, consistency, and maintainability)
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Methods

Study Design
In this study, the eDelphi method was used to obtain direct input
from clinicians to contextualize the CLIQ framework to the
needs of the information users. This method uses a systematic
process for engaging and integrating the opinions of multiple
experts to reach consensus [8,9]. Thus, the eDelphi method was
suitable for this study, which sought to obtain the consensus of
clinicians from different countries on the information quality
dimensions that are relevant to assessing clinical information
in DHTs. In addition, the asynchronous approach gave the
panelists an opportunity for equal participation, in contrast to
physical meetings, which are usually dominated by a few
outspoken participants [10]. The iterative process of the eDelphi
method enabled the participants to provide feedback and
reconsider their opinions based on collective responses [11].
The flexibility of the eDelphi method allowed collection of
quantitative and qualitative data, which were useful in
addressing the research question.

Ethics Approval
The protocol of this study was published to promote
transparency [12]. Ethics approval was obtained for the study
from the Imperial College Research Ethics Committee
(20IC6396).

Steering Committee
This eDelphi study was coordinated by a steering committee
comprising health care researchers and clinicians with interest
in digital health. The committee developed the original CLIQ
framework [7] and the accompanying questionnaire from which
the initial items of the eDelphi study were generated. The
committee recruited the participants to the study and made
decisions regarding retention, removal, or redefinition of
information quality dimensions based on the input of the
participants according to prespecified decision and stoppage
rules.

Decision and Stoppage Rules
The decision and stoppage rules on consensus were predefined
to prevent bias during analysis [11]. An information quality
dimension was considered relevant and was retained in the final
framework when at least 70% of the participants, in any round
of the survey, chose the options “strongly relevant” or
“somewhat relevant.” The choice of 70% as a cutoff was a
pragmatic choice based on the literature, as most Delphi studies
use 60% agreement or higher as a threshold for consensus [10].
The study was planned to be concluded whenever consensus
was reached on at least 80% of the dimensions or at the end of
the third round, irrespective of the level of consensus [11].

Participant Recruitment
Clinicians with information governance roles or interest were
invited to participate in the eDelphi panel based on the following
eligibility criteria [12]: (1) prior or current experience of using
DHTs in patient care, (2) information governance role or
personal interest in information governance, and (3) willingness
to participate in a multiple-round eDelphi study (up to 3 rounds).

The heterogeneity of the participants provided a wide range of
perspectives and increased the study’s external validity. The
recruitment of the participants included both purposive and
snowball sampling. Clinicians with information governance
roles (eg, chief clinical information officer, chief nursing
information officer, or Caldicott guardian) were targeted, as
they have both DHT user experience and information
governance expertise. However, participation was not restricted
to these roles, as they do not exist in many low- and
middle-income countries. Therefore, participants with interest
in information governance without any formal information
governance role were also recruited, such as clinicians who
have published papers relating to information governance.

The steering committee members nominated clinicians from
within and beyond their professional networks. Each eligible
clinician was invited by an introductory email containing a link
to the survey; the email also encouraged them to share the
invitation with other eligible clinicians. Two reminders were
sent at least 2 weeks apart to encourage participation [8].
Thirty-five clinicians from 10 countries participated in the study,
including doctors, nurses, pharmacists, and other health care
professionals.

Survey Content and Administration
The initial survey (Multimedia Appendix 1) was generated from
the CLIQ framework [7] and the accompanying assessment
questionnaire. The accompanying assessment questionnaire was
developed by the steering committee based on the findings of
a systematic review of information quality frameworks [7] and
further evidence from literature. The survey was administered
in English.

The introductory section of the survey provided brief
information about the study, a link to the participant information
sheet, and the electronic consent form. Demographic data were
collected from participants who gave informed consent, and
only these participants were shown the remainder of the survey.

The second section of the survey consisted of questions relating
to the CLIQ framework. The first part of this section included
5-point Likert scale questions on the relevance of the dimensions
in the CLIQ framework to quality and safety of care. The Likert
scale captured a range of options (strongly relevant, somewhat
relevant, neither relevant nor irrelevant, somewhat irrelevant,
and strongly irrelevant) that represent categories people naturally
create and thus did not require a heavy cognitive load. The
second part comprised multiple-choice and free-text questions
on the definition, assessment, and categories of the dimensions
in the CLIQ framework. Finally, the email addresses of
participants were collected for feedback purposes and as a
contact method for the next round of the survey. The survey
was set up using Qualtrics software (Qualtrics) and piloted by
the steering committee members before its administration. The
study was conducted between June 2021 and March 2022.

Data Analysis
The data on the relevance of the dimensions were summarized
using descriptive statistics and used to inform decisions on
retention of dimensions and termination of the study. The data
were also used to provide feedback to the participants during
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the second round of the survey. The free-text suggestions were
analyzed using a reflexive thematic analysis approach, which
allowed the steering committee members to go beyond the text
to decode the meaning intended by the participants [13]. The
thematic analysis process was adapted to include the following
key stages: (1) studying the free-text suggestions to become
familiar with the contributions made by the participants; (2)
data coding to highlight key issues identified by the participants
with regards to the definition and assessment of the dimensions;
and (3) identifying patterns in the suggested modifications,
developing themes, reflecting on these themes in the context of
the overall data set, and defining the essence of each theme.

The themes were then used to revise the definitions and the
assessment of the dimensions as appropriate. Feedback from
the free-text suggestions and the changes that were made were
also incorporated into the second round of the survey.

Results

Statistical Summary of Findings in the First Round
Thirty-five clinicians (including 26 doctors, 5 nurses, 2
pharmacists, 1 dietician, and 1 health system specialist) from

10 countries participated in the first round of this eDelphi study,
with most being doctors (n=26, 74%) and male (n=23, 66%).
About half of the participants had more than 10 years of digital
health experience (n=18, 51%), and about half were from the
United Kingdom (n=18, 51%). Most of the countries from which
the participants came were high-income countries (8/10, 80%),
although 1 of the 10 countries (10%) was lower middle income
(Nigeria) and 1 (10%) was low income (the Gambia). Table 1
provides more detailed information on the sociodemographic
characteristics of the participants.

In the first round of the eDelphi study, 86% to 97% of the
clinicians ranked each of the 13 information quality dimensions
in the proposed framework as relevant. These values were above
the predefined threshold of 70% for the study and indicated
consensus on the relevance of all 13 proposed dimensions in
the framework. The ranking of the information quality
dimensions is shown in Table 2.

Table 1. Sociodemographic characteristics of the eDelphi participants (N=35).

Participants, n (%)Characteristics

Occupation

26 (74)Doctor

5 (14)Nurse/nurse practitioner/advanced care practitioner

2 (6)Pharmacist/clinical pharmacist

1 (3)Dietician

1 (3)Health system specialist

Digital health experience (years)

17 (49)Less than 10

18 (51)10 or more

Country

1 (3)Croatia

1 (3)The Gambia

1 (3)Germany

5 (14)Ireland

3 (9)The Netherlands

2 (6)Nigeria

1 (3)Singapore

1 (3)United Arab Emirates

18 (51)United Kingdom

2 (6)United States of America

Sex

23 (66)Male

12 (34)Female
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Table 2. Ranking of the dimensions in the clinical information quality framework in the first round of the eDelphi study, with number of responses by
participants (N =35) in selected categories.

Combined relevance (“strongly relevant”
or “somewhat relevant”), n (%)

“Somewhat relevant,” n (%)“Strongly relevant,” n (%)Information quality dimensionRank

32 (92)2 (6)30 (86)Accuracy1

32 (91)14 (40)18 (51)Completeness2

31 (89)8 (23)23 (66)Interpretability3

31 (89)18 (51)13 (37)Plausibility4

34 (97)7 (20)27 (77)Provenance5

33 (94)15 (43)18 (51)Relevance6

32 (91)4 (11)28 (80)Accessibility7

30 (86)12 (34)18 (51)Portability8

30 (86)5 (14)25 (71)Security9

34 (97)9 (26)25 (71)Timeliness10

31 (89)16 (46)15 (43)Conformance11

30 (86)20 (57)10 (29)Consistency12

34 (97)14 (40)20 (57)Maintainability13

Changes Based on Free-Text Suggestions in the First
Round
The changes that were made by the steering committee members
based on the suggestions of the panel members in the first round

are presented in Multimedia Appendix 2. The themes from the
reflective thematic analysis of the free-text suggestions during
the first round that informed these changes are presented in this
section and summarized in Textbox 2.

Textbox 2. Themes from the free-text suggestions in the first round.

• Avoiding ambiguity: this expresses the need to avoid ambiguous terms and phrases.

• Relatable examples: this indicates the recommendation to include examples relating to daily activities to make the questions and definitions more
explicit.

• Renaming the dimensions: this relates to suggestions for naming and renaming of dimensions.

• Rephrasing for clarity: this expresses the need to rephrase aspects of the questionnaire to improve clarity.

Avoiding Ambiguity
The participants described some terms in the questionnaire as
“vague,” “odd,” and “confusing.” For example, a participant
stated the following about “errors”:

The term “errors” needs to be further defined, now
it is too vague, and I have no idea what to think of
when I read it.

In addition, some definitions were considered too complex to
be understood by clinicians without informatics experience, as
demonstrated by this comment:

Just at this point, I am thinking that it is relevant to
understand who your audience is with these questions.
Not all clinicians would understand these questions,
but clinical informatics professionals would.

Several changes were made across the dimensions to avoid
ambiguity, as recommended by the participants, including
replacing or removing terms such as “free of errors,”
“occasionally,” and “very” that were considered ambiguous by
the participants.

Relatable Examples
Participants were unanimous that examples were useful in
making questions more explicit. One participant advocated
including an example for each option:

Give examples in each of the options, that would make
it easier to differentiate.

On the other hand, another participant suggested including an
example in the main question:

Perhaps include the example within the question,
rather than the choice of answers.

Participants also advocated using specific examples that were
relevant to daily activities of the clinicians. They proceeded to
suggest examples they considered appropriate for each option.

Phone call to IT [information technology] dept is not
sufficiently accessible, it’s another barrier (with a
potential to fail- on hold, engaged, deadline, etc).

Pharma/tobacco or any other commercial marketing
would be “very untrustworthy.”
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However, participants acknowledged that it might be difficult
to find suitable examples to illustrate some response options.

I’m struggling with the plausible/very plausible
examples but can’t at this time think of an alternative.

Changes relating to this theme include introducing examples
such as “two-factor authentication” to describe secure
information and reassigning examples as suggested by
participants, such as reassigning “access requiring phone call
to IT [information technology] department” under “inaccessible”
information.

Renaming Dimensions
Although all the dimensions were considered relevant, the
free-text suggestions indicated a need for renaming some
dimensions:

I don’t like the use of the word “interpretable” in the
context of digital health records as it is too similar
to “interoperable” and easily mis-read.
Comprehensibility? Information clarity?

Some suggestions seemed to imply a need for a new dimension.
A free-text suggestion on accessibility expressed concerns on
how it might be difficult to search for information in a system
holding the data.

I’d have the second option in the list, information is
present in EHR [electronic health record] but have
to spend time looking for it.

Multiple suggestions on “timeliness” seemed to indicate
“currency” was favored over “timeliness.”

You could quickly log into a system that doesn’t
contain the most up to date patient information which
would be far more concerning in terms of data quality
than logging in slowly to a system with the most recent
info in it.

A new dimension, “searchability,” was introduced. In addition,
“timeliness,” “provenance,” and “consistency” were renamed
“currency,” “trustworthiness,” and “consistency of presentation,”
respectively. Two suggestions from panel members that related
to the renaming of dimensions but were not adopted to avoid
ambiguity are presented in Multimedia Appendix 2.

Rephrasing for Clarity
Most of the suggested modifications related to the phrasing of
the questionnaire. Each question and the associated options
were rephrased as appropriate to clarify them. These
modifications ranged from simple corrections such as typos to
major changes introducing new ideas; these were addressed on
a case-by-case basis.

The definition of an adverse event is too narrow.
Consider reflecting both critical (patient safety) and
non-critical (quality of care). Also, there is an implicit
assumption that data will directly impact care - maybe
use “contribute to” as opposed to “lead to.”

Thus, “adverse event” was replaced with an explanation of the
likelihood that inaccurate information would affect quality of
care and patient safety and the potential impact. Similarly, the
phrase “intended task” was replaced with the term “patient
care,” which is more all-encompassing. Other instances of
rephrasing are presented in Multimedia Appendix 2.

Results of the Second Round
A second round was conducted because the free-text suggestions
indicated a need for an additional dimension. This round was
also used to present the results of the first round to the
participants and obtain further feedback on the modifications
to the questionnaire. Full details on the modifications and
point-by-point responses to the participants’ full-text suggestions
for each of the dimensions are included in the questionnaire for
the second round (Multimedia Appendix 3).

Among clinicians who provided their email addresses during
the first round, 22 of 30 (73%) completed the second round.
The threshold for consensus was reached for the new dimension
“searchability.” Most of the participants agreed with the changes
made to the definitions and assessments of the dimensions,
ranging from 86% (n=19) for consistency of presentation to
100% (n=22) for accuracy, completeness, interpretability,
maintainability, and searchability, with no further modifications
suggested. Minor suggestions were made regarding rephrasing
the definitions of plausibility, trustworthiness, accessibility,
portability, security, conformance, and consistency of
presentation. Multiple free-text suggestions indicated that the
term “currency” was not as acceptable as “timeliness”:

I think timeliness and currency are two different terms
that could not be used interchangeably. Therefore, I
would prefer timeliness was not removed. if a result
of an investigation is timely, it means it would be
useful for decision making.

I don’t like the word currency in this context (it
sounds like it’s referring to money).

The dimension “currency” was therefore reverted to the original
name “timeliness.” The modified CLIQ framework is made up
of 14 dimensions, as outlined in Table 3. The accompanying
assessment questionnaire is presented in Multimedia Appendix
4.
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Table 3. Clinical information quality framework for digital health.

DescriptionDimension

Informativeness (the usefulness of digital information for clinical purposes)

The extent to which information is accurate.Accuracy

The extent to which no required information is missing.Completeness

The extent to which information can be interpreted.Interpretability

The extent to which information makes sense based on clinical knowledge.Plausibility

The extent to which the source of information is trustworthy and verifiable.Trustworthiness

The extent to which information is useful for patient care.Relevance

Availability (the functionality of the system holding clinical information)

The extent to which information is accessible.Accessibility

The extent to which information can be moved or transferred between different systems.Portability

The extent to which needed information can be found.Searchability

The extent to which information is protected from unauthorized access, corruption, and damage.Security

The extent to which information is up-to-date.Timeliness

Usability (the ease of use of clinical information)

The extent to which information is presented in a format that complies with institutional, national, or interna-
tional standards.

Conformance

The extent to which presentation of information adheres to the same set of institutional, national, or international
standards.

Consistency of presentation

The extent to which information can be maintained (eg, modified, corrected, updated, adapted, and upgraded)
to achieve intended improvement.

Maintainability

Discussion

Principal Findings
This study was conducted to contextualize the CLIQ framework
to the needs of clinicians. Consensus was reached on the
relevance of all the existing dimensions and categories of the
CLIQ framework, including informativeness (accuracy,
completeness, interpretability, plausibility, provenance, and
relevance), availability (accessibility, portability, security, and
timeliness), and usability (conformance, consistency, and
maintainability). A new dimension, searchability, was introduced
in the “availability” category to account for the ease of finding
needed information in the DHTs. “Provenance” and
“consistency” were renamed “trustworthiness” and “consistency
of presentation,” respectively.

The questionnaire was modified based on the suggestions of
the clinicians to avoid ambiguities that could confuse users and
affect the validity of the questionnaire. Nonspecific terms, such
as “very,” “few,” or “occasionally,” were removed, as their
meanings vary based on context. Certain dimensions, such as
conformance, were redefined using nontechnical terms, making
them comprehensible to clinicians without an informatics
background. In addition, the clarity of the questionnaire was
improved by rephrasing the questions, incorporating relatable
examples, and renaming certain dimensions. Overall, these
changes made the questionnaire more user-friendly and
improved its face and content validity.

Comparison With Prior Work
The CLIQ framework was developed to address gaps, including
a lack of a pragmatic tool for clinical information quality
assessment and the noninvolvement of clinicians in the
development of existing frameworks [7]. The CLIQ framework
is accompanied by a pragmatic questionnaire for assessing
clinical information in DHTs, unlike theoretical frameworks,
which provide no means of assessment [14-20]. The involvement
of clinicians across 10 countries in the development of the CLIQ
framework further differentiates the framework from existing
frameworks, which were developed without input from
clinicians [14,16-21]. Finally, the CLIQ framework is applicable
to different DHTs, while existing frameworks are only
applicable to specific DHTs, such as electronic health records
[16,17,19,20,22].

Strengths and Limitations
The eDelphi method afforded a systematic, practical, affordable,
and transparent approach to integrating the opinions of
multidisciplinary clinicians from 10 countries. The importance
of multiple eDelphi rounds, which allow feedback on changes
made in preceding rounds [9,10], was demonstrated in the
rejection of the attempt to rename “timeliness” as “currency.”
In addition, this study took advantage of the clinical experience
and information governance expertise of the participating
clinicians, thus combining practical user experience and subject
matter expertise. The heterogeneous composition of the expert
panel, which consisted of people from multiple clinical
professions across 10 countries, enhanced the external validity
of the CLIQ framework. However, external validity may be
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limited by the low proportion of participants from low- and
middle-income countries. The snowball sampling technique
might have contributed to the disproportionately higher number
of participants who were doctors from the United Kingdom.
Nevertheless, the participants in this study were actively engaged
and went out of their way to scrutinize all the definitions and
offer valuable suggestions to improve the CLIQ framework.
Finally, the number of participants that completed the second
round of the eDelphi study was modest (22/30, 73%) but this
is still more than the 8 to 15 experts recommended in the
literature for a Delphi study [8].

Implications for Policy, Practice, and Future Research
This study provides insight into the information quality
dimensions that are considered relevant by clinicians. Such
insight could be useful when developing or choosing new DHTs
for health care institutions. The consideration of relevant
information quality dimensions while developing or choosing
new DHTs will ensure that the information is fit for purpose.
The CLIQ framework is thus a potential source of vital
information to policy makers, DHT developers, and health care
managers. In addition, the framework could be used to identify
information quality problems in existing DHTs. As part of
quality improvement projects, the CLIQ questionnaire could
be used to collect data on the quality of information in existing
DHTs from clinicians using these DHTs in clinical practice.
Insight from such projects could then be used in planning
strategies to address identified information quality problems.

The modification of the CLIQ framework has made the
framework user-friendly by taking into account the views of
the information users, as recommended in the information
quality literature [23]. However, the adopted expert panel
approach mainly improved the face and content validity of the
framework [24]. Face and content validity imply that an
instrument measures what it is intended to measure [24].
Therefore, a follow-up study to evaluate the construct validity
and reliability of the CLIQ framework is ongoing across the
United Kingdom among health care professionals who use the
SystmOne electronic patient record system. Similar studies
could be replicated in the future in low- and middle-income
countries to further assess and, if needed, improve the
applicability of the framework in such settings. The CLIQ
framework will be made available under a Creative Commons
(CC BY) license to facilitate its use in future works by other
researchers who are interested in adapting the questionnaire
based on their needs.

Conclusions
The CLIQ framework reached a high expert consensus and
clarity of language relating to the information quality
dimensions. The study contextualized the questionnaire by
obtaining direct input from clinicians who are users of clinical
information in DHTs. The contextualized CLIQ framework
offers a pragmatic approach to assessing clinical information
in DHTs and could be used in practice to identify and forestall
information quality problems that can compromise quality and
safety of care.
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Abstract

Background: Although blood is an indispensable and important resource for clinical treatment, an imbalance between supply
and demand may occur as the population ages and diversifies. Studies indicate that repeat blood donors are safe blood sources
because of their voluntary blood donation education and frequent blood screening. However, the high rate of reduction in the
number of first-time voluntary blood donors and low rate of repeated blood donation are common problems worldwide.

Objective: This study aimed to evaluate the effect of an intervention in nonregular blood donors using web-based videos and
SMS text messages, in which the former was guided by the extended theory of planned behavior, to discover effective intervention
methods to improve repeat blood donation rates among nonregular blood donors.

Methods: A total of 692 nonregular blood donors in Zhejiang province were randomly divided into intervention and control
groups. The control group received regular, short reminder messages for a 6-month period, whereas the intervention group received
web-based videos on the WeChat platform. The intervention group was guided by an extended theory of planned behavior, which
included 9 factors: the respondents’ attitude, subjective behavioral norms, perceived behavioral control, the willingness to donate
blood, outcome expectations, self-identity, blood donation–related anxiety, cognition of the blood donation environment, and
previous blood donation experience. The intervention group was divided into 2 stages: those with an intervention at 3 months
and those with a follow-up 3 months later. After 6 months, the redonation rate was evaluated for the 2 groups, and the scale in
the intervention group was determined both before and after the intervention. A t test, chi-square test, logistic stepwise regression,
and ANOVA were performed.

Results: The intervention group’s redonation rate was 16.14%, which was significantly higher than the control group’s redonation
rate of 5.16%; P<.001. Men who were aged 31 to 45 years and had donated blood twice had a higher redonation rate after the
web-based video intervention than after the SMS text messages; P<.05. The repeat donors’ improved blood donation anxiety
(P=.01), outcome expectations (P=.008), and cognition of the blood donation environment (P=.005) after the intervention were
significantly higher than those of the nonrepeat donors.

Conclusions: The web-based short video intervention based on the extended theory of planned behavior can effectively improve
redonation rates. Outcome expectations, blood donation anxiety, and cognition of the blood donation environment can directly
influence irregular blood donors to redonate blood.

(J Med Internet Res 2022;24(12):e37467)   doi:10.2196/37467
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extended theory of planned behavior; repeated blood donation intervention; randomized controlled trial; mobile phone
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Introduction

Background
Although blood is an indispensable and important resource for
clinical treatment, an imbalance between supply and demand
may occur as the population ages and diversifies [1]. Studies
indicate that repeat blood donors are safe blood sources because
of their voluntary blood donation education and frequent blood
screening [2-4]. However, the high rate of reduction in the
number of first-time voluntary blood donors and the low rate
of repeated blood donation among are common problems
worldwide. The rate of repeated blood donation in Zhejiang
province from 2006 to 2015 was 30.8%, which was lower than
the global rate of 50% and fell within the average range of
24.3% to 38.8% in China [5]. Hence, a common challenge—in
Zhejiang province as well as nationally and
internationally—involves the question of how the rate of repeat
blood donations can be increased while ensuring an ample blood
supply and safety. Current research on the evaluation, prediction,
and behavioral intervention of repeated blood donation behavior
is in its infancy. Furthermore, the relationship between personal,
psychological, and socioenvironmental factors, among others,
and repeated blood donation behavior has been clarified, nor
has an authoritative evaluation system been developed to index
repeated blood donation intentions [6-8]. The literature has
primarily focused on changing blood donation knowledge,
attitude, and willingness through education [9,10]. Most methods
involve traditional SMS text messages, phone calls, and
brochures [11] and lack robustness in methodological reporting
[12] and intervention studies on repeated blood donation
behavior. Few studies have addressed prospective randomized
controlled trials of repeated blood donation intervention.

Objectives
The theory of planned behavior is the most widely used theory
to explain behavioral motivation and has consistently
demonstrated the ability to predict blood donation intention and
behavior [13-17]. This theory posits that human behavior is
determined by 3 aspects: the first factor is the consequences of
a behavior and the evaluation of these results, which can
generate positive or negative attitudes toward the behavior. The
second factor comes from the normative expectations of others
and the motivation to follow these expectations, namely

normative beliefs, which lead to social pressure and subjective
norms. The resources and opportunities required for this
behavior, as well as their ease of access, are the control beliefs
that lead to the third factor, that is, perceived behavioral control.
Although a majority of studies have confirmed that the theory
of planned behavior can effectively predict behavioral intentions
and can significantly improve the explanatory and predictive
power of behavioral research, such works also have various
shortcomings, such as the omission of socioenvironmental
factors and insignificant intervention effects [18,19]. Ajzen [20]
observed that if a factor was found to enhance the prediction of
an intention or behavior, the theory of planned behavior can
extend the factor, forming an extended theory of planned
behavior (ETPB). Therefore, this study’s initial stage first
considers a literature review and a Delphi expert consultation
based on the theory of planned behavior’s 4 dimensions: attitude,
subjective behavioral norms, perceived behavioral control, and
willingness. It also explores the expected outcome, self-identity,
and blood donation anxiety and environment and ultimately
forms an ETPB; further research is incorporated to form a repeat
blood donation intention–assessment scale with this theory as
the overall guiding framework (Textbox 1).

The “Statistical Report on Internet Development in China”
indicates that as of December 2020, China’s short videos
reached an audience of 873 million people or 88.3% of all
netizens [21]. The widespread popularity of these short videos
suggests that people generally accept and enjoy them. Currently,
videos are widely used in behavioral health interventions, such
as patient education for different diseases and patient family
care [22-28], but few studies have examined their application
in blood donation environments. On the basis of the previous
research results on the factors influencing repeated blood
donation as guided by the ETPB [28-30], this study designed
short videos based on the ETPB; these short videos were
presented on the web to nonregular blood donors as repeated
blood donation interventions. An exploratory, prospective,
randomized, and controlled experiment was conducted to
analyze the changes in intermediary variables before and after
the intervention period. The results from repeated blood donation
behavior were compared with those from the SMS control group
to not only analyze the intervention effect but also provide a
reference for empirical research in determining the next
intervention strategy to ensure repeat blood donation behavior.
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Textbox 1. The influencing factor scale of repeated blood donation based on the extended theory of planned behavior.

Factors and the corresponding items

1. Attitude

a. I think donating blood can save lives.

b. I think donating blood is a kind of blood storage protection for me and my family.

c. I feel that giving blood demonstrates my courage.

d. I think many people in the hospital need blood transfusions and need me to donate blood.

2. Subjective behavioral norms

a. Most of the people who are important to me think I should donate blood or donate again.

b. Most of the people who are important to me will support and encourage me to donate again.

c. Most people I know will evaluate me based on whether I donate blood or donate again.

d. I think donating blood is about everyone.

3. Perceived behavioral control

a. The standardized process of voluntary blood donation will not be infected with diseases.

b. I will pay attention to information on voluntary blood donations (such as those presented on the television, internet, newspapers, or magazines)
and will actively acquire knowledge about voluntary blood donation.

c. Each voluntary blood donation of 200-400 mL is in the normal range and will not damage the body.

d. I will take the initiative to donate blood because my family, friends, or colleagues donate blood.

e. I will encourage my family, friends, or colleagues to voluntarily donate blood.

f. It is my decision to donate blood or continue to donate blood again.

g. I can meet the necessary conditions, such as good health or a convenient time, among others, to increase the number of blood donations.

h. If the blood donation experience will be positive, I will donate blood or donate blood again.

i. If my family can prioritize transfusions as necessary after I donate blood, I will donate blood or donate blood again.

j. I am confident I will overcome the factors that may prevent me from donating or continuing to donate blood.

k. The preferential blood donation policy affirmed and encouraged me.

l. in the next year, I plan to donate blood (or donate again).

4. Blood donation willingness

a. I believe that I will be able to donate blood or donate blood again within the next year.

b. Blood donation souvenirs or awards will motivate me to donate blood or donate blood again.

c. In the next year, I will definitely donate blood (or donate again).

5. Outcome expectations

a. If I donate blood again, more patients will be treated.

b. If I donate blood again, I can set a good example for others.

c. If I donate blood again, I will gain more recognition and respect.

d. Voluntarily donating blood at regular intervals (6 months or more) is good for your health.

e. If you do not donate blood, or do not continue to donate blood, you are likely to regret it in the future.

6. Self-identity

a. I am the type of person who will donate blood (or continue to donate blood).

b. I believe it is appropriate in every way for someone like me to donate blood (or donate blood again).

c. Donating blood is a way of realizing one’s self-worth.

7. Donation anxiety

a. I am concerned that my physical condition does not meet the blood donation requirements.
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Dissatisfaction with the blood donation experience, whether when I have donated blood or heard from others, causes me to worry about
donating blood.

b.

c. If I am asked to donate blood or donate blood again, I will feel distressed and anxious.

8. Cognition of the blood donation environment

a. The blood donation environment looks clean and comfortable.

b. The blood donation environment looks safe.

c. The blood collection staff at the donation site are highly skilled.

d. The blood donation site’s hours of operation are convenient for me.

e. The blood donation site’s staff were friendly.

f. The blood donation site’s location was convenient for me.

g. I have seen promotional materials for blood donation in the media.

9. Previous blood donation experience

a. Have you ever felt unbearable pain when donating blood?

b. Have you ever experienced dizziness, weakness, or a mild headache during or after donating blood?

c. Have you ever felt nervous when donating blood?

Methods

Research Design
This was a prospective, single-blind, randomized study. SMS
text messages from the Zhejiang provincial blood management
information system were sent to eligible, nonregular blood
donors, inviting them to participate in the study. The text
messages included an invitation letter and a research link. Blood
donors who were willing to participate could click the link to
obtain detailed information, such as the research objective and
content, notice of informed consent, and the research group’s
contact information. Participants were randomly assigned to
either a web-based intervention group or a SMS control group.
As blood donors in China have a minimum interval of 6 months
between donations, the study’s SMS control group received a
regular reminder SMS within the 6-month interval. The
web-based intervention group was analyzed across 2 phases:
the intervention period, or the first 3 months, and the follow-up
period, or the next 3 months. A baseline survey was conducted
using the scale before the intervention and reassessed using the
same scale at the end of the intervention period. This scale’s
outcome measures were the 9 ETPB factors: attitude, subjective
behavioral norms, perceived behavioral control, willingness,
outcome expectations, self-identity, blood donation anxiety, the
blood donation environment, and previous blood donation
experience. At the end of the 3-month follow-up period, blood
donation results of the intervention and control groups were
tracked using the Zhejiang provincial blood management
information system. We hypothesized that the blood donors
who received the web-based intervention would donate again
more often than those in the SMS control group, as mediated
by increases in the 9 ETPB factors. The study protocol was
approved by the ethics review committee of the Zhejiang
provincial blood center.

Study Participants, Exclusion and Inclusion Criteria,
and the Recruitment Method
According to the World Health Organization’s definition, regular
blood donors are those who donated blood >3 times and at least
once in recent year [31]. This study examines nonregular blood
donors; for the convenience of observation, the inclusion criteria
were blood donors aged 18 to 55 years, with current physical
conditions meeting the requirements for blood donation, and
who meet at least one of the following conditions: (1) donated
whole blood in 2019 and did not donate again in 2020, consistent
with the category of “lost donor” or “those who donated blood
at least once in the past 24 months but did not donate blood in
the past 12 months” [32]; or (2) whole-blood donors with fewer
than 3 blood donations and who have not donated blood in the
last 6 months, including first-time blood donors who had not
donated blood in the past. Respondents were excluded if (1)
their current physical condition did not meet the blood donation
requirements and (2) they were “regular” blood donors or had
donated blood at least 3 times and at least once in recent year.

According to the Zhejiang province’s blood donation statistics
in 2017 based on the Zhejiang blood information system,
approximately 5% of blood donors had repeatedly donated blood
within 6 months after meeting the blood donation interval
requirement in Zhejiang province, or specifically, the control
group’s repeat blood donation rate was 5%. This study assumes
that the intervention could consequently increase the repeat
blood donation rate by at least 10% [33]. To detect a minimum
10% difference between the control and intervention groups,
the repeat blood donation rate of the latter group was expected
to be 15%. The target sample size of each group was calculated
to be 141 (α=.05, β=.8). The estimated loss to follow-up rate
was 25%; thus, the minimum sample size of each group was
176.

From March 9 to 15, 2021, an invitation was texted to all the
research participants who met the inclusion criteria. All the 751
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respondents who agreed to the invitation were coded by a
computer and randomly divided into the web-based intervention

(344 people) and SMS control groups (407 people; Figure 1).

Figure 1. Flow diagram.

Measurement

Web-Based Intervention Methods
Two outcome indicators were used for the web-based
intervention: (1) the 3-month period from March 15 to June 15,
2021, was the intervention period, and the changes in the 9
influencing factors before and after the intervention were
measured using the same scale and (2) from June 15 to
September 15, 2021, the 3-month follow-up period after the
intervention period ended, included an investigation of whether
the participants donated blood again.

Baseline Measurement and Postintervention
Reassessment
On the basis of the previous research results, this study adopted
the “Repeated Blood Donation Influencing Factors Scale Based
on ETPB” (or the “ETPB scale” hereafter) [30], which consists
of 9 factors and 44 items. The responses were measured on a
5-point Likert scale and ranged from “strongly disagree” to
“strongly agree.” On March 15, 2021, the ETPB scale was sent
to the web-based intervention group to collect the participants’
baseline data. On June 15, the day the intervention ended, the

same scale was sent again to measure the postintervention
results.

Short Videos Based on the ETPB Elements and Short
Videos Regularly Sent on the Web
The primary web-based intervention method involved sending
weekly short videos, which were designed based on the ETPB
elements, and timely web-based responses to questions from
blood donors. This study used smartphones as the carrier
because they are characterized as convenient, low cost, and
unlimited by time and space, with positive effects, strong
communication ability, and high acceptance [34-37]. Moreover,
WeChat was chosen because it is easy to operate and free to
use and because China’s mainstream social media platform is
the most widely used instant messaging tool [38,39]. This
study’s web-based intervention WeChat group was equivalent
to a small internet-based community. The respondents could
view this study’s videos in real time, which facilitates the
reception and reading of information and reduces disturbances
to daily life while being highly interactive. The group could
publicly respond to various frequently asked questions, such as
those regarding blood donation locations and policies and how
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long after vaccination one can donate blood, and eliminate
similar doubts among other blood donors.

This study adopted group announcements, real-time
communication, and group agency methods in WeChat groups
after sending videos. The respondents click a button to complete
a group chat after watching a video to let the researchers know

that they have watched it. The short videos used in this study
were between 45 seconds and 2 minutes in length. Studies have
indicated that periodic reminders can encourage the occurrence
and persistence of healthy patient behaviors [40-42]. Table 1
displays this study’s short video content and the arrangement
of the web-based intervention group.

Table 1. Web-based intervention videos’ content and distribution schedule.

Implementation dateDescriptionCorresponding short video contentIntervention
factor

Week 1Letting blood donors understand the practical significance of donating
blood to save others and promoting change in blood donation attitudes,
from opposition and indifference to approval and understanding

1. Why donate blood?Attitude

Week 2Self-identity is an important part of self-awareness and the core self-
regulatory system in self-awareness. In the human social environment,
the process of becoming a qualified social member is inseparable from
the growing maturity of self-awareness. This study uses college stu-
dents’ blood donation and family blood donation experiences to stimu-
late blood donors’ self-identity regarding blood donation

1. College students’ blood donation
stories

2. The blood donor family’s dona-
tion story

Self-identity

Week 3Sending a video depicting the most esthetic, state-of-the-art blood do-
nation environment to convey the concepts of safety, hygiene, cleanli-
ness, warmth, and convenience

1. The blood donation environment
(such as the most beautiful and dig-
ital blood donation site)

Cognition of
blood donation
environment

Week 4In providing relief to potential donors by eliminating misunderstandings,
this study adopts a face-to-face attitude, with open and candid commu-
nication and response methods to reduce or alleviate the blood donors’
anxiety

1. Responses regarding blood dona-
tion misconceptions

2. Why is there a charge for donat-
ing blood?

3. Blood donation knowledge

Blood donation
anxiety

Weeks 5 and 6Addressing blood donors’ perceived normative expectations set by
others and their motivation to follow those expectations; the video
demonstrates that donating blood, as a part of service and selfless
dedication to others, can bring spiritual satisfaction and joy and relieve
the external pressure that blood donors experience

1. Stories of regular blood donor
representatives

2. Volunteer service

Subjective be-
havioral norms

Weeks 7 and 8Sending videos of real cases where blood recipients have had their lives
saved because of blood transfusions and communicating that timely
blood transfusions can avoid the negative consequence of patient death;
furthermore, post–blood donation results can include social honors and
other care policies that can be enjoyed after donation

1. Blood donation care policy

2. Blood donors get direct fee
waived after transfusion

3. One blood recipient’s college car
accident story and a Rh-negative
recipient’s story

Outcome expec-
tations

Weeks 9 and 10Sending videos to reshape the blood donors’ scientific concept of blood
donation and view such experiences as adverse reactions in previous
blood donation experiences from a scientific perspective

1. Precautions taken for donating
blood

2. The donation process

3. From one blood vessel to another,
3 topics: the blood source, detection,
and blood preparation and supply

Previous blood
donation experi-
ence

Week 11By addressing the blood donor’s awareness of whether they can donate
blood again, the video enhanced the blood donor’s confidence in their
ability to donate blood again

1. Reach out to donate blood

2. People who have donated blood
many times show up

3. The first blood donation experi-
ence

Perceived be-
havioral control

Week 12The final week’s video reinforces the significance of blood donation
as conveyed in the discussion of the first factor. This will hopefully
spur recipients to action and change blood donors’awareness and influ-
ence them to donate blood again

1. Call for blood donationsBlood donation
willingness

Method for the SMS Control Group
In the SMS control group, only regular interval reminder
messages were sent during the 6-month period. The content
primarily thanked the blood donors for their selfless dedication,

warmly reminded them that they have met the minimum required
donation interval, and invited them to donate blood again. No
other intervention methods were used, such as communication
through the telephone or internet. The respondents promised
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not to watch blood donation–related videos or read similar
material during the study.

Statistical Methods
As SPSS (version 23.0; IBM Corp) software was used to
organize the data, the measurement data were expressed as
“mean (SD); x [s]),” and the count data were expressed as a
percentage (%). Furthermore, this study’s statistical analysis
was conducted through a chi-square test, 2 independent sample
t tests, an ANOVA, and a logistic stepwise regression, among
other methods. The results were statistically significant (P<.05).

Ethics Approval
This study was approved by the Regional Ethics Committee of
the Blood Center of Zhejiang Province (approval number
2019-019). This study was conducted with the framework of
randomized controlled trial, which was in full compliance with
the CONSORT guidelines. In terms of content, it has no clinical
trials, no human trials, no human samples, no medical records
and other information, no human blood samples, pathological
phenomena, disease etiology and pathogenesis, no disease

prevention, diagnosis, treatment and rehabilitation information,
and will not have any adverse effects on the human body. As
this study was an observational study, we did not register in the
Chinese Clinical Trial Registry. No personal privacy or medical
information that can identify the blood donors and commercial
interests will be disclosed.

Results

Overview
The average age of the participants in this study was 30.47 (SD
9.76) years, approximately 70.4% (487/692) of the participants
were male, and the frequency of blood donation was mostly
once (481/692, 69.5%) and twice (173/692, 25%). Responses
of “never” and “three or more times” were included only in the
intervention group. At the end of 6 months, the intervention
group’s blood donation rate was 16.1% and that of the SMS

control group was 5.2%. The chi-square test (c2
1=23.1; P<.001)

results indicated that the difference in repeated donation rates
between the groups was statistically significant (Table 2).

Table 2. Participants’ demographic and donation information collected during the intervention perioda.

SMS group (n=407), n (%)Web-based intervention group (n=285), n (%)Items

Sex

289 (71)198 (69.5)Male

118 (29)87 (30.5)Female

0 (0)0 (0)Intersex

Age (years)

98 (24.1)159 (55.8)18-25

71 (17.4)48 (16.8)26-30

70 (17.2)27 (9.5)31-35

70 (17.2)17 (6)36-40

84 (20.6)14 (4.9)41-45

14 (3.4)20 (7)46-55

Number of previous blood donations

0 (0)24 (8.4)0 time

351 (86.2)130 (45.6)1 time

56 (13.8)117 (41.1)2 times

0 (0)14 (4.9)≥3 times

21 (5.2)46 (16.1)Number of people who donated blood again within 6
months of observation period

aChi-square test of the blood donation rate for the intervention and control groups during the observation period; c2
1=23.1; P<.001.

Comparative Analysis of the 2 Groups
According to whether the participants in the web-based
intervention and SMS control groups donated blood again during
the study period, they were divided into the “redonating” and
“nonredonating” groups, respectively. The results revealed that

male blood donors who were aged 31 to 45 years and had
donated twice in the past exhibited significant differences in
their response to the text messages and web-based intervention,
and the redonation rate was higher among such participants in
the web-based intervention group (Table 3).
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Table 3. Comparative analysis of repeat and nonrepeat donors in the SMS control and web-based intervention groups during the observation period.

P valueChi-square (df)Web-based intervention groupSMS groupItems

Nonrepeat donation
(n=239), n (%)

Repeat donation
(n=46), n (%)

Nonrepeat donation
(n=386), n (%)

Repeat donation
(n=21), n (%)

Sex

<.00124.3 (1)162 (67.8)36 (78)276 (71.5)13 (62)Male

.241.4 (1)77 (32.2)10 (22)110 (28.5)8 (38)Female

N/AN/Aa0 (0)0 (0)0 (0)0 (0)Intersex

Age (years)

.211.6 (1)142 (59.4)17 (37)80 (20.7)5 (24)18-25

.092.8 (1)38 (15.9)10 (22)64 (16.6)7 (33)26-30

.025.6 (1)21 (8.8)6 (13)68 (17.6)3 (14)31-35

.0048.3 (1)13 (5.4)4 (9)67 (17.4)1 (5)36-40

<.00114.9 (1)7 (2.9)7 (15)68 (17.6)5 (24)41-45

.221.6 (1)18 (7.5)2 (4)39 (10.1)0 (0)46-55

Blood donation times

N/AN/A24 (10.0)0000 time

.073.2 (1)118 (49.4)12 (26)334 (86.5)17 (81)1 time

.0048.2 (1)87 (36.4)30 (65)52 (13.5)4 (19)2 times

N/AN/A11 (4.6)4 (9)0 (0)0 (0)≥3 times

aN/A: not applicable.

Results of the Theory of Planned Behavior Scale
Comparison in the Web-Based Intervention Group
Before and After the Intervention
After the intervention and verification of the respondents’
information, it was determined that 279 people completed both
the baseline and postintervention surveys. The statistical results

presented in Table 4 indicate the clear effects of the web-based
intervention. The 9 factors—specifically, participants’ attitude,
subjective behavioral norms, perceived behavioral control, blood
donation willingness, expectation of the results, self-identity,
blood donation anxiety, cognition of the blood donation
environment, and previous blood donation experience—were
significantly improved.

Table 4. Comparison of the survey results of the theory of planned behavior scale before and after intervention in the web-based intervention group.

95% CIImproved, mean (SD)P valuet test (df)After, mean (SD)Before, mean (SD)Factor

0.49-1.180.84 (2.292)<.0014.770 (278)18.19 (2.234)17.36 (2.338)Attitude

0.88-1.761.32 (2.91)<.0015.940 (278)16.22 (2.974)14.9 (2.898)Subjective behavioral norms

1.74-3.502.62 (5.848)<.0015.858 (278)54.44 (6.165)51.82 (5.772)Perceived behavioral control

0.81-1.681.25 (2.859)<.0015.697 (278)22.04 (3.168)20.79 (3.114)Blood donation willingness

0.43-0.890.66 (1.507)<.0015.732 (278)13.66 (1.535)12.99 (1.71)Outcome expectations

0.38-2.311.35 (6.348).0072.755 (278)17.55 (6.138)16.2 (3.274)Self-identity

0.56-1.080.82 (1.717)<.0016.234 (278)13.27 (1.802)12.46 (1.941)Blood donation anxiety

2.02-3.132.57 (3.686)<.0019.128 (278)29.82 (4.138)27.25 (4.464)Cognition of the blood donation environment

0.2-0.630.22 (2.745).012.613 (278)11.25 (2.855)10.82 (2.646)Previous blood donation experience

9.07-14.2111.64 (17.039)<.0018.931 (278)196.19 (21.986)184.56 (21.124)Total

Comparison of Variables Before and After the
Intervention for Blood Donors With Different Blood
Donation Times in the Web-Based Intervention Group
The respondents in the web-based intervention group were
further divided into groups based on the number of times they

had donated blood in the past: none, once, twice, or ≥3 times.
Statistically significant differences were observed between the
groups in the factors blood donation anxiety, cognition of the
blood donation environment, and previous blood donation
experience. The willingness to donate, blood donation anxiety,
and cognition of the blood donation environment improved the
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most in the group with 2 donations, and the difference between
the groups was statistically significant. In terms of cognitive
improvement regarding the respondents’ past blood donation

experiences, the group with 1 donation showed greater
improvement than the other groups, with a statistically
significant difference between the groups (Table 5).

Table 5. Comparison of variable changes in blood donors with different blood donation times after the web-based intervention.

P valueF test (df)≥3 times, mean (SD)2 times, mean (SD)1 time, mean (SD)0 time, mean (SD)Factor

.171.673 (282)−0.40 (3.376)0.98 (2.201)0.69 (2.303)0.63 (2.018)Attitude

.261.358 (282)0.20 (4.873)1.63 (2.705)1.04 (3.002)1.21 (3.464)Subjective behavioral norms

.062.484 (282)−1.07 (11.835)3.04 (4.800)2.46 (5.203)3.17 (5.239)Perceived behavioral control

.042.845 (282)−0.40 (4.469)1.57 (2.595)0.89 (3.148)0.33 (3.046)Blood donation willingness

.480.822 (282)0.27 (1.668)0.71 (1.527)0.45 (1.576)0.42 (1.613)Outcome expectations

.820.315 (282)0.40 (2.501)0.01 (3.121)0.00 (4.334)−0.67 (2.729)Self-identity

.0015.637 (282)−0.13 (1.685)1.00 (1.698)0.66 (1.749)−0.46 (2.126)Blood donation anxiety

<.0016.166 (282)1.73 (4.284)3.16 (3.626)1.17 (3.657)1.25 (3.904)Cognition of the blood donation
environment

.042.796 (282)−0.33 (2.870)−0.17 (2.857)0.34 (3.087)−1.54 (3.189)Previous blood donation experi-
ence

.023.210 (282)0.27 (26.980)11.93 (14.852)7.7 (18.078)4.33 (13.786)Total

Postintervention Variable Comparison of Repeat and
Nonrepeat Donors in the Web-Based Intervention
Group
According to whether they donated blood again after the
intervention in the subsequent 6-month period, the respondents
in the web-based intervention group were divided into 2 groups,
and the differences in the changes in the 9 variables were
compared and analyzed. Table 6 reveals that the blood donors
who chose to donate blood again after the intervention exhibited
a greater improvement in the “outcome expectation” and “blood

donation anxiety” variables; compared with nonrepeat donors,
the difference was statistically significant.

Furthermore, with the blood donation result again as the
dependent variable, age, gender, blood donation frequency, and
the 9 intermediary variables were included as independent
variables. A logistic stepwise regression indicated that
improvements to the “outcome expectations” and “blood
donation environment” factors can increase the possibility that
nonregular blood donors will donate again, with statistical
significance (Table 7).

Table 6. Analysis of the degree of change in variables among the repeat and nonrepeat donors in the web-based intervention group after the intervention.

P valuet test (df)Repeat donors, mean (SD)Nonrepeat donors, mean (SD)Factor

.660.441 (283)18.34 (2.854)18.19 (2.096)Attitude

.80−0.25 (283)16.24 (3.226)16.36 (2.971)Subjective behavioral norms

.490.693 (283)54.85 (7.430)54.19 (5.543)Perceived behavioral control

.380.889 (283)22.35 (3.466)21.88 (3.184)Blood donation willingness

.0082.739 (283)14.04 (1.264)13.45 (1.679)Outcome expectations

.111.626 (283)16.11 (3.295)15.22 (3.391)Self-identity

.012.603 (283)13.70 (1.412)13.06 (1.898)Blood donation anxiety

.28−1.082 (283)29.52 (3.650)30.18 (4.333)Cognition of the blood donation environment

.091.701 (283)14.26 (3.022)13.32 (3.493)Previous blood donation experience

.291.068 (283)199.41 (20.824)195.86 (20.573)Total
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Table 7. Results of the logistic stepwise regression analysis of the web-based intervention group after the intervention.

95% CIExp (B)P valueChi-square (df)SEB

1.244-2.4651.751.00110.3 (1)0.1740.560Outcome expectations

0.754-0.9520.848.0057.8 (1)0.0590.165Blood donation environment

N/Aa0.021.044.3 (1)1.871−3.886Constant

aN/A: not applicable.

Discussion

Principal Findings
This study aimed to not only address the possible influencing
factors of blood donor losses after an initial blood donation but
also discover theoretical intervention strategies given these
factors to improve repeat donation rates. This study first
provided data on interventions for nonregular blood donors
based on the ETPB, which was important in providing reasons
for continuous blood donation and future intervention directions;
the results then indicated the effects of 2 different intervention
methods: web-based videos and SMS text messages.

There are 3 factors that have a significant influence on repeated
blood donation behavior: outcome expectations, blood donation
anxiety, and blood donation environment. The first step in
planning blood donation interventions involves having
knowledge regarding the preventive factors in blood donation
[43]. This study applied an ETPB to a prospective randomized
controlled trial of an intervention in repeat blood donation
behavior and received positive results. After the intervention,
participants’ attitudes, subjective behavioral norms, perceived
behavioral control, blood donation willingness, self-identity,
blood donation anxiety, outcome expectations, cognition of the
blood donation environment, and cognition of the previous
blood donation experience all significantly improved, with
positive changes.

However, improvements in such perceptions as attitudes were
not always reflected in the respondents’ actions [44-46], and
actual blood donors were far fewer than self-reported blood
donors. Therefore, what factors have a significant impact on
repeated blood donation behavior? This study further observed
that 3 factors—outcome expectations, blood donation anxiety,
and cognition of the blood donation environment–significantly
differed between those who chose to donate blood again after
the web-based video intervention and those who did not donate
blood again after the intervention. Clearly, these 3 factors
significantly impacted repeat blood donation behaviors.

First, outcome expectations can be divided into positive outcome
expectations and negative outcome expectations. Similar to
other studies, negative outcome expectations, such as
anticipatory regret, have been shown to predict blood donation
behavior [47-49]. Simultaneously, studies have demonstrated
that in promoting healthy behaviors, the persuasion effect to
avoid loss will be better than that to obtain gains [50]. This
study adopted a negative outcome expectation, and 2 videos of
negative outcome expectation were presented. One was about
college students in a car accident who required substantial blood
transfusions during surgery. The video indicated that if everyone

actively donated blood, the blood supply would be sufficient to
avoid any negative consequences, including amputations. The
other one was about a Rh-negative mother in childbirth who
urgently needed a transfusion. If everyone actively donated
blood, an adequate supply of blood would ensure a smooth
delivery, and the mother would avoid the negative consequences
of stillbirth or infant death. These videos aroused donors’
empathy, generated positive emotions, and psychologically
matched the act of donating blood with the individual in need
of help, prompting people to donate blood again. In support of
the suggestion that the transfusion story videos should be
promoted more in the future, these videos also helped people
realize that repeatedly donating blood could avoid loss of life
for the recipients because of insufficient blood supply; the
viewers could avoid regret and be encouraged to donate blood
again.

Second, this study verified that blood donation anxiety was an
important factor affecting repeat donation behaviors; blood
donation anxiety can prevent repeat donations. Other studies
have shown that blood donation anxiety was critical in blood
donors’ decision to donate blood again [51]. The main reasons
for not donating blood were concerns about safety and fear of
donation [52,53]. Previous studies have revealed the fear of
donating blood, needles in particular, and the belief that blood
donation will adversely affect one’s health are primary anxiety
factors [54-56]. Hence, this study’s short video of blood
donation anxiety factors was aimed at explaining the above
major anxiety factors in a straightforward manner and refuting
the common fears and misunderstandings in donating blood.
The video also details the entire donation process and the
practices of blood donation testing, blood donation preparation,
and delivery of the donated blood to the hospital, thereby
reducing misunderstandings, alleviating blood donors’ fears,
and enhancing safety as well as confidence in the blood supply.

Third, the research discovered the connections between these
environmental factors and blood donation behavior. A good
blood donation environment may promote repeated blood
donation behavior. Therefore, the possibility of irregular blood
donors’ repeat donations can be increased by improving the
blood donation environment and providing a warm and
comfortable blood donation environment, mitigating blood
donation anxiety and strengthening outcome expectations. This
is an important finding in research on repeat blood donors after
expanding the theory of planned behavior in this study, and it
offers significance and guidance for blood collection and supply
institutions in implementing their own interventions for
nonregular blood donors in subsequent steps.

In addition, the study also found that men aged 31 to 45 years
and had donated blood twice in the past and irregular blood
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donors who had donated twice in the past were more likely to
donate blood again after the web-based intervention than after
the SMS text message. This may be related to the fact that those
who have donated blood twice have had a certain donation
experience and a particular foundation in blood donation
knowledge, including the process, experience, and perceptions.
The group with ≥3 donations had the most experience in
donating blood; with a similar “ceiling effect” [57], there was
limited room for cognitive improvement. Therefore, those who
had donated twice in the past were the most likely to become
regular donors. Blood donors aged over 31 years generally had
steady employment and were more mature. After receiving the
relevant video interventions, they exhibited a higher
action-based conversion rate after a cognitive change.

Web-based video interventions were effective. A major issue
for blood donation workers involves the question of how to not
only best convey information on coping with the obstacles to
blood donation but also choose the best intervention method.
This study combines the currently most effective web-based
short video methods for dissemination with guidance from an
ETPB to conduct an exploratory study of behavioral
interventions. The study’s results—specifically, that the
web-based short video intervention method was more effective
than SMS text messages for nonregular blood donors—were
consistent with the research findings that video can effectively
improve patients’ knowledge, self-efficacy, satisfaction, and
self-management levels in other areas, such as diabetes, heart
disease, and patient family care [22-28,58].

However, this study differs from the findings of Karacaoğlu
and Öncü [59]. Karacaoğlu and Öncü [59] began with first
understanding new blood donors’ fears and concerns and
compared 6-minute educational videos with the brochures in
use at that time; the videos addressed how to handle stress and
anxiety among those experiencing the blood donation procedure
for the first time. Considering the increase in knowledge and
decrease in anxiety as outcome indicators after the intervention,
the results revealed no difference between the brochure and
video intervention groups. In the study by Masser et al [11], the
video content was relatively simple, with only a video providing
content from a precaution manual on the process before, during,
and after blood donation. In contrast to these studies, this study
first provided a short video with rich content, which was
theoretically guided, driven by influencing factors, and provided
on the web; measured the degree of psychological change from
the intervention; and then tracked blood donation behavior rather
than blood donation intention as an outcome variable, which
more intuitively reflects the overall situation from the change
of consciousness to the occurrence of behavior. The study also
found that when those viewing the web-based video intervention
chose to donate blood again, most of them uploaded photos of
the time when they donated blood again to the WeChat group.

This also played a role in donors’ taking the initiative by
example and encouraged undecided blood donors to donate
blood again.

Conclusions
In conclusion, this study developed and verified an ETPB-driven
web-based video intervention method to promote nonregular
blood donors to donate again. The method addressed the
individual donors’ psychological and environmental factors,
with remarkable results that can be popularized and applied in
nonregular blood donor interventions to consequently improve
repeat blood donation rates. Among the factors presented in this
study, blood donation anxiety, result expectation, and
improvements to the blood donation environment can positively
impact repeat blood donation behaviors; hence, these are
recommended as directions of focus in subsequent key
interventions.

However, this study also has some limitations. First, this was
an exploratory study, and its video sequence and frequency
corresponding to the influencing factors were the first attempt
and exploration, with no comparative study of other sequences.
Second, the web-based intervention was based on the WeChat
social media platform. Although group announcements and
tasks were available to urge participants to click and watch the
videos, no exact, effective means were used to understand more
specific information, such as a particular viewing time. The
respondents in the SMS group promised not to watch videos or
other blood donation recruitment material during the study
period, but these were limited by the respondents’
self-awareness. As we could not discern whether they actually
accessed intervention videos, errors may exist in that some
respondents could have still accessed such videos. Third, this
study used multiple comparisons, which may have caused a
type 1 error. Fourth, this study has only been conducted for 6
months, and a longer follow-up period is needed for more
comprehensive results. Fifth, the data collected in this study
were Chinese, and the results may be different from those of
other countries with different regions and cultures.

In subsequent research, we will continue to track these
respondents’ repeat donation behaviors after 1 and 1.5 years to
further improve this study. Simultaneously, using the 9 variables
discovered in this study—especially outcome expectations,
blood donation anxiety, and cognition of the blood donation
environment—specific improvement measures were designed
and applied to a larger number of nonregular blood donors to
observe the results of repeat blood donations. Further research
will be conducted on the web-based video intervention method
driven by the ETPB created in this study and focusing on factors
such as video length, playback order, and sending frequency to
further improve the web-based video intervention method.
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Abstract

Background: Hyperkalemia is a critical condition, especially in intensive care units. So far, there have been no accurate and
noninvasive methods for recognizing hyperkalemia events on ambulatory electrocardiogram monitors.

Objective: This study aimed to improve the accuracy of hyperkalemia predictions from ambulatory electrocardiogram (ECG)
monitors using a personalized transfer learning method; this would be done by training a generic model and refining it with
personal data.

Methods: This retrospective cohort study used open source data from the Waveform Database Matched Subset of the Medical
Information Mart From Intensive Care III (MIMIC-III). We included patients with multiple serum potassium test results and
matched ECG data from the MIMIC-III database. A 1D convolutional neural network–based deep learning model was first
developed to predict hyperkalemia in a generic population. Once the model achieved a state-of-the-art performance, it was used
in an active transfer learning process to perform patient-adaptive heartbeat classification tasks.

Results: The results show that by acquiring data from each new patient, the personalized model can improve the accuracy of
hyperkalemia detection significantly, from an average of 0.604 (SD 0.211) to 0.980 (SD 0.078), when compared with the generic
model. Moreover, the area under the receiver operating characteristic curve level improved from 0.729 (SD 0.240) to 0.945 (SD
0.094).

Conclusions: By using the deep transfer learning method, we were able to build a clinical standard model for hyperkalemia
detection using ambulatory ECG monitors. These findings could potentially be extended to applications that continuously monitor
one’s ECGs for early alerts of hyperkalemia and help avoid unnecessary blood tests.

(J Med Internet Res 2022;24(12):e41163)   doi:10.2196/41163

KEYWORDS

deep learning; transfer learning; hyperkalemia; electrocardiogram; ECG monitor; ICU; personalized medicine

Introduction

Hyperkalemia is a metabolic condition that contributes to more
than 800,000 emergency department visits in the United States

annually [1]. It is associated with life-threatening ventricular
arrhythmias and sudden cardiac arrest, and it is especially
common among patients with chronic kidney disease due to
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their impaired renal potassium homeostasis and long-term use
of renin-angiotensin-aldosterone system inhibitors [2,3].

Patients under critical care may receive regular blood tests for
electrolytes every few hours or days [4]. Many potential factors
can affect potassium levels in between monitoring periods, such
as diets, metabolic acidosis, and alterations in the
intracellular/extracellular potassium distribution. Therefore,
noninvasive monitoring techniques of potassium levels can help
fill the gap between blood tests for early detection of this
potentially deadly condition.

It is well known that a variety of changes on the
electrocardiogram (ECG) can be associated with hyperkalemia,
including but not limited to peaked T waves, shortened QT
interval, lengthening of PR interval, and QRS duration [5].
Accurate human interpretations of these ECG patterns requires
a steep learning curve, and the sensitivity of physician diagnoses
has been estimated to be as low as 34% to 43% [6], not to
mention the impossibility of self-detection of hyperkalemia
using only symptoms and signs. There have been several
successes in leveraging deep learning models to detect
electrolyte abnormalities on ECGs [7-10], and previous studies
have proven the feasibility of this approach for detecting subtle
signals from ECGs. However, low specificity and a high
false-positive rate could cause alert fatigue among physicians
and anxiety in patients.

A recent study exploring a personalized deep learning–based
system to detect hypoglycemia via ECG data has yielded
promising results [11]. The study collected dozens of personal
blood glucose and corresponding ECG data and adopted a
convolution neural network to develop a personalized deep
learning model to predict the hypoglycemia event. Since it is
nearly impossible to gather enough personal data in a real-world
setting, our study proposes a personalized transfer learning
method by first training a general model and then refining it
with personal data to improve the accuracy of hyperkalemia
predictions, diminish the intersubject heterogeneity, and advance
toward personalized medicines.

Methods

Ethics Approval
The data collection and study protocols were approved by the
Institutional Review Board of Chang Gung Medical Foundation
(202001217B0; date of approval July 21, 2020). The study was
conducted following the standards issued by the World Medical
Association’s Declaration of Helsinki. The data that support
the findings of this study are openly available in the Medical
Information Mart From Intensive Care III (MIMIC-III)
Waveform Database Matched Subset [12,13].

Data Set Collection
This study used data from the Waveform Database Matched
Subset. The data set contains 22,317 waveform records and
22,247 numeric records for 10,282 distinct intensive care unit
(ICU) patients who were admitted to critical care units of
medical centers in the United States between 2001 and 2012.
These recordings typically include digitized signals, such as
ECG, arterial blood pressure, and respiration; additionally, they

include periodic measurements such as heart rate, oxygen
saturation, and blood pressure. The data set’s ECG signals were
usually of leads I, II, or V. This subset represents records for
which the patients have been identified and whose corresponding
clinical records are available in its matched clinical database.

Patient Population
All patients with a plasma potassium level during admission,
from the MIMIC-III data set, were included. However, patients
without lead II ECG signals at the time of the potassium level
test and patients with atrial fibrillation, pacing rhythm, or other
medical conditions for which a complete heartbeat cycle could
not be distinctly identified in the ECG were excluded.

This study aimed to distinguish hyperkalemia from a normal
level based on ECG features. Patients with at least 8 records of
hyperkalemia and normokalemia each were adopted for
personalized transfer learning. The others were selected for
generic model training.

Data Preprocessing
ECG excerpts from 10 minutes before the time of serum
potassium tests were annotated as corresponding to
hyperkalemia or normokalemia according to the test results.
Hyperkalemia was defined as serum potassium concentration
values above 5.5 mEq/L and normokalemia as serum
concentration between 3.5 mEq/L and 5 mEq/L. We excluded
serum potassium levels between 5 and 5.5 mEq/L to ensure that
no consecutive heartbeats would be considered as both hyper
and normal, therefore reducing overfitting of the model.

After collection, ECG excerpts were filtered using finite impulse
response techniques and underwent manual inspection to exclude
those containing too much ECG signal noise. This process helps
to reduce overfitting of the model and deviating to noisy data.

After retrieving the corresponding ECG signals, each ECG
record was segmented into heartbeats of 120 samplings based
on the fiducial point, which was the R peak. Each heartbeat
segment contained 40 samples preceding the R peak and 80
samples after, in which the R peak was the 41st sample.

Generic Model Training
The goal was to train a generic model using a large set of
heartbeats and to leverage a transfer learning algorithm that
could refine the generalized model into a subject-specific model.
The purpose of training the deep learning model during this
step was to obtain a pretrained weight for transfer learning, as
it helps the model to learn the shape of the ECG features for
hyperkalemia.

All the data were randomly split into a training set, validation
set, and test data set in a 6:2:2 ratio. This study used the ResNet
architecture as the baseline architecture [14]. ResNet stands for
residual network; it is an innovative neural network first
introduced in 2015 that won the top position at the ImageNet
classification competition, with an error of only 3.57%. The
ResNet structure is widely used in ECG classification tasks
since the residual block component allows the model to add
more layers that help to detect the complex pattern of ECG
morphology. In 2019, a study demonstrated a cardiologist-level
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arrhythmia detection task in ambulatory ECGs using a 1D
ResNet model [15]. Since ECG data in the MIMIC-III database
is 1D, we substituted the 2D convolution layers with 1D for
detailed feature extraction. Besides that, we did not change the
size of the convolutional block, stride, and number of filters.
After training, model weights for the best performance in the
validation set were saved as pretrained for personal transfer
learning.

Personalized Transfer Learning
Transfer learning applies knowledge obtained by solving one
problem to a related problem. The general procedure for transfer
learning is to pretrain a deep learning model with a large data
set (eg, generic population for hyperkalemia), then refine it
using a much smaller target data set (eg, personal data for
hyperkalemia).

In personalized training steps, we adopted the same architecture
of the 1D ResNet model in the general population for allowing
the weight to be preserved [16]. Before refining it with personal
data, we replaced its classification layer with a fully connected
layer, the weights of which were randomly initialized. We froze
the pretrained weights in the first few blocks of the convolution
layers and trained the last few blocks of layers for 5 epochs
using personal ECG data.

For each patient in the personalized group, 25% of potassium
records and their corresponding ECG data were preserved as
the test data set. During the training process, ECG data
representing one record each of hyperkalemia and normokalemia
were used as inputs. The training process continued for five
rounds at most, depending on the total number of potassium
records for each patient. The model performance after each
training process was assessed to measure the performance
changes. The deep learning models were trained with the
TensorFlow application programming interface on the Google
Colab platform.

Statistical Analysis
Continuous variables with normal distribution were presented
either as means (SDs) or medians (IQRs). Continuous variables
were analyzed using the Mann-Whitney U test, and the final
model was validated using a majority voting scheme that runs
through all the single heartbeats in a 10-minute ECG strip to
determine the prediction result. All performance predictions
were assessed using accuracy, area under the receiver operating
characteristic curve (AUC), sensitivity, and specificity. All
statistical analyses were performed on SPSS 26 for Mac (IBM
Corp).

Results

Characteristics of Data Sets
In this study, of the 41,291 patients in the MIMIC-III database,
5385 who fulfilled the criteria were included for analysis; 16
were chosen for personalized model development and validation
and 5369 for pretrained general model development. To avoid
deviation of general model prediction toward normokalemia,
balanced ECG samples of hyperkalemia and normokalemia
retrieved from 1439 patients were used. These included 1341
hyperkalemia records of 721 patients and 1325 normokalemia
records of 718 patients. The inclusion flowchart is shown in
Figure 1. Demographics and clinical characteristics of the two
development populations are shown in Table 1. For the personal
model development, patients’ median age was 50 (IQR 43-60)
years, and 13 (81%) of them were male. Concerning ethnic
groups, 7 (44%) patients and 3 (19%) patients were White and
African American, respectively. The mean serum potassium
levels of hyperkalemia and normokalemia were 6.3 (SD 0.64)
mEq/L and 4.3 (SD0.40) mEq/L and 6.2 (SD 0.70) mEq/L and
4.1 (SD 0.44) mEq/L in the general and personalized groups,
respectively.
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Figure 1. Patient inclusion flowchart. ECG: electrocardiogram; MIMIC-III: Medical Information Mart From Intensive Care III.

Table 1. Patient demographic in generic population and personal population.

Personal population (n=16)Generic population (n=1439)Variables

50 (43-60)64 (52-76)Age (years), median (IQR)

Gender, n (%)

13 (81.2)610 (59.6)Male

3 (18.8)413 (40.4)Female

Ethnicity, n (%)

7 (43.8)907 (63.0)White

3 (18.8)176 (12.2)African American

0 (0.0)71 (4.6)Hispanic

1 (6.2)45 (3.1)Asian

0 (0.0)6 (0.4)American Indian

1 (6.2)50 (3.5)Other

4 (25.0)184 (12.8)Unknown

Body index, median (IQR)

176.5 (169.2-186.8)170.0 (160.2-178.0)Height (cm)

89.2 (71.4-108.3)79.2 (66.9-94.6)Weight (kg)

Serum level (mEq/L), mean (SD)

4.1 (0.44)4.3 (0.40)Normokalemia

6.2 (0.70)6.3 (0.64)Hyperkalemia

Development of a Generic Model
The proposed transfer learning method is depicted in Figure 2.
For generic model development, in the training set, 152,322
and 172,388 normokalemic and hyperkalemic heartbeats,
respectively, were contributed by 881 patients. In the validation
set, 51,468 normokalemic and 53,488 hyperkalemic heartbeats

were segmented from 280 patients. In the test set, 52,134
normokalemic and 53,412 hyperkalemic heartbeats were present
in 278 patients.

This study adopted the ResNet-50 model for training the
classification task. ResNet-50 is a network that has 50 layers
in depth. Rather than its shallow version, ResNet-18 or
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ResNet-34, ResNet-50 combines the structure of residual and
bottleneck blocks in the convolutional layer to reduce computing
resources. Before each convolutional layer, we applied batch
normalization and a rectified linear activation, adopting the
original design of the preactivation block. The network was
trained with random initialization of the weights. We used the
Adam optimizer with the default parameters and a mini-batch

size of 1024. We initialized the learning rate to 5 × 10–5 and

reduced it by a factor of 2 when the developmentally set loss
stopped improving for 3 consecutive epochs. The model was
trained for 50 epochs using the training set. We saved the model
that achieved minimal loss in the validation set during training
as the generic, or the so-called pretrained, model. The final
pretrained model’s prediction accuracy was 0.724, 0.639, and
0.627 in the training, validation, and test sets, respectively.

Figure 2. Proposed transfer learning algorithm for recognizing hyperkalemia from ambulatory ECG monitoring. ECG: electrocardiogram; Grad Cam:
gradient-weighted class activation mapping; t-SNE: t-distributed stochastic neighbor embedding.

Development of a Personalized Model
The complete list of patients included for personalized model
development is shown in Multimedia Appendix 1. Before
starting the personalized training process, the performance of
the pretrained model was assessed on each patient to obtain
baseline metrics. The same convolutional neural network (CNN)
architecture as ResNet-50 was used, the pretrained weight in
the first several layers were frozen, and the model was fine-tuned
in each training round. The improvement in predictions after
each training round for all personalized group patients are shown
in Multimedia Appendix 2.

On average, accuracy improved from 0.604 (SD 0.211) to 0.895
(SD 0.189; P<.001) after the first round of training (Figure 3)

and achieved a plateau at 0.942 (SD 0.104) after the second
round of training. In addition, the AUC level improved from
an average of 0.729 (SD 0.240) to 0.918 (SD 0.149) after the
first round of training and continued to increase after the second
round to 0.945 (SD 0.094), being maintained at that level
thereafter. After five rounds of training, the personalized model
was able to predict hyperkalemia with an average accuracy of
0.980 (SD 0.078). Moreover, the sensitivity and specificity of
model prediction improved after personalized transfer learning.
There was a significant increase in average sensitivity after the
second round of personalized transfer learning (0.674, SD 0.456
vs 0.953, SD 0.160; P=.03) and improvement in average
specificity after the first round of personalized transfer learning
(0.628, SD 0.417 vs 0.907, SD 0.321; P=.03; Multimedia
Appendix 2).
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Figure 3. Accuracy improvement on number of personalized training rounds.

Model Interpretation and Visualization
After refining the model for each candidate, we generated the
gradient-weighted class activation mapping (Grad Cam) for
obtaining visual explanations from the model [17]. We selected
one patient for demonstration (Figure 4). The blue and orange
lines represented the average plot of segmented heartbeats from
hyperkalemia and normokalemia in the test set of that patient,
respectively. Grad Cam uses the gradients of the final
convolutional layer to produce a coarse localization map,
highlighting important regions in the image for predicting the
concept. We overlapped the activation maps on the original
ECG reading to highlight the emphasized areas in the CNN. In
this patient, the region of interest was dispersed before transfer
learning and thereafter became more focused over the QRS
segment.

To further address the effect of personalized transfer learning
and to visualize the learned embeddings [18], we used the
t-distributed stochastic neighbor embedding (t-SNE) method
that extracted features from the last convolutional layer and
converted these high-dimension features to 2D features, which
we could analyze using the scatter plot.

This study presents a visualization of the same patient’s
heartbeats using a t-SNE scatter plot and Grad Cam (Figure 4).
In the figure, the light blue dot represents the hyperkalemia
ECG data and the red dot the normokalemia data. It can be
observed that the dots presenting each heartbeat corresponding
to the hyperkalemia and normokalemia were quite muddled at
the beginning and gradually organized into two clusters that
were easier to separate by a straight line in a 2D space after
personalized transfer learning. The t-SNE plots imply that after
transfer learning, it is easier to distinguish the two classes clearly
through the CNN model.
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Figure 4. Visualization of model prediction before and after personalized transfer learning. Grad Cam: gradient-weighted class activation mapping;
t-SNE: t-distributed stochastic neighbor embedding.

Discussion

Principal Findings
Our study showed the feasibility of detecting hyperkalemia by
using transfer learning on personalized single-lead ECG
readings. In previous research, one of the biggest challenges of
deep learning for ECG classification was the scalability of a
single model in different populations. The reasons for this
generalization problem included individually varying ECG
signal properties that depended on various factors such as
weight, height, age, and physical conditions [19], not to mention
data collected from different institutions and by other
technicians. Therefore, expecting a generalized framework to
be functional for the general population can be problematic
[20]. The novelty of this study is that it considers the same
classification task in the generic and personal predictions as
different domains, which is a novel area in dyskalemia
prediction using ECGs. Since other medical conditions may
affect patients’ ECG, the ECG signal of hyperkalemia is not
specific. Patients’ different medical diseases contribute to how
their ECGs manifest. Due to large interpersonal variation, we
believe that one generic model cannot cover a variety of illnesses
that affect ECG signals. By using personalized transfer learning,
we can load personal information into the model and make it
better fit the personal ECG change.

In our study, when comparing the results with our pretrained
model, transfer learning on personalized data showed a
considerable increase in accuracy and AUC, and significantly

boosted both sensitivity (mean 0.674, SD 0.456 vs mean 0.953,
SD 0.160; P=.03) and specificity (mean 0.628, SD 0.417 vs
mean 0.907, SD 0.321; P=.03), which demonstrated a good
precision by ambulatory ECG monitors.

Previous studies applying deep learning to ECG classification
focused on arrhythmia detection [21-23]. One of the reasons
may be the availability of benchmark data sets that have reliable
annotations that are mostly limited to arrhythmia, such as atrial
fibrillation. Within the deep learning arrhythmia detection
domain, transfer learning had been extensively explored to
enhance the performance of CNNs; in a study, Weimann and
Conrad [24] showed that transfer learning effectively reduces
the number of annotations required to achieve the same
performance as CNNs that are not pretrained. However, apart
from arrhythmias, many other metabolic conditions such as
hyperkalemia, hypokalemia, and hypomagnesemia can also be
manifested in ECG readings [25]; hence, successes in arrhythmia
detection should be expandable for detection of metabolic
diseases through ECGs. In 2019, a study by Galloway et al [10]
used 2 to 4 leads of the 12 leads of an ECG to develop a deep
learning model to predict hyperkalemia and demonstrated a
sensitivity of 88.9%-91.3% and a specificity of 54.7%-63.2%.
The study proved that screening for hyperkalemia in patients
with chronic kidney disease was feasible. A recent study using
all 12 leads from complete ECGs to predict both hyperkalemia
and hypokalemia showed better results with a balanced accuracy
of around 79.9%-82.8% [26]. Nevertheless, a higher standard
of prediction performance may be desired to aid in clinical
practice.
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Personalized medicine, mostly discussed in genomic research,
refers to the application of specific patient information to make
a more informed choice regarding their optimal therapeutic
treatments or precise diagnoses, rather than relying on
population-based trends [27]. Recent studies have shown that
a personalized medicine approach could benefit disease
diagnosis with ECGs. A 2018 study proved that by acquiring
about 5% of personal ECG data from each new patient, the
personalized deep learning model was able to substantially
improve the precision of disease detection in contrast with the
generic model [28]. Another study using a personalized deep
learning system to detect hypoglycemic events from ECG
rhythms found that the model overcame the limitations of
intersubject variability in conventional systems [11]. The
concept of adopting a personalized approach on ECG
interpretation could improve specificity, which could prevent
alert fatigue and overinterventions in a real-world setting. Our
study demonstrated that transfer learning through a personalized
approach required fewer ECG data queries and could bring
about substantial improvements on sensitivity and specificity,
which are useful in minimizing false alerts.

To enhance the interpretability of our model, we applied the
Grad Cam method that allows one to easily scrutinize the areas
the model is relying on (Figure 4). Between our generalized
model and personalized model trained from transfer learning,
the former focuses more on broad characteristics such as the P,
QRS, and T segments that were considered as a well-defined
series of changes by previous literature [29]; the latter focused
more on a few localized areas that we believe are related to
interpersonal differences. In each patient in the personalized
group, the highlighted area of the ECG section from the Grad
Cam visualization was different from the others. This explains
how the personalized model performed better than the generic
model and the interpersonal variation of ECGs occurred
according to the level of hyperkalemia.

We used the t-SNE method for visualizing our learned
embeddings in a lower dimension. This particular approach
finds a joint probability distribution in a low dimension that
closely represents the data points in the original high dimension
by using gradient descent [18]. From our t-SNE results regarding
the last convolution layer of the deep learning model, the
personalized model showed two discrete groups compared to a
more heterogeneous appearance in the generalized model (Figure
4). This shows that learned embedding can better separate the
heartbeats according to potassium levels.

The study results demonstrate the potential of leveraging transfer
learning on a personalized data set with fewer data while
producing comparable results. Even in an individual participant,
by using only four sets of data, the AUC increased significantly
and many even plateaued. However, our study did have
limitations that warrant future investigations and validations.
First, since its database came from ICU records, only 16 patients
who had multiple potassium drawings and corresponding ECG
readings were included. However, in reality, it is difficult for a
single patient to undergo so many blood tests, the results of
each having its own corresponding ECG data. Second, by
extending the framework to be multimodal, including other
physiological signals such as blood pressure, age, gender,
underlying disease, and weight, we could further enhance our
model’s performance, and this should, therefore, be the future
research goal.

Conclusion
Using personalized transfer learning on single-lead ECG
readings is sufficient to yield high AUC and accurate results
for hyperkalemia detection. The visualization of the model
interpretation demonstrated the interpersonal differences on
ECG change according to hyperkalemia. This finding could
potentially be extended to applications that continuously monitor
one’s ECGs, thus serving as a surveillance system for patients
at high risk of hyperkalemia and avoiding unnecessary blood
tests.
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Abstract

Background: Physical trauma–related mortality places a heavy burden on society. Estimating the mortality risk in physical
trauma patients is crucial to enhance treatment efficiency and reduce this burden. The most popular and accurate model is the
Injury Severity Score (ISS), which is based on the Abbreviated Injury Scale (AIS), an anatomical injury severity scoring system.
However, the AIS requires specialists to code the injury scale by reviewing a patient's medical record; therefore, applying the
model to every hospital is impossible.

Objective: We aimed to develop an artificial intelligence (AI) model to predict in-hospital mortality in physical trauma patients
using the International Classification of Disease 10th Revision (ICD-10), triage scale, procedure codes, and other clinical features.

Methods: We used the Korean National Emergency Department Information System (NEDIS) data set (N=778,111) compiled
from over 400 hospitals between 2016 and 2019. To predict in-hospital mortality, we used the following as input features: ICD-10,
patient age, gender, intentionality, injury mechanism, and emergent symptom, Alert/Verbal/Painful/Unresponsive (AVPU) scale,
Korean Triage and Acuity Scale (KTAS), and procedure codes. We proposed the ensemble of deep neural networks (EDNN) via
5-fold cross-validation and compared them with other state-of-the-art machine learning models, including traditional prediction
models. We further investigated the effect of the features.

Results: Our proposed EDNN with all features provided the highest area under the receiver operating characteristic (AUROC)
curve of 0.9507, outperforming other state-of-the-art models, including the following traditional prediction models: Adaptive
Boosting (AdaBoost; AUROC of 0.9433), Extreme Gradient Boosting (XGBoost; AUROC of 0.9331), ICD-based ISS (AUROC
of 0.8699 for an inclusive model and AUROC of 0.8224 for an exclusive model), and KTAS (AUROC of 0.1841). In addition,
using all features yielded a higher AUROC than any other partial features, namely, EDNN with the features of ICD-10 only
(AUROC of 0.8964) and EDNN with the features excluding ICD-10 (AUROC of 0.9383).

Conclusions: Our proposed EDNN with all features outperforms other state-of-the-art models, including the traditional diagnostic
code-based prediction model and triage scale.

(J Med Internet Res 2022;24(12):e43757)   doi:10.2196/43757
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Introduction

Physical trauma–related mortality places a heavy burden on
individuals and society. Accurately estimating mortality risk
enhances treatment efficiency and reduces this burden. To date,
there are various models to predict the severity of physical
trauma patients [1-7]. Among them, the most popular and
accurate model is the Injury Severity Score (ISS) developed in
the 1970s and based on the Abbreviated Injury Scale (AIS), an
anatomical injury severity scoring system [1,8]. However, the
AIS requires specialists to code the injury scale by reviewing
a patient's medical record; therefore, applying the model to
every hospital is impossible. To overcome these shortcomings,
the following International Classification of Diseases
(ICD)–based severity models have been introduced: ICD-based
Injury Severity Score (ICISS)[9], trauma mortality models using
International Classification of Disease 10th Revision (ICD-10)
(TMPM-ICD10) [10], and Mortality Ratio-adjusted Injury
Severity Score (EMR-ISS) [11]. However, ICD-based models
are not as accurate as AIS-based models [8]. Since 2016, all
emergency medical institutions in Korea have introduced the
Korean Triage and Acuity Scale (KTAS), an emergency
department (ED) triage system composed of 5 levels [12].
However, the KTAS relies on the practitioner’s judgment and
may introduce bias and be prone to human error [13].

Artificial intelligence (AI) is widely used to find complex
associations between various features in medical applications
[14-16], such as individual injuries and mortality. We recently
proposed AI technology utilizing AIS codes that outperformed
conventional ISS [1], providing a favorable area under the
receiver operating characteristic (AUROC) of 0.908 [17]. Tran
et al [18] also used AI technology for mortality prediction using
the ICD-10 from the National Trauma Database (NTDB) data
set, but the AUROC value was not as high as that of our
previous proposed AI model.

We aimed to construct an AI model to predict in-hospital
mortality in physical trauma patients using the National
Emergency Department Information System (NEDIS) data set.
We hypothesized that an AI model based on ICD-10 with other
clinical features is a useful alternative. We compared the
predictive performance of our model with other ICD-10-based
models, such as the ICISS [9], EMR-ISS [11], and the AI-driven
ICD-10-only based model. Finally, we deployed our AI-driven
public website to predict in-hospital mortality in physical trauma
patients to benefit end users.

Methods

Ethics Approval
This study was conducted according to the TRIPOD
(Transparent Reporting of a Multivariable Model for Individual
Prognosis or Diagnosis) statement [19]. NEDIS data were
provided by the National Emergency Medical Center (data
acquisition number N20212920825).

Patients and Data Set for AI Model
The NEDIS data set was collected mandatorily from 2016 to
2019 from over 400 hospitals in South Korea. The inclusion
criteria were as follows: (1) physical trauma patients (but not
psychological) with a diagnostic code of S or T based on the
Korean version of the ICD-10; (2) patients admitted to the
intensive care unit (ICU) or general ward from the ED; and (3)
patients admitted to the ICU or general ward after surgery or a
procedure from the ED. The exclusion criteria were as follows:
(1) patients without diagnostic codes starting with S or T (eg,
S001, T063; all physical traumatic patients include S or T code.
The S code represents the trauma in a single body region, and
the T code represents the trauma in multiple or unspecified
regions); (2) patients with diagnostic code of frostbite
(T33-T35.6), intoxication (T36-T65), and unspecified injury or
complication (T66-T78, T80-T88); (3) patients transferred to
another hospital or discharged from the ED after treatment; (4)
patients transferred to another hospital or discharged without
notification to staffs at hospitals; (5) patients who died in the
ED before ICU or general ward admission; and (6) missing
information.

More specifically, we first collected 7,664,443 patients with a
nondisease identifier comprising trauma patients. Since our
primary outcome was to predict in-hospital mortality in trauma
patients, we had to exclude unrelated patients. We then excluded
all nonhospitalized patient information (n=6,464,432, 84.34%).
The second most commonly excluded data were from patients
transferred to another hospital (n=241,778, 3.15%). For
transferred patients, the NEDIS policy of deidentification is to
assign a new anonymous ID number; thus, the data is redundant.
In addition, we excluded deceased ED patients (n=49,357,
0.64%) due to insufficient information about diagnostic codes,
procedure codes, and other clinical features. Moreover, we
excluded escaped patients during hospitalization (n=889, 0.01%)
and patients with missing data (n=35,885, 4.68%), not including
mortality information. A final total of 778,111 patient data were
used for training and testing our AI model (Figure 1).
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Figure 1. Flowchart of the patient selection process.

We used the following variables in NEDIS data: age, gender,
intentionality, injury mechanism, emergent symptom,
Alert/Verbal/Painful/Unresponsive (AVPU) scale, initial KTAS,
altered KTAS, ICD-10 codes, procedure codes of surgical
operation or interventional radiology, and in-hospital mortality.
All included variables for the AI model are summarized in Table
1. A total of 938 AI model input features (categories) were
considered from 10 variables. The AVPU scale is a simplified
version of the Glasgow Coma Scale (GCS) [20,21] and includes
4 categories: A, alert; V, verbal responsive (drowsy); P, painful
response (stupor, semicoma); and U, unresponsive (coma).
KTAS was developed as a severity triage in the ED in 2012,
based on the Canadian Triage and Acuity Scale (CTAS) [12].
KTAS is a standardized triage tool to avoid complexity and
ambiguity and includes 5 categories: level 1, resuscitation; level
2, emergent; level 3, urgent; level 4, less urgent; level 5,

nonurgent. According to NEDIS policy, KTAS should be
conducted by a certified faculty, and the initial KTAS should
be assessed within 2 minutes of ED admission. The altered
KTAS should be assessed when the ED patient deteriorates
before moving to the operating room, ICU, or general ward.
Regarding ICD-10, we considered 856 codes starting with S or
T. The procedure codes, which are used to claim from the
National Health Insurance Review and Assessment Service,
include surgery and angioembolization and are more specifically
categorized as follows and summarized in Table S1 in
Multimedia Appendix 1: (1) head procedure; (2) torso
procedure-vascular; (3) torso procedure-abdomen; (4) torso
procedure-chest; (5) torso procedure-heart; and (6)
extracorporeal membrane oxygenation (ECMO). The primary
outcome was in-hospital mortality, defined as a patient with a
dead result code and discharged with medical futility in NEDIS.
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Table 1. Included variables of the Korean National Emergency Department Information System (NEDIS) for the artificial intelligence (AI) model.

DescriptionTypeVariablesValue, n

26 categoriesAge1 • 5-year-old unit, classification

2 categoriesGender2 • M: male
• F: female

5 categoriesIntentionality3 • 1: accidental, unintentional
• 2: self-harm, suicide
• 3: violence, assault
• 4: other specified
• 5: unspecified
• 6: no data

16 categoriesInjury mechanism4 • 1: traffic accident-car
• 2: traffic accident-bike
• 3: traffic accident-motorcycle
• 4: traffic accident-etc
• 5: traffic accident-unspecified
• 6: fall
• 7: slip down
• 8: struck
• 9: firearm/cut/pierce
• 10: machine
• 11: fire, flames or heat
• 12: drowning or nearly
• 13: poisoning
• 14: choking, hanging
• 15: etc
• 16: unknown
• 17: no data

2 categoriesEmergent symptoms5 • Y: emergency
• N: nonemergency

4 categoriesAVPUa scale6 • A: alert
• V: verbal response (drowsy)
• P: painful response (semicoma)
• U: unresponsive (coma)
• N: unknown

7 categoriesInitial KTASb7 • 1: Level 1 (resuscitation)
• 2: Level 2 (emergency)
• 3: Level 3 (urgency)
• 4: Level 4 (less urgency)
• 5: Level 5 (nonurgency)
• 6: etc
• 7: unknown
• 8: no data

5 categoriesAltered KTAS8 • 1: Level 1 (resuscitation)
• 2: Level 2 (emergency)
• 3: Level 3 (urgency)
• 4: Level 4 (less urgency)
• 5: Level 5 (nonurgency)
• 6: etc
• 7: no data

865 categoriesDiagnostic code at discharge9 • ICD-10c codes starting Sd or Te

6 categoriesProcedure code after hospitalized10 • Procedure code including surgery or interventional radiology

aAVPU: Alert/Verbal/Painful/Unresponsive.
bKTAS: Korean Triage and Acuity Scale.
cICD-10: International Classification of Disease 10th Revision.
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dRepresents trauma in a single body region.
eRepresents trauma in multiple or unspecified regions.

Data Split, Data Balancing, and Cross-Validation
The data set in this study comprised both training and testing
data (Table S2 in Multimedia Appendix 1). Data from 778,111
patients were divided into training and testing data with a ratio
of 8:2 in a stratified fashion. The testing set was used only to
independently test our developed AI model and not for training
or internal validation.

We first performed 5-fold cross-validation using the training
data to confirm its generalization ability. The training data set
(n=622,488, 80%) was randomly shuffled and stratified into 5
equal groups, of which 4 groups were selected from training
the model, and the remaining group was used for internal
validation. This process was repeated 5 times by shifting the
internal validation group. Our finalized AI model is described
in the subsequent sections and was used to evaluate performance
using the isolated testing data.

Since the number of survived patients (n=611,481, 98.23%)
was much higher than that of deceased patients (n=11,007,
1.77%), we upsampled the survived patient data using the
Synthetic Minority Oversampling Technique (SMOTE) during
the model update [22]. By balancing the 2 groups, we prevented
bias toward the survived patient data.

Feature Analysis
To analyze the effects on mortality prediction from 914 features,
we applied 3 machine-learning algorithms: Adaptive Boosting
(AdaBoost) [23], Extreme Gradient Boosting (XGBoost) [24],
and light gradient boosting machine (LightGBM) [25]. We also
considered 4 ensemble models: AdaBoost with XGBoost,
AdaBoost with LightGBM, XGBoost with LightGBM, and a
combination of the 3 models. Finally, among 7 machine learning
models, we chose the best prediction model and presented its
feature importance analysis, listing features in the order that
they contributed to the mortality prediction.

Performance evaluations were based on 5-fold cross-validation
using 5 metrics: sensitivity, specificity, accuracy, balanced
accuracy, and AUROC.

AI Prediction Model Development and Statistical
Analysis
We developed a deep neural network (DNN)–based AI model
using 914 features, including ICD-10 as an input layer. To find
the best model, we searched hyperparameters, such as layer
depth and width for fully connected (FC) layers. The last FC
output layer was fed into a sigmoid layer, which provided the
mortality probability. After the hyperparameter search, we found
the best model with a 9-layer DNN, which comprised an input
layer, 7 FC layers as hidden layers, and an output layer. The
input layer was fed into a series of 7 FC layers, consisting of
512, 256, 128, 64, 32, 16, and 8 nodes, respectively. We applied
dropout with a rate of 0.3 and L2 regularization for the FC
hidden layers. Figure 2 shows the process flow of the AI
development and DNN architecture. The prediction performance
of our proposed 9-layer DNN model was evaluated with 5-fold
cross-validation. Subsequently, for the final DNN-based AI
model, we adopted an ensemble approach to combine the 5
models from the 5-fold cross-validation. The 914 features were
inputs to 5 cross-validation models, and each provided mortality
probabilities. A total of 5 probabilities were averaged, known
as soft voting. Based on the ensemble DNN model, the
prediction performance was evaluated with the isolated testing
data set (n=155,623, 20%).

We trained the models with an Adam optimizer and binary
cross-entropy cost function with a learning rate of 0.001 and a
batch size of 32. We implemented the models using Python
(version 3.7.13) with TensorFlow (version 2.8.0), Keras (version
2.8.0), NumPy (version 1.21.6), Pandas (version 1.3.5),
Matplotlib (version 3.5.1), and Scikit-learn (version 1.0.2). All
statistical analyses were performed using R software version
4.1.2 (R Foundation for Statistical Computing). As appropriate,
proportions were compared using the chi-square test or Fisher
exact test. A P value <.05 was considered statistically
significant.
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Figure 2. Process flow of our artificial intelligence (AI) model development: data, deep neural network (DNN) architecture, ensemble DNN model,
and performance comparison. AdaBoost: Adaptive Boosting; EMR-ISS: mortality ratio-adjusted Injury Severity Score; ICD: International Classification
of Diseases; KTAS: Korean Triage and Acuity Scale; LightGBM: light gradient boosting machine; SRR: survival risk ratio; XGBoost: Extreme Gradient
Boosting.

Conventional Metrics Based on Diagnostic Code
We applied conventional metrics based on ICD-10. ICISS
utilizes survival risk ratios (SRRs) to calculate the probability
of survival [9]. SRR is defined as the number of survived
patients with a specific injury code divided by the number of
all patients with the specific same injury code. A patient's
probability of survival (Ps) is determined by multiplying all
SRRs of the injury codes from the patient [9]. The traditional
ICISS was calculated as the product of Ps for as many as 10
injuries [26]. Two different methods were performed to calculate
ICISS. First, the inclusive SRR was calculated for each injury

irrespective of the associated injury [9]. Second, the exclusive
SRR was calculated by the number of survivors who had an
isolated specific injury divided by the total number of patients
who only had that injury [9]. Thus, patients with multiple
injuries were excluded from the calculation of exclusive SRR
[9]. Regarding EMR-ISS, an injury severity grade similar to
AIS was produced from ICD-10 codes based on the quintile of
the EMR for each ICD-10 code [11]. The EMR-ISS was
calculated from 3 maximum severity grades using data from
the National Health Insurance data set, the Industrial Accident
Compensation Insurance data set, and the National Death
Certificate database from 2001 to 2003 [11].
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Results

Initial Findings
Of the 778,111 patients included in the final analysis, 13,760
(1.77%) died during hospitalization (13,667 had a deceased

code, and 93 were discharged with a medical futility code).
Table 2 shows a comparison of included variables between
deceased and surviving patients, and Table S3 in Multimedia
Appendix 1 shows the ICD-10 comparison between deceased
and surviving patients.
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Table 2. Comparison of included variables of the Korean National Emergency Department Information System (NEDIS) between deceased and survived
patients.

P valueSurvived (N=764,351), n (%)Deceased (N=13,760), n (%)Variables

<.001Age (years)

2139 (0.3)16 (0.1)<1

9706 (1.3)63 (0.5)1-4

16,345 (2.1)38 (0.3)5-9

16,788 (2.2)36 (0.3)10-14

25,776 (3.4)171 (1.2)15-19

31,000 (4.1)229 (1.7)20-24

33,241 (4.3)214 (1.6)25-29

32,151 (4.2)176 (1.3)30-34

38,611 (5.1)276 (2)35-39

42,013 (5.5)326 (2.4)40-44

55,126 (7.2)583 (4.2)45-49

66,276 (8.7)768 (5.6)50-54

78,447 (10.3)1055 (7.7)55-59

66,899 (8.8)1110 (8.1)60-64

52,900 (6.9)1155 (8.4)65-69

50,396 (6.6)1388 (10.1)70-74

58,334 (7.6)2028 (14.7)75-79

48,440 (6.3)1925 (14)80-84

27,670 (3.6)1320 (9.6)85-89

9723 (1.3)665 (4.8)90-94

21,08 (0.3)189 (1.4)95-99

226 (0)25 (0.2)100-104

25 (0)4 (0)105-109

9 (0)0 (0)110-114

2 (0)0 (0)115-119

Procedure code

<.0016419 (0.8)2473 (18)Head procedure

<.0014961 (0.6)880 (6.4)Torso procedure-vascular

<.0014544 (0.6)810 (5.9)Torso procedure-abdomen

<.0017228 (0.9)1209 (8.8)Torso procedure-chest

<.001127 (0)39 (0.3)Torso procedure-heart

<.00139 (0)183 (1.3)ECMOa

Initial KTASb

<.0012812 (0.4)3800 (27.6)Level 1

<.00149,234 (6.4)4209 (30.6)Level 2

<.001270,574 (35.4)3306 (24)Level 3

<.001346,663 (45.4)2020 (14.7)Level 4

<.00149,892 (6.5)235 (1.7)Level 5

.698301 (0)4 (0)Not classified

>.9913 (0)0 (0)Unspecified
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P valueSurvived (N=764,351), n (%)Deceased (N=13,760), n (%)Variables

<.00144,862 (5.9)186 (1.4)Missing data

Altered KTAS

<.0011921 (0.3)2938 (21.4)Level 1

<.00135,356 (4.6)3173 (23.1)Level 2

<.001241,201 (31.6)2784 (20.2)Level 3

<.001189,314 (24.8)873 (6.3)Level 4

<.00127,355 (3.6)108 (0.8)Level 5

>.995 (0)0 (0)Not classified

<.001269,199 (35.2)3884 (28.2)Missing data

Intentionality

<.001574,556 (75.2)12078 (87.8)Accidental, unintentional

<.0016235 (0.8)248 (1.8)Suicide, intentional self-harm

<.00112,989 (1.7)113 (0.8)Assault, violence

<.0011694 (0.2)132 (1)Other specified

<.00112,225 (1.6)548 (4)Unspecified

<.001156,652 (20.5)641 (4.7)Missing data

Injury mechanism

<.00198,320 (12.9)1154 (8.4)Traffic accident-car

<.00120,692 (2.7)450 (3.3)Traffic accident-bike

<.00131,957 (4.2)1020 (7.4)Traffic accident-motorcycle

<.00135,898 (4.7)1925 (14)Traffic accident-pedestrian, train,
airplane, ship, etc

<.001197 (0)18 (0.1)Traffic accident-unknown

<.00176,714 (10)2374 (17.3)Fall down

<.00116,8677 (22.1)3859 (28)Slip down

<.00160,518 (7.9)713 (5.2)Struck by person or object

<.00139,515 (5.2)159 (1.2)Firearm/cut (sharp or object)/piece

<.00116,991 (2.2)54 (0.4)Machine

<.0016587 (0.9)207 (1.5)Fire, flames, or heat

<.001203 (0)20 (0.1)Drowning or nearly drowning

<.0011811 (0.2)62 (0.5)Poisoning

<.001436 (0.1)146 (1.1)Choking, hanging

<.00135,461 (4.6)323 (2.3)Others-rape, electric

<.00113,722 (1.8)635 (4.6)Unknown

<.001156,652 (20.5)641 (4.7)Missing data

Emergent symptom

<.00169,7118 (91.2)13351 (97)Yes

<.00167,228 (8.8)409 (3)No

>.995 (0)0 (0)Unspecified

AVPUc scale

<.001579,669 (75.8)5403 (39.3)Alert

<.00112,085 (1.6)1393 (10.1)Verbal response (drowsy)

<.0015581 (0.7)3218 (23.4)Painful response (stupor, semicoma)
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P valueSurvived (N=764,351), n (%)Deceased (N=13,760), n (%)Variables

<.001847 (0.1)3049 (22.2)Unresponsive (coma)

<.001166,169 (21.7)697 (5.1)Unspecified response

Sex

<.001434,280 (56.8)9050 (65.8)Male

aECMO: extracorporeal membrane oxygenation.
bKTAS: Korean Triage and Acuity Scale.
cAVPU: Alert/Verbal/Painful/Unresponsive.

K-Fold Cross-Validation Results
Table 3 summarizes the 5-fold cross-validation results. Our
model used all 914 features, including ICD-10, and provided
the highest balanced accuracy (0.8718) and AUROC (0.9513)
values. Among the machine learning models, AdaBoost provided
the highest balanced accuracy (0.8603) and AUROC (0.9442).
Any ensemble models from the combination of AdaBoost,
XGBoost, and LightGBM did not improve accuracy above our
model or AdaBoost. Compared to our model, traditional methods
produced lower balanced accuracy and AUROC values. More
specifically, inclusive SRR resulted in a lower balanced accuracy

of 0.7888 and AUROC of 0.8266, while exclusive SRR resulted
in 0.7931 and 0.8737, and EMR-ISS yielded 0.7571 and 0.6108,
respectively. KTAS resulted in an even lower balanced accuracy
of 0.5372 and AUROC of 0.1057.

Of the models considering 866 features of ICD-10 only, DNN
demonstrated the highest balanced accuracy (0.8234) and
AUROC (0.8975), followed by AdaBoost, the ensemble of
AdaBoost and XGBoost, and the ensemble of AdaBoost and
LightGBM. However, the models generated much lower
balanced accuracy and AUROC values compared to models
considering 48 features, excluding ICD-10.
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Table 3. Results of the 5-fold cross-validation.

AUROCa, mean
(SD)

Balanced accuracy,
mean (SD)

Accuracy, mean
(SD)

Specificity, mean
(SD)

Sensitivity, mean
(SD)

Model

Using all 914 features (including ICD-10b)

0.9513 (0.0023)0.8718 (0.0036)0.8834 (0.0093)0.8838 (0.0097)0.8599 (0.0151)Proposed model (DNNc)

0.9442 (0.0020)0.8603 (0.0048)0.9010 (0.0005)0.9025 (0.0006)0.818 (0.0100)AdaBoostd

0.9354 (0.0018)0.8485 (0.0037)0.8854 (0.0010)0.8865 (0.0011)0.8105 (0.0085)XGBooste

0.9354 (0.0019)0.8486 (0.0032)0.8848 (0.0016)0.8861 (0.0018)0.8112 (0.0080)LightGBMf

0.9367 (0.0017)0.8496 (0.0034)0.8868 (0.0012)0.8882 (0.0013)0.8109 (0.0073)AdaBoost+XGBoost

0.9367 (0.0018)0.8497 (0.0035)0.8862 (0.00130)0.8875 (0.0014)0.8118 (0.0081)AdaBoost+LightGBM

0.9354 (0.0018)0.8484 (0.0035)0.8851 (0.0009)0.8865 (0.0010)0.8104 (0.0079)XGBoost+LigtGBM

0.9361 (0.0018)0.8489 (0.0033)0.8857 (0.0010)0.8871 (0.0011)0.8107 (0.0075)AdaBoost+XGBoost+LightGBM

Using 866 features (ICD-10 only)

0.8975 (0.0023)0.8234 (0.0037)0.8177 (0.0086)0.8175 (0.009)0.8294 (0.0153)DNN

0.8796 (0.0030)0.8039 (0.0057)0.8477 (0.0045)0.8493 (0.0048)0.7586 (0.0157)AdaBoost

0.8627 (0.0033)0.7757 (0.0055)0.8897 (0.0032)0.8939 (0.0035)0.6575 (0.0141)XGBoost

0.8635 (0.0037)0.7761 (0.0049)0.8896 (0.0022)0.8937 (0.0024)0.6585 (0.0115)LightGBM

0.8785 (0.0029)0.7780 (0.0027)0.8882 (0.0016)0.8922 (0.0017)0.6637 (0.0065)AdaBoost+XGBoost

0.8786 (0.0031)0.7779 (0.0032)0.8878 (0.0011)0.8918 (0.0012)0.6640 (0.0076)AdaBoost+LightGBM

0.8635 (0.0035)0.7761 (0.0048)0.8891 (0.0022)0.8932 (0.0024)0.6590 (0.0117)XGBoost+LigtGBM

0.8784 (0.0028)0.7774 (0.0029)0.8883 (0.0016)0.8924 (0.0017)0.6624 (0.0070)AdaBoost+XGBoost+LightGBM

Using 48 features (excluding ICD-10)

0.9398 (0.003)0.8537 (0.0068)0.9053 (0.0154)0.9072 (0.0161)0.8003 (0.0266)DNN

0.9380 (0.0025)0.8535 (0.0062)0.8908 (0.0022)0.8922 (0.0022)0.8148 (0.0125)AdaBoost

0.9328 (0.0022)0.8462 (0.0018)0.8623 (0.0032)0.863 (0.0033)0.8294 (0.0056)XGBoost

0.9328 (0.0021)0.8471 (0.0018)0.8614 (0.0032)0.8619 (0.0032)0.8323 (0.0044)LightGBM

0.9337 (0.0022)0.8469 (0.0019)0.8630 (0.0028)0.8635 (0.0029)0.8303 (0.0058)AdaBoost+XGBoost

0.9336 (0.0020)0.8474 (0.002)0.8628 (0.0027)0.8634 (0.0028)0.8314 (0.0052)AdaBoost+LightGBM

0.9328 (0.0021)0.847 (0.0020)0.8613 (0.0031)0.8618 (0.0032)0.8321 (0.0046)XGBoost+LigtGBM

0.9333 (0.0021)0.8471 (0.0022)0.8624 (0.0024)0.8630 (0.0024)0.8312 (0.0052)AdaBoost+XGBoost+LightGBM

Traditional methodsg

0.82660.78880.78930.68230.8953Inclusive SRRh

0.87370.79310.79360.75900.8272Exclusive SRR

0.61080.75710.75720.72760.7867EMR-ISSi

0.10570.53720.54950.13900.9353KTASj

aAUROC: area under the receiver operating characteristic.
bICD-10: International Classification of Disease 10th Revision.
cDNN: deep neural network.
dAdaBoost: Adaptive Boosting.
eXGBoost: Extreme Gradient Boosting.
fLightGBM: light gradient boosting machine.
gOnly yielded a single value, so no SD is reported.
hSRR: survival risk ratio.
iEMR-ISS: Mortality Ratio-adjusted Injury Severity Score.
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jKTAS: Korean Triage and Acuity Scale.

Ranked Feature Importance: Explainable AI
To analyze the effects of features, we first applied the data to
3 different machine learning algorithms: AdaBoost, XGBoost,
and LightGBM. As summarized in Table 3, the AdaBoost model

was the best classifier for predicting mortality in trauma patients.
We then performed the feature importance analysis (see Figure
3 for ranked normalized feature importance) to confirm the
contribution of each feature.

Figure 3. Results of the ranked normalized feature importance from the Adaptive Boosting (AdaBoost) model. KTAS: Korean Triage and Acuity Scale.

Based on the AdaBoost, gender had the highest importance
value, followed by age, unresponsive (coma), S721
(pertrochanteric fracture of the femur), S720 (fracture of neck
of femur), painful response (stupor, semicoma), injury
mechanism-slip down, and torso procedure-chest. Among the
914 features, only 71 (7.77%) features had nonzero values
indicating that the other 843 features did not contribute to
mortality prediction. Table S4 in Multimedia Appendix 1 shows
the complete ranked normalized feature importance values. All
features with the highest importance value showed a statistically
significant difference between the deceased and surviving group
(Table 2 and Table S3 in Multimedia Appendix 1).

Cross-Validation Result of DNNs Using a Different Set
of Features According to Importance
We investigated the cross-validation performance from our
DNN model with 2 input conditions: (1) the top 71 features
having nonzero feature importance values from the AdaBoost,
the best among the machine learning models; and (2) all 914
features (Table S5 in Multimedia Appendix 1). The DNN with
all 914 features provided a higher balanced accuracy of 0.8718
and AUROC of 0.9513 compared to the DNN with the top 71
features, which had a balanced accuracy of 0.8389 and AUROC
of 0.9386. Features with 0 values of feature importance can
contribute to mortality prediction. Sensitivity increased by more
than 0.1 for the former, whereas specificity decreased by less
than 0.05. For the latter, sensitivity increased to 0.8599 from
0.7480, and specificity decreased to 0.8838 from 0.9299.
Therefore, we considered all features in our AI model and
validated the performance with the isolated testing data.

Testing Data Results
With the testing data set (n=155,623), our proposed
ensemble-based 9-layer DNN showed a sensitivity of 0.8768,
specificity of 0.8625, accuracy of 0.8628, balanced accuracy of
0.8697, and AUROC of 0.9507. Furthermore, compared with
the cross-validation results, the model was neither overfitted
nor underfitted, with minimal differences between
cross-validation and testing data results: sensitivity of 0.8599
versus 0.8768, specificity of 0.8838 versus 0.8625, accuracy of
0.8834 versus 0.8628, balanced accuracy 0.8718 versus 0.8697,
and AUROC of 0.9513 versus 0.9507.

Our proposed ensemble of deep neural networks (EDNN) using
all 914 features demonstrated higher values of balanced accuracy
and AUROC than any other model (Table 4). Models with 48
features provided the next most accurate prediction results.
These results showed the same trend as the cross-validation
results. Figure 4 shows the AUROC curves for our model,
AdaBoost, XGBoost, and LightGBM, which are plotted
according to the following features: all 914 features, 48 features
excluding ICD-10, and 866 features with ICD-10 only. Our
model outperformed the traditional methods such as inclusive
SRR, exclusive SRR, EMR-ISS, and KTAS. Figure 5 shows
the AUROC curves for our model and 4 traditional models. The
calculated inclusive SRR and exclusive SRR are shown in Table
S6 in Multimedia Appendix 1. Finally, the model using the top
71 features from the AdaBoost also provided a lower balanced
accuracy of 0.8245 and AUROC of 0.9194, similar to the
cross-validation results.
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Table 4. Comparison of the prediction performances of the prediction models on the test data set.

AUROCaBalanced accuracyAccuracySpecificitySensitivityModel

Using all 914 features (including ICD-10b)

0.95070.86970.86280.86250.8768Proposed model (DNNc)

0.94330.86370.86540.86550.8619AdaBoostd

0.93310.84760.86530.86600.8292XGBooste

0.93320.84830.83690.83650.8601LightGBMf

Using 866 features (ICD-10 only)

0.89640.82620.81620.81590.8365DNN

0.87730.81080.83120.83190.7896AdaBoost

0.85640.80040.83360.83480.7660XGBoost

0.85650.80070.82760.82850.7729LightGBM

Using 48 features (excluding ICD-10)

0.93830.85650.87760.87840.8347DNN

0.93630.85070.86550.86600.8354AdaBoost

0.93180.84520.85610.85650.8339XGBoost

0.93180.84480.85920.85970.8299LightGBM

Traditional methods

0.86990.78980.89260.68310.8964Inclusive SRRg

0.82240.79050.87030.70780.8733Exclusive SRR

0.61710.75520.78630.72310.7874EMR-ISSh

0.18410.47400.91780.01210.9359KTASi

Others

0.91940.82450.93220.93620.7129DNN using top 71 features
from AdaBoost

aAUROC: area under the receiver operating characteristic.
bICD-10: International Classification of Disease 10th Revision.
cDNN: deep neural network.
dAdaBoost: Adaptive Boosting.
eXGBoost: Extreme Gradient Boosting.
fLightGBM: light gradient boosting machine.
gSRR: survival risk ratio.
hEMR-ISS: Mortality Ratio-adjusted Injury Severity Score.
iKTAS: Korean Triage and Acuity Scale.

Figure 4. Area under the receiver operating characteristic (AUROC) curves for our model, Adaptive Boosting (AdaBoost), Extreme Gradient Boosting
(XGBoost), and light gradient boosting machine (LightGBM): (left) using all 914 features including International Classification of Diseases 10th
Revision (ICD-10), (middle) using 48 features excluding ICD-10, and (right) using 866 features with ICD-10 only. DNN: deep neural network.
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Figure 5. Area under the receiver operating characteristic (AUROC) curves of our model and 4 traditional models. AUC: area under the curve; DNN:
deep neural network; EMR-ISS: mortality ratio-adjusted Injury Severity Score; KTAS: Korean Triage and Acuity Scale; SRR: survival risk ratio.

AI-Driven Public Website Development
We deployed our AI on a public website [27] to allow public
access to the mortality prediction results in trauma patients
(Figure S1 in Multimedia Appendix 1). Figure S1(a) shows a
user's web interface to enter information. A user inputs age,
gender, intentionality, injury mechanism, emergent symptoms,
AVPU scale, initial KTAS, altered KTAS, torso procedures
(chest, abdomen, vascular, and heart), head surgery, ECMO,
and ICD-10 codes. Especially for ICD codes, a user can input
multiple codes with a comma (eg, S072, S224, T083). As shown
in Figure S1(b), after entering information in the web
application, the user can immediately obtain the mortality
results. The prediction results also include the probability of
mortality.

Discussion

Principal Findings
Our AI model outperformed traditional ICD-10-based models
and KTAS. Traditional methods produced high sensitivity and
low specificity, with substantial bias in predicting mortality.

Prediction performance was optimal when using all features,
including ICD-10, as input features. The similarity between the
cross-validation result and the testing data set indicates that
overfitting or underfitting was minimal. In terms of ranked
normalized feature importance, gender had the highest value,
followed by age, coma, femur fracture, stupor, slip down, rib
fracture, and head procedure. We used a population-based data
set from all types of ED in South Korea, producing more robust
and reliable results. To the best of our knowledge, our study is
the first to demonstrate an AI model that drastically outperforms
conventional ICD-based models and triage scales using a
population-based data set. Our future goal is to construct a more
comprehensive model incorporating both NEDIS-based and
AIS-based AI [17].

Our proposed AI model has several advantages in clinical
practice. First, a specialist is not required for AIS coding, so
our AI model does not require additional burden. Second, our
AI model demonstrates the ability to augment the KTAS
provider's decision. Third, the feature importance used may
benefit clinical decision-making and future research. Deep
learning is generally considered a “black box,” hence the feature
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importance analysis based on a machine learning algorithm
provides meaningful insight to clinicians and researchers.
Finally, we aspire for the global application of our model and
have produced a publicly available web application for hospitals
to utilize for the benefit of the entire trauma system [28,29].

Currently, ISS and ICISS are the most popular risk estimation
models of trauma-related mortality. More complex models
containing physiologic and demographic parameters are
available [2,4,5,7], but none supersedes ISS or ICISS [1,9]. ISS
is simple to use, but AIS coding is time consuming and
expensive, whereas ICISS utilizes diagnostic code to claim
charges. Therefore, ICISS is more useful for population-based
data sets than ISS [8]. The results from ICISS in our study were
comparable to those from previous studies [26,30]. We also
applied EMR-ISS to the NEDIS data set, which showed good
performance in a previous study [11] but poor accuracy here.

Recently, several AI models were proposed to predict
trauma-related mortality. Previously, in a multicenter
retrospective study in South Korea, we investigated a deep
learning model using the AIS code for predicting mortality [17].
We reanalyzed the ISS system and redefine 46 new regions to
discriminate the risk among different internal organs. The DNN
with 46 features from the 46 new regions produced the highest
accuracy. We found that the AI model can augment the
performance of the AIS system. Recently, Tran et al [18]
reported a machine-learning model that predicted trauma-related
mortality using ICD-10. The authors used the NTDB data set
and compared machine learning with ISS and TMPM10 [10],
an ICD-10-based metric. However, the accuracy of each model
was comparable. In this study, our AI model drastically
outperformed ICISS and EMR-ISS. Kwon et al [31], in a
retrospective observational study using a NEDIS data set
including trauma and nontrauma patients, reported a deep
learning-based model that showed a higher accuracy than KTAS
for predicting in-hospital mortality. To the best of our
knowledge, our AI model is the most accurate model and
outperforms both diagnostic code-based metrics and triage scales
in trauma patients.

Limitations and Future Works
Our study has several limitations. First, this is a retrospective
study and may induce substantial selection and survival bias;
further prospective trials and validation are needed. Second, we
used procedure codes as 1 of the input features. However, they
are not practically available during ED admission. Thus, in a
prospective study, unconfirmed procedure codes may be used
for predicting in-hospitality mortality. Third, in this study, we
did not consider physiological signals, such as blood pressure,

heart rate, and body temperature. We tried to train and develop
an AI model using the information of physiological signals.
However, the model’s performance was poor because limited
physiological signals were recorded in NEDIS; only blood
pressure, heart rate, and temperature values at the time of
admission were recorded. We believe that time-series
physiological signals, such as electrocardiogram,
photoplethysmogram, and blood pressure waveform, could
improve our proposed model. Fourth, due to the structure of the
NEDIS data set, some data, such as age, are collected as
categorized data instead of continuous data. Thus, our proposed
AI model could enhance the prediction performance with age
as a continuous value. Fifth, some categorized input variables
in the injury mechanism may appear inappropriate. For instance,
the term “traffic accident-pedestrian, train, airplane, ship, etc”
is considered 1 variable. However, pedestrians are not associated
with an airplane and a ship. In addition, pedestrians have the
highest mortality in road traffic collisions. Thus, the term should
be separated into multiple variables. In future work, we plan to
separate the variable into multiple categories and investigate
the impact of each category. Sixth, we could not compare the
prediction performances from our AI model with those from
AIS code-based approaches such as ISS and NISS, as NEDIS
does not provide AIS codes. Recently, we presented an AI model
using AIS codes to predict in-hospital mortality [17]. The model
outperformed conventional methods such as ISS and NISS for
all accuracy metrics of sensitivity, specificity, balanced
accuracy, and AUROC. As in the previous study, this study
used ICD-10 and several clinical features instead of AIS codes
and showed that the AI model outperformed conventional
methods. Our goal is to construct a more comprehensive model
incorporating both NEDIS-based and AIS-based AI models.
Finally, our data did not include other races or data from other
countries. Currently, our public website includes the following
text: “This AI model was trained and evaluated from Korean
trauma patients and may not be applicable to patients in other
countries.” Thus, future external validation is warranted, wherein
we consider using global data to further improve our proposed
AI model.

Conclusions
Our proposed AI model shows high accuracy and outperforms
traditional diagnostic code-based prediction models and triage
scales. We believe that our population-based AI model can
facilitaite better understanding and practice in physical trauma
care. Moreover, this AI and data-driven prediction model may
minimize the bias and workload of humans. However, future
external validation and prospective studies are warranted to
prove the true effect size.
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Abstract

Background: The global burden of influenza is substantial. It is a major disease that causes annual epidemics and occasionally,
pandemics. Given that influenza primarily infects the upper respiratory system, it may be possible to diagnose influenza infection
by applying deep learning to pharyngeal images.

Objective: We aimed to develop a deep learning model to diagnose influenza infection using pharyngeal images and clinical
information.

Methods: We recruited patients who visited clinics and hospitals because of influenza-like symptoms. In the training stage, we
developed a diagnostic prediction artificial intelligence (AI) model based on deep learning to predict polymerase chain reaction
(PCR)–confirmed influenza from pharyngeal images and clinical information. In the validation stage, we assessed the diagnostic
performance of the AI model. In additional analysis, we compared the diagnostic performance of the AI model with that of 3
physicians and interpreted the AI model using importance heat maps.

Results: We enrolled a total of 7831 patients at 64 hospitals between November 1, 2019, and January 21, 2020, in the training
stage and 659 patients (including 196 patients with PCR-confirmed influenza) at 11 hospitals between January 25, 2020, and
March 13, 2020, in the validation stage. The area under the receiver operating characteristic curve for the AI model was 0.90
(95% CI 0.87-0.93), and its sensitivity and specificity were 76% (70%-82%) and 88% (85%-91%), respectively, outperforming
3 physicians. In the importance heat maps, the AI model often focused on follicles on the posterior pharyngeal wall.

Conclusions: We developed the first AI model that can accurately diagnose influenza from pharyngeal images, which has the
potential to help physicians to make a timely diagnosis.

(J Med Internet Res 2022;24(12):e38751)   doi:10.2196/38751
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Introduction

Background
According to the Global Burden of Disease Study 2016, the
global burden of influenza is substantial. In the study, the disease
was estimated to cause 39.1 million acute lower respiratory
infection episodes and 58,200 deaths [1]. It has been estimated
that influenza is responsible for 291,243 to 645,832 seasonal
respiratory deaths (4.0-8.8 per 100,000 individuals) annually
[2]. Timely and accurate diagnosis of influenza has the potential
to prevent widespread transmission of the virus within the
population, and subsequent epidemics and pandemics, in
addition to the unnecessary prescription of antibiotics in primary
care, which is a cause of emerging antibiotic-resistant bacteria.
Moreover, early intervention, such as hydration and antiviral
drugs, is expected to reduce the mortality risk among high-risk
patients, including the older adults and individuals with
comorbidities.

The COVID-19 pandemic and surge in the use of telemedicine
highlighted the importance of accurately diagnosing influenza
infection without increasing the risk of spreading the virus
through physical interaction. The gold-standard method for
diagnosing influenza infection is the reverse
transcription–polymerase chain reaction (RT-PCR) of
nasopharyngeal aspirates or swabs [3,4]; however, RT-PCR is
not easily performed in primary care, and the result turnaround
time could delay timely diagnosis and preventive or treatment
interventions. A more commonly used test is the rapid
immunochromatographic antigen detection test; however, its
validity is modest compared with RT-PCR and varies across
studies [5,6]. Neither of these tests can be performed through
telemedicine, and the sensitivity and specificity of diagnosing
influenza using clinical information only are suboptimal [7,8].
Given the recent increase in the number of patients being
diagnosed through telemedicine, an alternative influenza test
that can be conducted through telemedicine is warranted.

Objectives
To address this important knowledge gap, we developed a deep
learning model to diagnose influenza infection using pharyngeal
images and clinical information. We tested the performance of
the artificial intelligence (AI) model for diagnostic prediction
using data from the real-world patient population and compared
it with the diagnostic performance of 3 physicians. We also
investigated the regions of the pharynx on which the AI model
focused to differentiate between individuals with and without
influenza infection.

Methods

Pilot Study to Develop a Medical Camera to Capture
Standardized Pharyngeal Images
For our pilot study, we recruited 4765 patients aged 6 to 90
years with influenza-like symptoms, and they visited 37 clinics
or hospitals between November 28, 2018, and February 4, 2019
(registered as jRCTs032180041). To capture images of the
pharynx in a standardized manner, we developed a pharyngeal
camera with a light-emitting diode light source and a disposable
clear camera cover to hold down the tongue of patients (Figure
1). In this pilot study, we adjusted the size of the pharyngeal
camera and tongue depressors to make them suitable for many
patients. The device contained a full high-definition digital
camera and was connected via Wi-Fi to a cloud service for the
analysis of pharyngeal images, together with clinical
information. During this pilot study, we improved the image
quality of the camera in terms of resolution, brightness, and
contrast. Specifically, we reduced the view angle appropriately
to reduce distortion and improve the resolution because the
angle was excessive. We also placed an imaging sensor near
the tip of the camera to avoid light attenuation and ensure image
brightness. In addition, we improved the image contrast by
coating the clear camera cover with antifogging material to
prevent fogging caused by exhalation. We used a rapid
continuous shooting function to obtain high-quality pharyngeal
images in a short time while avoiding motion blur. The camera
could capture an image every 0.3 seconds, and 30 sequential
images were captured per shot.
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Figure 1. Presentation of the artificial intelligence–assisted camera and a representative pharyngeal image of a patient with polymerase chain
reaction–confirmed influenza infection.

Study Design and Participants
This study included a training stage (registered as
jRCTs032190120) and a validation stage (registered as
Pharmaceuticals and Medical Devices Agency clinical trial
identification code AI-02-01). We enrolled patients with
influenza-like symptoms who visited clinics or hospitals and
satisfied the following inclusion and exclusion criteria at 64
hospitals between November 1, 2019, and January 21, 2020, in
the training stage, and 11 hospitals between January 25, 2020,
and March 13, 2020, in the validation stage. A list of study sites
is provided in Table S1 in Multimedia Appendix 1.

The inclusion criteria were as follows: (1) patients who provided
written consent by themselves or their parents (if they were
aged <18 years) to participate in the study, (2) those aged ≥6
years, and (3) those who satisfied at least one of the following
4 conditions in the training stage and at least 2 in the validation
stage: first, body temperature of ≥37.0 °C; second, systematic
influenza-like symptoms, such as joint pain, muscle pain,
headache, tiredness, and appetite loss; third, respiratory
symptoms, such as cough, sore throat, and nasal discharge or
congestion; and fourth, an episode of close contact with patients
with influenza or influenza-like symptoms within 3 days, or in
any other scenario in which the consulting physician suspected
influenza infection. The exclusion criteria included the
following: (1) patients with fluctuating teeth; (2) those with
severe oral lesions; (3) those with severe nausea; (4) those with
difficulty in opening the mouth sufficiently for the use of the
camera (eg, small mouth, temporomandibular joint pain,
incompatibility of dentures, disturbed consciousness, or
respiratory failure); (5) those who had participated in another
clinical trial within 7 days before this study, those who were
scheduled to participate in another clinical trial (excluding

postmarketing surveillance), or those with difficulty in follow-up
owing to mental, family, social, geographic, or other reasons;
(6) pediatric patients who clearly did not agree to participate in
the study; and (7) those judged to be inappropriate to participate
in the study by the responsible physician at each site. In addition,
we excluded patients with only poor-quality images from the
analysis.

In the training stage, we aimed to collect clinical information
and pharyngeal images from patients with RT-PCR–confirmed
influenza-positive and influenza-negative results in a ratio of
approximately 1:1 to enable the most efficient supervised
learning of the AI model. There is no consensus on the size of
the samples (ie, number of patients) that should be used to train
an AI model; thus, we arbitrarily set the size to 7500 patients,
including 3750 patients with RT-PCR–positive results and 3750
patients with RT-PCR–negative results. In the validation stage,
we aimed to determine the lower bound of the 95% one-sided
CI of sensitivity to achieve ≥70% and that of specificity to
achieve ≥85%. With a 1-sided P value of 5% and power of 85%,
assuming an actual sensitivity of 80% and specificity of 90%
as suggested by our training stage, we calculated the required
sample sizes to be 137 for patients with RT-PCR–positive results
and 323 for RT-PCR–negative results. Therefore, we planned
to stop the recruitment of study participants on the day when
150 patients with positive results and 350 patients with negative
results were obtained.

In Japan, the first case of SARS-CoV-2 infection (COVID-19)
was reported on January 15, 2020, and the first wave of the
pandemic occurred in late March 2020. During the study period,
in the validation stage, we asked the participating clinics and
hospitals to report any suspected cases of COVID-19 in the
study participants. There were no such reports from any study
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site throughout the study, which suggests that our study sample
was not affected by the COVID-19 pandemic.

Collection of Pharyngeal Images, Clinical Information,
and Nasopharyngeal Specimens
In addition to the pharyngeal images of the study participants,
the following clinical information was obtained using a
standardized case report form based on electronic data capture:
age; sex; time (hours) from symptom onset; highest body
temperature before study site visit; episode of close contact;
status and date of the most recent influenza vaccination; use of
antipyretics; subjective symptoms, including tiredness, appetite
loss, chill, sweating, joint pain, muscle pain, headache, nasal
discharge or congestion, cough, sore throat, and digestive
symptoms; and objective findings by the consulting physicians
at study sites, including body temperature, pulse rate, and
tonsillar findings (tonsillitis, white moss, and redness).

Furthermore, nasopharyngeal swabbing was conducted to obtain
nasopharyngeal specimens from the participants, which were
sent to the central clinical laboratory (LSI Medience
Corporation) for RT-PCR testing, which is the gold standard
(reference standard) for the diagnosis of influenza infection.
We standardized the process of collecting the nasopharyngeal
specimens among the study sites using our own Japanese manual
(not publicly available).

Development of the AI Model to Predict
RT-PCR–Confirmed Influenza
We developed an ensemble AI model (version FLU2021.06)
to predict the probability of RT-PCR–confirmed influenza using
pharyngeal images and clinical information (Figure S1 in
Multimedia Appendix 1). This model consists of 3 main machine
learning models: a multiview convolutional neural network
(MV-CNN), a multimodal convolutional neural network
(MM-CNN), and boosting models. In the training stage, we
trained these 3 types of machine learning models and integrated
them using ridge regression [9] into the ensemble AI model.

First, we trained the MV-CNN using SE-ResNext-50 as an
image feature extractor, which was pretrained on ImageNet
[10,11]. The MV-CNN architecture used several pharyngeal
images that contained views from various angles [12]. On
pharyngeal imaging, the tongue and uvula often overlap with
the posterior pharyngeal wall. The MV-CNN addressed this
issue by gathering information from various image angles. From
30 (or more if several shots were taken) sequential images, 1
to 5 of the most appropriate images per patient were selected
as the input to the MV-CNN using an automatic image quality
evaluation system. We determined the number of input images
by considering the MV-CNN performance and the memory size
limitation of the graphics processor units. Although, in general,
the MV-CNN performs better with more input images, the
memory size of the graphics processor unit constrains the
number of images. If the number of selected images was <5,
we padded them with uninformative images filled with zeros,
similar to zero padding in the boundary region of an image. To
quantify the visual image quality criteria, we trained the image
quality evaluation system that used a lightweight CNN model
[13] in the training stage using human-annotated visual image

quality criteria (eg, visibility of the posterior pharyngeal wall,
brightness, focus, motion blur, and exhalation fog) defined by
one of the authors (MF) who is a physician. The input images
for the MV-CNN were resized and then augmented (eg, flipped,
rotated, blurred, and contrast-changed) to improve the accuracy
and generalization performance. To prevent overfitting, we used
well-established training strategies, including batch
normalization, learning rate decay, and cross-validation. To
manage various pharyngeal magnification rates, we trained the
MV-CNNs with multiple image sizes and combined their scores
by averaging them.

Second, we developed the MM-CNN based on the MV-CNN
to process both multiview pharyngeal images and clinical
information as input data [14,15]. In detail, we extended the
final classification layer of the MV-CNN and connected it to
the neural network to manage clinical information. The image
feature extractor of the MM-CNN was initialized using trained
MV-CNN weights. Then, we applied the same training and
ensemble strategies as those used for the MV-CNN.

Third, we trained boosting models based on the prediction
results of MV-CNN and clinical information. We selected
LightGBM and CatBoost as the boosting models [16,17].
Finally, the probability of influenza was obtained by integrating
each prediction from the MV-CNN, MM-CNN, and boosting
models using ridge regression. We trained the ridge regression
weights using cross-validation. The probability of influenza
was obtained by averaging all the folds of the ridge regression
model predictions.

Statistical Analysis
In the training stage, we compared the clinical characteristics
of the study participants according to the RT-PCR test results
(positive or negative) using t tests (2 tailed) for continuous
variables with a normal distribution (age, highest body
temperature before the study site visit, body temperature at visit,
and pulse rate), Mann-Whitney U test for continuous variables
with a nonnormal distribution (time from symptom onset), and
chi-square tests for categorical variables. We repeated these
analyses in the validation stage.

In the training stage, using a 5-fold cross-validation method,
we conducted a receiver operating characteristic (ROC) curve
analysis to measure the discrimination ability of (1) the
probability score of the MV-CNN, which uses only pharyngeal
images in the prediction; (2) the probability score of the clinical
information AI, which is an AI model that uses all the
aforementioned clinical information, except for the pharyngeal
images, in the prediction; and (3) the probability score of the
ensemble AI model using both the pharyngeal images and
clinical information. We also measured the reclassification
ability of the pharyngeal images by comparing the clinical
information AI model and the ensemble AI model by calculating
the continuous reclassification improvement and integrated
discrimination improvement [18].

In the validation stage, we also conducted ROC analysis and
calculated the sensitivity, specificity, positive predictive value
(PPV), and negative predictive value (NPV) for influenza
infection, according to a selected cutoff point.
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We performed statistical analysis using R software (version
4.1.1; R Foundation) and Python software (version 3.8.5; Python
Software Foundation). P values of <.05 were considered
statistically significant. A third-party organization (Statcom Co
Ltd, Tokyo, Japan) performed the sample size estimation and
calculation of the area under the ROC curve (AUROC) and
validity (sensitivity, specificity, PPV, and NPV) in the validation
stage. To avoid the post hoc adjustment of the developed AI
model to fit the validation data in the regulatory approval
process, the authors were prohibited from directly touching the
validation data or conducting additional analyses in the
validation stage. Therefore, any other analyses (eg, the
calculation of AUROC for pharyngeal images and clinical
information independently or for the MV-CNN, MM-CNN, and
boosting model separately) were not possible in the validation
stage.

Additional Analysis
We conducted 4 types of additional analyses. First, we compared
the performance of the AI-assisted diagnostic camera with that
of the 3 physicians. For this analysis, we used the existing data
(pharyngeal images and clinical information) of 200 patients
(100 patients with RT-PCR–positive results and 100 with
RT-PCR–negative results), which were randomly selected from
study participants in the training stage. A total of 3 physicians
among the authors (SO, MF, and M Ikeda), who were blinded
to the patients’ identifiers and their RT-PCR test results,
assessed the data to assign an influenza prediction score between
0 and 1 (ie, between 0% and 100%). As there is generally no
established practice or criteria for physicians to diagnose
influenza from pharyngeal images and clinical information, the
3 physicians were asked to guess the probability of influenza
infection for each patient, as they usually do in their actual
clinical practice. We applied the diagnostic prediction AI model
to the existing data and compared the AUROC of the diagnostic
prediction AI model with that of each physician and the average
prediction score of the 3 physicians. We recalculated the
AUROC of the AI model for the 200 patients for a fair
comparison.

Second, we attempted to interpret the mechanisms of the
MV-CNN prediction to differentiate between influenza cases
and noninfluenza cases using pharyngeal images. We modified
the guided gradient-weighted class activation mapping for the
MV-CNN to visualize the importance heat maps. The aim was
to determine the focus area of MV-CNN when differentiating
between patients with RT-PCR–positive and RT-PCR–negative
results. We used the same data set of 200 patients (100 patients
with RT-PCR–positive and 100 with RT-PCR–negative results)
that we used in the first additional analysis. To quantify and
interpret the importance heat maps, 2 physicians among the
authors (MF and M Ikeda) independently determined whether
the MV-CNN highlighted each part of the pharynx (classified
into 5 parts: lateral pharyngeal bands, posterior pharyngeal wall,
palatal arch, tonsils, and follicles) for each patient. When the 2
physicians made different judgments (ie, presence vs absence
of highlighting by the MV-CNN), a consensus was reached
through discussion between them. Consequently, for each part
of the pharynx, we calculated the proportion of patients with
images highlighted by the MV-CNN among the 100 patients

with RT-PCR–positive results and 100 RT-PCR–negative results
and compared the groups using chi-square tests.

Third, as a post hoc experiment, using the 200 samples, we
compared the performance of our final model (ie, the ridge
regression ensemble model) with the performance of each of
the component models: the MV-CNN, MM-CNN, and boosting
models.

Finally, as another post hoc experiment, we compared the
performance of the MV-CNN model with the proposed
backbone (SE-ResNext-50) and that of various CNN backbones,
that is, ResNet-50, ResNeXt-50 (32×4d), EfficientNet-B0, and
DenseNet-121, which were available at the time of our model
development.

Ethics Approval
The ethics committee of Hattori Clinic approved the pilot study
and the training study, and the validation study was approved
by the ethics committee of Takahashi Clinic, Kobori Central
Clinical, and Haradoi Hospital.

Results

Training Stage
Figure S2 in Multimedia Appendix 1 shows the flowchart of
patient selection during the training stage. We obtained informed
consent from 9029 patients with influenza-like symptoms who
visited one of 64 clinics or hospitals between November 1, 2019,
and January 21, 2020. Among them, 199 patients (2.20%)
experienced nausea during the examination when pharyngeal
images were being captured, including 1 (0.01%) patient with
severe nausea and 14 (0.16%) patients who vomited. We did
not complete the image-capturing procedure for these 15 patients
(0.17%). Among the remaining 9014 patients, we selected 7831
patients (mean age 33.8, SD 18.4 years; female patients:
3901/7831, 50%) with 25,168 high-quality images (out of
approximately 300,000 images), which consisted of 3733
(47.67%) patients with influenza RT-PCR–positive results with
12,154 (48.29%) pharyngeal images and 4098 (52.33%) patients
with RT-PCR–negative results with 13,014 (51.71%) pharyngeal
images. Table 1 compares the clinical characteristics of the
patients based on the RT-PCR test results. Compared with the
patients with RT-PCR–negative results, the patients with
RT-PCR–positive results yielded the following: the average age
was slightly lower; the time from symptom onset to the study
site visit was shorter; the proportion of close contact, use of
antipyretics, and most subjective symptoms were higher; and
the temperature and pulse rate were higher, whereas the
proportion of recent influenza vaccinations, digestive symptoms,
and tonsillar findings were lower. There was no difference in
the proportions of sex and sore throat between the groups.

Using the training data set, we established the ensemble AI
model to estimate the probability of influenza in individual
patients. The feature importance of each variable in the
LightGBM and CatBoost models is shown in Figures S3 and
S4 in Multimedia Appendix 1, which suggest that pharyngeal
images were the most important variable in the diagnostic
prediction AI model, followed by body temperature and cough.
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In the 5-fold cross-validation, the AUROC of the MV-CNN
probability score for pharyngeal images was 0.76 (95% CI
0.75-0.77) and that of the AI model with clinical information
(ie, all the clinical information in Table 1) was 0.83 (95% CI
0.82-0.84; Figure 2). The AUROC of the diagnostic prediction
AI model with pharyngeal images and clinical information was
0.87 (95% CI 0.86-0.87), which means that the AUROC
significantly increased because of the addition of pharyngeal
images to the AI model with clinical information (P<.001).

Regarding reclassification ability, the continuous reclassification
improvement was 0.25 (95% CI 0.22-0.29) among patients with
RT-PCR–positive results and 0.33 (95% CI 0.30-0.36) among
patients with RT-PCR–negative results and the integrated
discrimination improvement was 0.08 (95% CI 0.07-0.08),
which also indicate that the accuracy of the diagnostic prediction
AI model significantly improved because of the addition of
pharyngeal images to the AI model with clinical information.

Table 1. Characteristics of the study participants with or without reverse transcription–polymerase chain reaction (RT-PCR)–confirmed influenza.

Participants in the validation stageParticipants in the training stageCharacteristics

RT-PCR test resultAll (n=659)RT-PCR test resultAll (n=7831)

P valueNegative
(n=463)

Positive
(n=196)

P valueNegative
(n=4098)

Positive
(n=3733)

.00834.5 (17.0)30.4 (18.6)33.3 (17.6)<.00134.5 (18.4)33.0 (18.5)33.8 (18.4)Age (years), mean (SD)

.54.54Sex , n (%)

227 (49.0)91 (46.4)318 (48.3)2043 (49.9)1887 (50.5)3930 (50.2)Male

236 (51.0)105 (53.6)341 (51.7)2055 (50.1)1846 (49.5)3901 (49.8)Female

.6728.7 (36.5)24.6 (10.8)27.5 (31.2)<.00133.8 (28.6)28.3 (20.6)31.2 (25.3)Time from onset (hours),
mean (SD)

<.00138.0 (0.8)38.6 (0.7)38.2 (0.8)<.00138.0 (0.9)38.6 (0.8)38.2 (0.9)Highest BTa before visit (°C),
mean (SD)

<.00188 (19.0)120 (61.2)208 (31.6)<.001833 (20.3)1687 (45.2)2520 (32.2)Close contact, n (%)

.09205 (44.3)73 (37.2)278 (42.2)<.0011625 (39.7)1248 (33.4)2873 (36.7)Recent influenza vaccination,
n (%)

.25202 (43.6)95 (48.5)297 (45.1)<.0011445 (35.3)1530 (41)2975 (38)Use of antipyretics, n (%)

Subjective symptoms , n (%)

.09347 (74.9)159 (81.1)506 (76.8)<.0012927 (71.4)3010 (80.6)5937 (75.8)Tiredness

<.001163 (35.2)96 (49)259 (39.3)<.0011538 (37.5)1823 (48.8)3361 (42.9)Appetite loss

.01223 (48.2)115 (58.7)338 (51.3)<.0011984 (48.4)2231 (59.8)4215 (53.8)Chill

.82146 (31.5)60 (30.6)206 (31.3)<.0011060 (25.9)1128 (30.2)2188 (27.9)Sweating

.12213 (46)103 (52.6)316 (48)<.0011743 (42.5)1992 (53.4)3735 (47.7)Joint pain

.36130 (28.1)62 (31.6)192 (29.1)<.0011086 (26.5)1276 (34.2)2362 (30.2)Muscle pain

.28277 (59.8)126 (64.3)403 (61.2)<.0012311 (56.4)2414 (64.7)4725 (60.3)Headache

.03276 (59.6)134 (68.4)410 (62.2).0012270 (55.4)2202 (59)4472 (57.1)Nasal discharge or con-
gestion

<.001223 (48.2)161 (82.1)384 (58.3)<.0012166 (52.9)3053 (81.8)5219 (66.6)Cough

.38314 (67.8)126 (64.3)440 (66.8).862575 (62.8)2353 (63)4928 (62.9)Sore throat

.0997 (21)30 (15.3)127 (19.3)<.001740 (18.1)558 (14.9)1298 (16.6)Digestive symptoms

Objective findings

<.00137.3 (0.8)37.9 (0.9)37.5 (0.9)<.00137.3 (0.8)38.0 (0.9)37.6 (0.9)BT at visit (°C), mean
(SD)

<.00190.9 (16.4)100.8 (18.6)93.8 (17.7)<.00190.3 (16.6)100.2 (17.7)95.0 (17.8)Pulse rate, mean (SD)

.00255 (11.9)8 (4.1)63 (9.6)<.001709 (17.3)529 (14.2)1238 (15.8)Tonsillitis, n (%)

.00722 (4.8)1 (0.5)23 (3.5)<.001109 (2.7)17 (0.5)126 (1.6)Tonsillar white moss, n
(%)

.0456 (12.1)13 (6.6)69 (10.5)<.001752 (18.4)540 (14.5)1292 (16.5)Tonsillar redness, n (%)

aBT: body temperature.
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Figure 2. Receiver operating characteristic curves of the diagnostic prediction models in the 5-fold cross-validation of the training data set. In the
figure, all combined indicates ensemble artificial intelligence (AI) model using pharyngeal images and clinical information; pharyngeal images only
indicates multiview convolutional neural network using multiple pharyngeal images; clinical information only indicates ensemble AI model without
pharyngeal image information. AUROC: area under the receiver operating characteristic.

Validation Stage
Figure S5 in Multimedia Appendix 1 shows the flowchart of
patient selection during the validation stage. In the validation
stage, we obtained informed consent from 706 patients with
influenza-like symptoms who visited one of 11 clinics or
hospitals between January 25, 2020, and March 13, 2020, which
comprised a safety analysis set. Of the 706 patients, 12 (1.7%)
felt nauseous during the examination when the pharyngeal
images were being captured, including 1 patient (0.1%) with
severe nausea for whom we did not complete the image-taking
procedure. In addition, 33 patients (4.7%) did not satisfy the
predefined criteria of the protocol for the full analysis set, mostly
because of the difficulties in saving pharyngeal images at the
study sites. Furthermore, 13 (1.8%) patients were excluded from
the automated image quality evaluation system that removed
low-quality pharyngeal images. Thus, we used the pharyngeal

images and clinical information of the remaining 659 patients
(mean age 33.3 years, SD 17.6 years; female patients: 341/659,
51.7%) for the validation stage analysis. Similar to the training
stage, compared with noncases, the RT-PCR–confirmed cases
yielded the following results: the average age was slightly lower;
the proportion of close contact and several subjective symptoms
(tiredness, chills, nasal discharge or obstruction, and cough)
was higher; and the temperature (both before the clinic or
hospital visit and on site) and pulse rate were higher, whereas
the proportion of tonsillar findings was lower (Table 1).

In the validation stage, the AUROC of the diagnostic prediction
AI model was 0.90 (95% CI 0.87-0.93). At a selected cutoff
point on the ROC curve (Figure 3), the sensitivity and specificity
were 76% (95% CI 70%-82%) and 88% (95% CI 85%-91%),
respectively, and the PPV and NPV were 73% (95% CI
69%-79%) and 90% (95% CI 87%-92%), respectively (Table
2).
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Figure 3. Receiver operating characteristic curve for the diagnostic prediction model in the validation data set. AI: artificial intelligence; AUROC:
area under the receiver operating characteristic curve.

Table 2. Validity of the artificial intelligence (AI)–assisted device compared with the gold-standard diagnosis of influenza virus infection based on
reverse transcription–polymerase chain reaction (RT-PCR).

Values, % (95% CI)Total, nInfluenza virus infection based on RT-PCR

NPVb, % (95% CI)PPVa, % (95% CI)True negativeTrue positive

Prediction by the AI-assisted devicec, n

N/Ad73 (67-79)20455149Positive

90 (87-92)N/A45540847Negative

N/AN/A659463196Total, n

N/AN/AN/AN/A76 (70-82)Sensitivity, % (95% CI)

N/AN/AN/A88 (85-91)N/ASpecificity, % (95% CI)

aPPV: positive predictive value.
bNPV: negative predictive value.
cAccording to the selected cutoff point on the receiver operating characteristic curve of the diagnostic prediction model of the AI-assisted device shown
in Figure 3.
dN/A: not applicable.

Additional Analysis
In our additional analysis, among the 200 randomly selected
patients (100 patients with RT-PCR–positive results and 100
with RT-PCR–negative results), the AUROC of the diagnostic
prediction AI model was 0.89 (95% CI 0.84-0.93), which was
higher than that of each of the 3 physicians (0.76, 0.73, and
0.74). It was also higher than that of the average prediction score
of the 3 physicians (0.79, 95% CI 0.73-0.85; Figure 4).

Figure S6 in Multimedia Appendix 1 and Figure 5 show
examples of the pharyngeal images and those highlighted using

the importance heat maps. An assessment of the importance
heat maps for the 200 patients (100 patients with
RT-PCR–positive results and 100 with RT-PCR–negative
results) conducted by 2 physicians showed that the proportion
of patients with AI model–highlighted images of follicles on
the posterior pharyngeal wall was significantly different between
the patients with RT-PCR–positive and RT-PCR–negative
results (73% vs 38%; P<.001), which suggests that the AI model
often focused on these parts (Figure S7 in Multimedia Appendix
1).
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Finally, our post hoc experiments suggested that the performance
of our final model (ie, the ridge regression ensemble model)
was superior or similar to (at least not inferior to) the
performance of each component model (Table S2 in Multimedia

Appendix 1). In addition, the backbone model proposed in our
final model was superior to various CNN backbones (Table S3
in Multimedia Appendix 1).

Figure 4. Receiver operating characteristic curves for the diagnostic prediction artificial intelligence model and 3 physicians. In the figure, AI indicates
ensemble AI model using pharyngeal images and clinical information. The AI model was the same as that used in the validation stage. However, the
AUROC was slightly different because of the small sample size used in the additional analysis. AI: artificial intelligence; AUROC: area under the
receiver operating characteristic curve. 3 physicians: average prediction score of the 3 physicians.

Figure 5. Examples of pharyngeal images (left) and those highlighted using the importance heatmaps (right). These importance heat maps show areas
in which the artificial intelligence (AI) model focused on differentiating between reverse transcriptase–polymerase chain reaction (RT-PCR)–positive
cases and RT-PCR–negative cases. In example A, the AI model focused on follicles. In example B, the AI model focused on the lateral pharyngeal
bands.
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Discussion

Principal Findings
In this study, we developed an AI-assisted diagnostic camera
using a diagnostic prediction model for influenza (Multimedia
Appendix 2). In the training stage, we found that the pharyngeal
images contributed significantly to the improvement of the
diagnostic prediction AI model compared with the clinical
information AI model. In the validation stage, the AUROC of
the diagnostic prediction AI model was 0.90 (95% CI 0.87-0.93),
with a sensitivity and specificity of 76% (95% CI 70%-82%)
and 88% (95% CI 85%-91%), respectively. In our additional
analysis, the AI-assisted camera performed better than the 3
physicians in predicting influenza. Furthermore, in the
importance heat maps, we found that the AI model often focused
on follicles to differentiate between patients with
RT-PCR–positive and RT-PCR–negative results.

Clinical characteristics associated with RT-PCR–confirmed
influenza infection among people with influenza-like symptoms
were examined in 2 previous studies [7,8]. Both studies
concluded that fever and cough were the best predictors of
influenza diagnosis. However, the sensitivity and specificity of
the combination of these 2 factors were suboptimal, at 78% and
55% in one study [7] and 64% and 67% in another study,
respectively [8]. In our study, considering the feature importance
of each variable in the LightGBM and CatBoost models (Figures
S3 and S4 in Multimedia Appendix 1), body temperature and
cough were highly ranked among clinical information, whereas
the feature importance of pharyngeal images was even larger
than the highly ranked clinical information.

Recently, several AI-assisted diagnostic prediction models have
been proposed for influenza diagnosis [19-22]. In a single-center
study from Japan, researchers reported a machine learning–based
infection screening system that incorporates a random tree
algorithm that uses vital signs [19]. The researchers reported a
sensitivity of 81% to 96% and NPV of 81% to 96% in their
training data sets (they did not report specificity and PPV);
however, they did not validate the performance of the model
outside the center. Researchers at the University of Pittsburgh
Medical Center Health System reported machine learning
classifiers for influenza detection from free-text reports of the
emergency department [20,21]. Among the 31,268 emergency
department reports from 4 hospitals, the AUROCs of the 7
machine learning classifiers for influenza detection ranged from
0.88 to 0.93 [21], which was better than an expert-built Bayesian
model [20]. These studies were also limited because
performance outside the health care system of the University
of Pittsburgh was unknown. More recently, a Korean study
reported an influenza screening system based on deep learning
using a combination of epidemiological and patient-generated
health data from a mobile health app [22]. However, the gold
standard in the study was the clinical diagnosis of influenza at
a clinic reported by app users instead of laboratory-confirmed
influenza. Notably, none of the previous studies included an
assessment of pharyngeal images in their diagnostic prediction
models [19-22]. The novelty of our study is that we have
developed the first AI-assisted diagnostic camera for influenza

and prospectively validated its performance through a Good
Clinical Practice-based clinical trial process.

We showed that pharyngeal images significantly improved the
discrimination and reclassification abilities of the diagnostic
prediction AI model. In addition, we considered the mechanisms
by which the AI model differentiated between true influenza
cases and noninfluenza cases using pharyngeal images. To the
best of our knowledge, there is no established approach to
quantitatively scale the regions of images on which the AI model
focuses. Indeed, most previous studies on AI-assisted diagnostic
cameras showed only representative images highlighted using
gradient-weighted class activation mapping or saliency maps
to speculate on the possible mechanisms of AI classification
[23-25]. In our study, we attempted to quantify these regions
by calculating the proportion of patients with images highlighted
by the AI model for each part of the pharynx among the patients
with RT-PCR–positive and RT-PCR–negative results.
Consequently, we found that the AI model mainly focused on
follicles on the posterior pharyngeal wall. Notably, this finding
is in line with previous case reports and case series that suggest
that the follicles on the posterior pharyngeal wall are specific
to influenza infection and are useful for the diagnosis of
influenza [26-29]. Physical examination, including visual
inspection of the pharynx, generally requires the experience of
individual physicians, and physical examination skills may vary
widely among physicians. Our study suggests that AI could
minimize the variation and may help to standardize physical
examination skills among physicians. In addition, when
attempting to discriminate between diseases, doctors may be
able to learn where to focus on their visual examination using
AI systems.

Limitations
Our study has some limitations. First, we recruited participants
with influenza-like symptoms from a large number of clinics
and hospitals in Japan to increase the generalizability of our
study. However, there may be a country or cultural difference
in terms of people with influenza-like symptoms seeking
medical care from health care providers. In Japan, with its
universal health care coverage, people have relatively easy and
timely access to clinics and hospitals compared with those in
other countries. Therefore, generalizing our findings to different
clinical care settings in different countries requires caution and
independent assessment. Second, our additional analysis of the
comparison between the AI-assisted diagnostic camera and the
3 physicians was not planned in the study protocols
(jRCTs032190120 and Pharmaceuticals and Medical Devices
Agency clinical trial identification code AI-02-01); however,
these physicians were blinded to the patients’ identifiers and
their RT-PCR results. Finally, in addition to pharyngeal images,
we collected as many relevant clinical variables (suggested in
previous large studies [7,8]) as possible to establish an accurate
diagnostic prediction AI model. However, there may be other
useful variables for the prediction of true influenza diagnosis
that we did not collect in our study. For example, in some
studies, researchers have suggested that the population-level
trend of influenza outbreaks in an area is useful for predicting
an individual patient’s influenza infection [22]. Further
improvement of the AI-assisted diagnostic camera by including
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additional variables, as well as an improvement of the AI models
to analyze pharyngeal images, is justified.

Conclusions
In conclusion, we developed the first AI-assisted diagnostic
camera for influenza and prospectively validated its high

performance. We found that the AI model often focused on
follicles, which confirmed previous case reports and series
suggesting that visual inspection of the pharynx would help in
the diagnosis of influenza infection.
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Abstract

Background: HIV testing rates in sub-Saharan Africa remain below the targeted threshold, and primary care facilities struggle
to provide adequate services. Innovative approaches that leverage digital technologies could improve HIV testing and access to
treatment.

Objective: This study aimed to examine the feasibility and acceptability of Nolwazi_bot. It is an isiZulu-speaking conversational
agent designed to support HIV self-testing (HIVST) in KwaZulu-Natal, South Africa.

Methods: Nolwazi_bot was designed with 4 different personalities that users could choose when selecting a counselor for their
HIVST session. We recruited a convenience sample of 120 consenting adults and invited them to undertake an HIV self-test
facilitated by the Nolwazi_bot. After testing, participants completed an interviewer-led posttest structured survey to assess their
experience with the chatbot-supported HIVST.

Results: Participants (N=120) ranged in age from 18 to 47 years, with half of them being men (61/120, 50.8%). Of the 120
participants, 111 (92.5%) had tested with a human counselor more than once. Of the 120 participants, 45 (37.5%) chose to be
counseled by the female Nolwazi_bot personality aged between 18 and 25 years. Approximately one-fifth (21/120, 17.5%) of
the participants who underwent an HIV self-test guided by the chatbot tested positive. Most participants (95/120, 79.2%) indicated
that their HIV testing experience with a chatbot was much better than that with a human counselor. Many participants (93/120,
77.5%) reported that they felt as if they were talking to a real person, stating that the response tone and word choice of Nolwazi_bot
reminded them of how they speak in daily conversations.

Conclusions: The study provides insights into the potential of digital technology interventions to support HIVST in low-income
and middle-income countries. Although we wait to see the full benefits of mobile health, technological interventions including
conversational agents or chatbots provide us with an excellent opportunity to improve HIVST by addressing the barriers associated
with clinic-based HIV testing.
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Introduction

Background
Identifying patients with undiagnosed HIV and preventing new
HIV infections remain critical public health issues. To reduce
HIV incidence, global strategies emphasize early diagnosis,
immediate treatment, and ongoing viral suppression for those
living with HIV [1]. Despite the expansion of HIV testing
services (HTSs) in sub-Saharan Africa, one-fifth of those aged
between 15 and 64 years remain undiagnosed. Men, adolescents
aged between 15 and 19 years, and adults aged ≥40 years
continue to be infected with HIV owing to HIV testing gaps,
which contribute to poor health outcomes and continued HIV
transmission [2,3].

South Africa’s health system is characterized by a quadruple
burden of communicable, noncommunicable, maternal and child
health, and injury-related disorders [4-7]. Primary health care
(PHC) facilities in South Africa grapple with screening,
initiating, and treating people with HIV, coupled with high
incidence of tuberculosis, high maternal and child mortality
levels, and growing burden of noncommunicable diseases [4,6].
As a result of the COVID-19 pandemic, facility-based HTS face
new barriers in South Africa and elsewhere [8,9]. Currently,
several approaches are promising in relieving some of the strain
PHC facilities face, including HIV self-testing (HIVST), Chronic
Medicines Dispensing and Distribution, community-based
adherence clubs, and quick pharmacy pickups [7,10-12].

Despite these critically important and valuable initiatives, we
suggest that, rather than incremental improvements within the
existing framework of primary care, what is required is a
reimagination of primary care that places digital services at the
entry point of the health system instead of relying exclusively
on human resources. Innovative approaches that leverage digital
technologies could benefit populations that are not currently
served by existing approaches. Although many of the benefits
of mobile health (mHealth) have not yet materialized as hoped,
the ubiquity of mobile phones, increasing availability of
point-of-care health devices and screening tests, ability to collect
and availability of large amounts of data about human behavior,
and advances in machine intelligence make this proposed
approach a possibility in the near future. HIV self-screening is
an excellent test case for nonhuman intervention in the PHC
system. Several issues with the current model of care deter
people from getting tested [9]. Routine HTS in South Africa
primarily uses a provider-based approach [13]. In this approach,
individuals must visit an HIV testing location, such as a hospital
or community center [9].

Although there have been gains in increasing access to HTS,
barriers to the uptake of facility-based HTS include stigmatizing
norms, discrimination from health care workers, distance to
health facilities, and direct and indirect service use costs
[9,14-17]. Innovative strategies to overcome these barriers will

be critical to achieving the Joint United Nations Programme on
HIV/AIDS 95–95–95 goals.

HIVST is a relatively new approach that provides an opportunity
to reach, test, and diagnose or prevent infection among
populations previously considered to be unreachable, even
during the COVID-19 pandemic, owing to people’s ability to
self-test at home [15]. The World Health Organization
recommends HIVST as an additional approach to provide HTS
to help close this testing gap by increasing access and
acceptability for HIV testing [13]. HIVST presents a private,
convenient, and confidential approach to providing HTS that
removes some of the barriers to routine HTS by allowing people
to collect their samples and receive their results in the privacy
of their homes, without interacting with a health care
professional [9]. HIVST also reduces costs and saves time for
the health delivery system and end user by triaging out the
patients who are HIV-negative [18-20]. To support the use of
HIVST in South Africa, guidelines for HIVST implementation
were issued by the National Department of Health in February
2018 [9]. However, there are several concerns related to HIVST,
such as lack of a formal pipeline for users to self-report their
results or be linked to care following the self-test, potential of
mental health risks associated with testing positive without
counseling support, potential inability of testers to cope with
their result, and that patients who undergo HIVST are less likely
to access care [21,22]. Strong mobile phone penetration in
low-income and middle-income countries has led to the
development of various mHealth interventions to complement
HIVST [23,24]. These include telephone hotlines, SMS text
messaging interventions, internet-based platforms, and mobile
apps. South Africa’s mobile phone penetration and access to
the internet is strong, with 89 (40%) of the households nationally
having a mobile phone. In KwaZulu-Natal, 87.5% of households
own mobile phones. Moreover, the national proportion of
households with internet access was 74.1% in 2020. In the same
year, 72.3% of households in KwaZulu-Natal had access to the
internet [25].

Exploration of conversational agents in a health care setting
suggests that users accept [21,22] and can form a working
alliance with [21] embodied conversational agents. Examples
of such agents include Florence, which was developed in the
United Kingdom by the National Health Services as a digital
solution for patient self-management and adherence through
user-friendly, intelligent messaging that improves health
outcomes—freeing up time and resources for clinicians and the
health care system [26]. In addition, there is Molly, an
empathy-based conversational platform developed by Sensely
Corporation for linking people to care and managing chronic
conditions, which is currently available in Japan, the Philippines,
the United Kingdom, and the United States [27]. In addition,
KOKO (developed by KoKo Incorporated) is a platform used
to manage mental health, which is currently available in the
United States [28]. In South Africa, mHealth apps developed
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to support HIVST and reporting include the AspectTM HIVST
app designed by SystemOne LLC [22] and the Ithaka mobile
app developed by Aviro Health [24]. These conversational
agents use a natural language understanding (NLU) engine to
understand and respond to human interaction. NLU makes it
possible to identify underlying user intents and enables the
extraction of context, meanings, and domain-specific entities
in users’ utterances. NLU typically identifies three aspects in a
sentence: (1) intent, which is done by mapping users’utterances
to a specific class that allows digital web-based assistants to
decide a response or action; (2) entities that illustrate important
information such as date, times, and locations; and (3) contexts,
which correspond to the context of the object the user is referring
to [29]. A chatbot’s accurate response to users’ input requires
combining these intents, entities, and contexts. Although there
is increasing interest in the use of NLU-driven conversational
agents in the health care context, the extent to which people
find them acceptable for different uses needs further evaluation.

Objective
In this study, we examined the feasibility and acceptability of
Nolwazi_bot, an isiZulu-speaking conversational agent designed
to support HIVST in South Africa. The work on Nolwazi_bot
began with the pilot study in 2017 [30], followed by a grant
application that was successful in 2020. Upon commencement
of data collection, there was already a trend in the development
of digital interventions to support HIV, which is continuing to
grow [31-35] owing to their agility and scalability because of
low implementation, long-term recurring costs, and opportunity
to reduce stigma and confidentiality concerns even among
hard-to-reach populations [36]. Some of the recent studies on
digital HIV interventions in South Africa [22,24] have been
conducted in inner-city Johannesburg, which is South Africa’s
largest city. This study was conducted using a community-based
approach in the rural Vulindlela subdistrict in KwaZulu-Natal
province. In South Africa, KwaZulu-Natal is the province with
the highest HIV prevalence, with evidence that uMgungundlovu
is one of the districts with the highest prevalence (30%) in the
country [37]. Given the different population of this chatbot
feasibility study compared with the others conducted in South
Africa, this study is the first to test a chatbot in a rural setting
that has high HIV prevalence in South Africa. This study is also
aiming to add to the literature that supports the idea that digital
innovations are highly acceptable across diverse settings.

Methods

Study Design
This cross-sectional pilot study was conducted from December
2020 to April 2021. A convenience sample of 120 consenting
adults were recruited from the Vulindlela subdistrict
(uMgungundlovu district) in KwaZulu-Natal, South Africa.
Recruitment was undertaken by a trained community outreach
team who spoke to the public about this study. Those interested
were screened against inclusion and exclusion criteria and then
brought to the Human Sciences Research Council’s Sweetwaters
office to provide consent and complete the study. Participants
were included if they had previously tested for HIV with a
human counselor at any time in their life, were aged ≥18 years,

resided in Vulindlela or a neighboring community, could use a
smartphone to chat with the Nolwazi_bot (chatbot), and were
able to provide written informed consent. Participants were
excluded if they did not meet the inclusion criteria, had any
condition that may have interfered with the testing process (such
as intoxication or poor vision), or reported being HIV-positive.
App feasibility is often assessed in a variety of ways. This study
assessed feasibility by considering the following three criteria:
(1) participants’ acceptance of using the app (the chatbot in this
study), (2) the participant’s ability to complete the task on the
app, and (3) the ability of the app to perform the required task
[38]. For this study, these criteria were operationalized as
follows: (1) the participants’ willingness to undergo an HIVST
guided by a chatbot, (2) the participants’ ability to interact with
the chatbot and follow the instructions of testing, and (3) the
chatbot’s ability to guide the participants to conduct HIVST
and interpret their results. We also explored the socioeconomic
status using the assets (electric stove, tap water, and car)
available at participants’ homes. We sorted individuals by the
asset index and established cutoff values for percentiles of the
population. Then, we assign households to a group based on
their value on the index. For expository convenience, we refer
to the bottom 40% as poor, the next 40% as middle, and the top
20% as rich [39].

Ethics Approval
Ethics approval was obtained from the Human Sciences
Research Council Research Ethics Committee (reference number
13/22/11/17). Trained study staff obtained written informed
consent from all study participants using an information sheet
and informed consent document approved by the Human
Sciences Research Council Research Ethics Committee. The
informed consent form was available in English and isiZulu.
Participants were given reimbursement of R150 (equivalent to
US $8.68) for their participation in the study.

Agent Development
The authors adapted a previous chatbot they had created using
dialogue flow. Several commercially available websites that
offered Natural Language Processing as a service were reviewed
for suitability. Criteria used in the evaluation of the offerings
were (1) integration with chat clients popular in South Africa
(such as WhatsApp, WeChat, and Telegram), (2) graphical user
interface for chatbot design and training, (3) ability to export
model for publication, (4) protection of personal information
regulatory compliance, and (5) offering webhook integration
to interface with other services and allow the addition of
anticipated future functionality. SnatchBot was selected, and
Nolwazi_bot was designed and built on SnatchBot according
to the Center for Disease Control’s guidelines for the provision
of HIV counseling and testing in a nonclinical setting [40]. The
content of the chatbot was reviewed by a nurse working at the
Human Sciences Research Council in English and isiZulu to
assess its compliance with the self-testing guidelines described
in the South African National HIV Testing Services Policy [41].
The content was also reviewed by bilingual translators at the
Human Sciences Research Council to ensure that the language
was culturally appropriate to use and easy to understand. The
development of Nolwazi_bot followed the principles of the
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SnatchBot platform (drag and drop and code-free design).
SnatchBot provides an in-built editor that can be used to develop
a simple or complex conversation with action buttons and
translations. In addition, SnatchBot allows designers to create
many interactions in relation with activities of the chatbot.
During development, we created interactions that describe the
predefined response patterns from the chatbot (including
messages, videos, graphs, etc) after a user has said something.
For example, in building an interaction between the chatbot and

the user to introduce themselves, we created an interaction called
welcome; if a person greets the chatbot it will reply with
predefined response, that is, welcome. In a similar way, many
other interactions were created, including name, bot selection
(selecting a counselor), goodbye, known HIV status, HIV test
results, and linkage to care, among others. Using SnatchBot,
we created a design consisting of interactions and subjects.
Figure 1 shows some part of the building scheme of
Nolwazi_bot.

Figure 1. The building scheme of Nolwazi_bot.

Nolwazi_bot was designed to have 4 personalities that users
could choose to be their counselor during the session. Of the 4
personalities, 2 were aged between 35 and 50 years (a
middle-aged man and a middle-aged woman), and the other 2
personalities were aged between 18 and 25 years (a man and a
woman in their youth). During the session, the older
personalities spoke more formally in isiZulu, whereas the
younger ones used a mixture of English and isiZulu.

Testing Procedure

Overview
The trained researcher obtained voluntary written informed
consent from the participants in a private room. Each participant
was temporarily provided with a Samsung J4 mobile phone
running Android 8.1.0, with the Telegram messaging app
preinstalled on the phone and an accompanying HIVST kit. The
sealed test kit contained an English brochure with instructions
for use as part of the standard packaging; however, the
participant was requested to perform HIVST by following the
isiZulu instructions on Nolwazi_bot and only use the instructions
on the HIVST kit if requested by the chatbot. Once the
participant was alone in the room, they opened the Telegram
messaging app, searched for Nolwazi_bot, and opened the
chatbot. Then, it greeted them and told them that they could
choose to speak to a human at any point during the conversation
by typing help, I need help, or please help. Then, the chatbot
introduced 4 people, one of whom they could choose as their
counselor for the session. Overall, 4 images were presented by
the chatbot, which included 2 young individuals (aged 18-25

years; 1 man and 1 woman) and 2 older individuals (aged 35-50
years; 1 man and 1 woman). Stock photos were used to represent
the personalities. For the young personalities, the language used
by the bot was more colloquial and a mixture of isiZulu and
English to represent how the young demographic group speaks
in the study community, and it is typical of what would be used
by young HIV counselors. For the older personalities, the
chatbot converses in professional isiZulu, which did not include
any English words.

The chatbot guided them through the conversations and
emphasized that they could choose not to test if they did not
feel comfortable or were not ready to test. Once they were ready
to test, the chatbot provided them with a link to a video about
using the kit and interpreting the result. The BioSure HIVST
kit (BioSure Ltd) was used for the study, as it is already
available and used in South Africa. Obtaining the sample takes
2 to 3 minutes, followed by a 15-minute waiting period for
results to be produced. Then, participants would interpret their
results alone and provide the app with their test results. A
status-neutral approach was used for testing, with participants
receiving a negative test result being asked if they wanted to
learn more about pre-exposure prophylaxis (PrEP) options in
the area. Participants who are HIV-positive were asked if they
needed assistance with disclosing the result to family, friends,
or their partner or if they required assistance in linking to care.
Participants were informed that they still needed to visit the
clinic to get tested again and confirm their positive result,
according to South African HIVST guidelines. Participants were
invited by Nolwazi_bot to take a picture of their test kit that
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confirmed their HIV-positive results and present it to the clinic
when they link to care. Figure 2 shows an example of the
interaction between the tester and Nolwazi_bot in the Telegram

messaging app. Following the test, the researcher asked the
participants to participate in a posttest survey.

Figure 2. Interaction between the tester and Nolwazi_bot in the Telegram messaging app.

Posttest Survey
A face-to-face, interviewer-led, posttest structured survey
(Multimedia Appendix 1) was conducted to obtain user feedback
on their experience with Nolwazi_bot. The posttest survey was
paper-based, and the pragmatic reason for having a paper-based
survey was that the researchers would have had to create a
separate survey bot, as the current bot was created for HIV
testing. The investigators had planned to use the system usability
scale by Brooke [42], which is a standardized scale for system
or product usability assessment. However, after reviewing the
scale, it was decided that considerable adaptation of the items
would be required for this study. Therefore, we decided to use
an adapted, unvalidated scale to assess usability. Unfortunately,
resources were not available to perform cognitive interviews or
other validation procedures before its use.

The posttest survey questions in this study were designed to
support the understanding of the user experience of HIVST
guided by a chatbot compared with a human counselor. Several
questions were dichotomous yes and no questions, one was a
Likert scale question, one was a scale question, and some were
asking participants to choose between 2 different options.
Participants were also asked open-ended questions regarding
their perception of how human the conversation felt, why they
preferred having a conversation with a particular sex, and the
advantages and disadvantages of the chatbot. Open-ended
questions were included in the study owing to the exploratory
nature of the study. All participants (120/120, 100%) were
invited to participate in the poststudy survey. Participants were

eligible to participate if they provided consent and had
completed the HIVST using the chatbot. All participants
(120/120, 100%) participated in the poststudy survey. After the
test and posttest survey were completed, the participants returned
the phone to the researcher, and the used HIVST kits were
disposed according to guidelines.

Data Analysis
All data extracted from the survey questionnaire (paper-based)
and downloaded from the counseling chatbot were entered into
the SPSS (version 25.0; IBM Corp) software. Exploratory
descriptive statistics including frequencies and proportions were
generated for demographic information, questions about HIV
testing, chosen counselor, and HIV status, and PrEP information
was described using frequencies and percentages. The
open-ended questions were coded into ATLAS.ti and analyzed
thematically. The qualitative data provided categories that
supported the quantitative responses and allowed for better
understanding of the participants’ quantitative responses. For
example, there was a question that asked participants “did it
feel like a real person was replying?” We produced counts of
the number of people who reported that the chatbot was similar
to a real person; then, a follow-up qualitative question asked
why it felt similar to a real person or why it did not feel similar
to a real person. These qualitative responses were then used to
provide themes to support the realness of the chatbot. A
chi-square test was used to assess associations between
categorical variables.
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Results

Overview
Between December 2, 2020, and April 9, 2021, we screened
126 participants for the study, of whom 4 (3.2%) were not
eligible owing to reported known HIV-positive status and 2
(1.6%) were not able to use a smartphone. A final sample of
95.2% (120/126) of participants aged 18 to 47 years, with
median age of 24 (IQR 21.8-28) years, performed HIV self-test
using the Nolwazi_bot. The sample was approximately equally
divided across sexes. Overall, two-thirds of the participants
(81/120, 67.5%) had secondary or high school education, and
92.5% (111/120) had tested more than once with a human
counselor before testing with the chatbot. Up to 37.5% (45/120)

of the participants chose a woman aged between 18 and 25 years
to have a counseling session with. Participants conducted HIVST
guided by the chatbot, and 17.5% (21/120) of them tested
positive. These participants were provided with a referral to
visit their preferred nearest clinic for a confirmatory test and
linked to care. Thereafter, the community outreach team at the
Human Sciences Research Council conducted follow-ups to
check their linkage to care. Participants who tested negative
were offered the option to learn more about PrEP, and 82.8%
(82/99) of them wanted to know more about PrEP. Many
participants (49/120, 40.8%) were from middle socioeconomic
background, followed by poor socioeconomic background
(48/120, 40%). There were no differences in responses by
participants across variables when comparing HIV status.
Further demographic data are presented in Table 1.

Table 1. Demographics characteristics of participants (N=120).

Value, n (%)Characteristics

Sex

61 (50.8)Male

59 (49.2)Female

Education

2 (1.7)Primary school

81 (67.5)Secondary or high school

33 (27.5)Tertiary institution

4 (3.3)None

Times tested for HIV

9 (7.5)1

47 (39.2)2-5

28 (23.3)5-10

36 (30)>10

Chosen counselor (age [years]; sex)

26 (21.7)18-25; male

45 (37.5)18-25; female

24 (20)35-50; male

25 (20.8)35-50; female

HIV test outcome

99 (82.5)Negative

21 (17.5)Positive

SESa

48 (40)Poor (lower 40%)

49 (40.8)Middle (middle 40%)

23 (19.2)Rich (upper 20%)

Response to question about whether they would like to know about PrEPb (n=99)

82 (83)Yes

17 (17)No

aSES: socioeconomic status.
bPrEP: pre-exposure prophylaxis.
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Chatbot Experience
After completing HIVST guided by the chatbot, participants
were asked to assess the experience of undergoing HIV testing
with the assistance of a chatbot compared with that of a human
counselor. Of the 120 participants, most participants (n=95,
79.2%) indicated that their HIV testing experience with a chatbot
was much better than that with a human counselor, 14 (11.7%)
felt that the experience was approximately the same, and 7
(5.8%) felt that the experience was slightly better. Overall, 1.7%
(2/120) of the participants felt that the experience was much
worse than that with a human counselor.

Realness of Chatbot Conversations
Participants were asked whether they felt the counseling support
they received during their testing to be similar to that obtained
while talking to a real person. Of the 120 participants, 93
(77.5%) participants reported that they felt as if they were
talking to a real person because the responses were in a tone
that they would normally experience when talking to a person
and the choice of words was similar to what they use in daily
conversations. Other participants felt that the answers were
correct and followed the order of pretest and posttest counseling
that they usually participate in at clinics and hospitals. Of the
120 participants, 15 (12.5%) participants said that the counseling
session did not feel as if they were chatting with a real person,
citing that the chatbot replies were quicker than how people
would respond, they did not have an opportunity to ask other
questions and had to stick to the conversation, and they had to
read all the chatbot responses with no option to use voice to
record their own responses. Overall, 10% (12/120) of the
participants did not respond to the question.

Advantages of Chatbot-Supported HIVST Compared
With Testing With a Human Counselor
Participants were asked to provide the advantages of
chatbot-supported HIVST compared with testing with a human
counselor, if they felt they were any. Participants provided many
responses; the responses were grouped into 5 broad categories
that captured the responses. Of the 120 participants, 28 (23.3%)
said that the chatbot provided them with a safe space.
Participants mentioned that they do not feel vulnerable and
exposed, which makes it easy to communicate with confidence
and honesty, without fearing the counselor. The chatbot allows
testers to answer questions in comfort without having to think
about the other person (as there is no other person), and it allows
testers to carefully answer in their own time, without having to
worry about wasting a (human) counselor’s time. Participants
also mentioned that the bot does not criticize or judge them
based on their sexual activity, which makes them feel safe, and
they have time to adjust to the counseling session without the
nurse being in a hurry to see the next client.

Of the 120 participants, 27 (22.5%) participants reported that
an advantage of the chatbot is that it offered HIV testing and
counseling (HTC) that is confidential, because there would not
be any unintended disclosure as only they will know their HIV
test outcome, whereas at the clinic, it is possible for a nurse to
talk to someone about a person’s status. Of the 120 participants,
15 (12.5%) participants said that the advantage of the chatbot

was its functionality; they mentioned that the chatbot asked the
right questions and the counseling was conducted in an
empathetic and polite manner and educated them about things
they did not know, such as acute HIV infection, PrEP, and
information about viral suppression for individuals who are
HIV-positive. Of the 120 participants, 12 (10%) participants
said that the chatbot was efficient. Participants mentioned that
it is fast and saves a lot of time, given that it can work at a fast
pace if desired, unlike a human counselor, who will decide the
pace of the HTC. In addition, participants indicated that they
do not have to spend the (usual) entire day at a clinic to know
their results; instead, in 30 minutes, they can know their status
and take the next steps. Of the 120 participants, 9 (7.5%)
participants felt that the chatbot was easy to use, and they
indicated the following:

It is very easy to use, less stressful very
understandable, it is the best and very advanced
product one could ever wish for.

Participants also indicated that chatbot-assisted HIVST is a
good approach to HTC owing to the prevalent high use of cell
phones and, in particular, social media. Of note, 24.2% (29/120)
of the participants did not have any advantages to provide when
asked about their chatbot experience.

Disadvantages of Chatbot-Supported HIVST
Compared With Testing With a Human Counselor
Participants were also asked to provide the disadvantages they
noticed when using the chatbot in comparison with performing
HTC with a human. Of the 120 participants, 11 (9.2%)
participants said that the chatbot lacked empathy in comparison
with a human counselor. Furthermore, participants said that if
they test HIV-positive, they could kill themselves because they
will not receive the same comfort as provided by a real
counselor. Moreover, participants indicated that if they exhibit
suicidal ideations, the chatbot will not be able to intervene, and
they would, in this instance, need to talk to a human counselor
as the chatbot would not be able to provide verbal comfort,
show feelings, or provide physical comfort such as a hug.
Another disadvantage mentioned by 5% (6/120) of the
participants was that the conversation with the chatbot was
unidirectional. These participants indicated that they felt they
could not ask questions during the counseling session. It is worth
mentioning that none of the participants (0/120, 0%) elected to
speak to a human counselor despite being informed that they
could do so at any point during their session. Another point
made by participants regarding the unidirectional conversation
was that the chatbot will not change its response, even if the
response is deemed to be unsatisfactory. Of the 120 participants,
4 (3.3%) participants reported the disadvantage of it being easy
to make a mistake when chatting with a chatbot, as some may
not be able to follow the instructions correctly and,
consequently, make a mistake with the interpretation of their
HIV results. Interestingly, 82.5% (99/120) of the participants
did not have any disadvantages to provide when asked about
their chatbot experience.
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Counselor Preference
Chatbot-supported HTC compared with human HTC was
evaluated on a scale of 1 to 10, with 1 being terrible and 10
being brilliant. Of the 120 participants, 12 (10%) participants
did not respond to this question. Among those who responded,
the average score was 9.32 (SD 1), with minimum score of 6
and maximum score of 10. Preference for the counselor among
the participants was assessed. The participants were asked
whether they would prefer a male or female conversational

agent and the reason for their choice (Table 2). Of the 120
participants, 45 (37.5%) chose a young female counselor.
Stratified by sex, the results reveal that a low proportion of male
participants chose a female counselor aged between 35 and 50
years and a low proportion of female participants chose a male
counselor. A chi-square test of association shows some evidence
of association between the participant’s sex and the sex of the
chosen conversational agent (P=.01). This finding revealed that
both male and female participants were more likely to select a
counselor who was young and of the same sex.

Table 2. Preference for counselor among the participants (N=120)a,b.

Total, n (%)Participant sex, n (%)Counselor chosen (age [years]; sex)

FemaleMale

26 (21.7)10 (8.3)16 (13.3)18-25; male

45 (37.5)27 (22.5)18 (15)18-25; female

24 (20)6 (5)18 (15)35-45; male

25 (20.8)16 (13.3)9 (7.5)35-50; female

aχ2
3=11.1.

bP=.01.

Discussion

Principal Findings
Acceptance of an HIV self-test using the Nolwazi_bot was
assessed in 120 participants. This entailed an assessment of
participants acceptance of performing HIVST guided by a
chatbot, participants’ ability to interact with the chatbot and
follow the instructions of testing, and the chatbots’ ability to
guide the participants to conduct HIVST and interpret their
results.

This study is one of the first investigations of an mHealth
chatbot in South Africa to self-report HIVST results as an
outcome outside of a clinical setting. The findings from this
study have established that participants showed high
acceptability of the chatbot, while also identifying challenges
that can be targeted for improvement. The results suggest that
some strengths of the chatbot are that it removed time constraints
(which is common with a human counselor) and it was
empathetic, polite, and educational. Weaknesses of the study
include that the almost instantaneous responses of the chatbot
were a reminder that it was not human; however, this speed was
also noted as an advantage by some participants as it saved time,
and 77.5% (93/120) of the participants reported that they felt
as if they were talking to a real person. Moreover, the fact that
the chatbot was not human was mentioned as an advantage, as
the process was viewed as nonjudgmental.

Strengths of the HIVST Chatbot
Regarding the strengths of the chatbot, an advantage that was
mentioned by participants was that they did not feel pressured
for time while interacting with the agent, as it allowed testers
to carefully answer in their own time and comfort, given that
they did not have to worry about wasting another person’s time,
especially that of a busy health care worker. In South Africa, a
contributing barrier to HIV testing may be rushed HIV

counseling services, owing to high patient loads and inadequate
facilities [43]. The chatbot may offer an acceptable alternative,
which may encourage individuals to conduct HIV testing, who
may otherwise not have tested owing to rushed interactions with
a health care worker.

Further strengths of the chatbot were illustrated by some
participants (15/120, 12.5%) indicating that an advantage of the
chatbot was its functionality. These participants highlighted
that the chatbot asked the right questions and the counseling
was conducted in an empathetic and polite manner and educated
them about things they did not know, such as acute HIV
infection, PrEP, and information about viral suppression for
individuals who are HIV-positive. This finding is of particular
importance when considering that 68.3% (82/120) of the
participants who tested negative wanted to know more about
PrEP.

Another strength that was mentioned was the fast pace of the
chatbot agent, as several participants (12/120, 10%) noted that
the process can take a mere 30 minutes in comparison with what
could take a full day at a PHC clinic. Moreover, another strength
of the chatbot that was highlighted by the participants was the
perceived safety of the interaction, given that a chatbot would
not make any judgments based on their sexual activity.
Therefore, chatbots could offer a suitable alternative solution
to PHC testing, given that waiting times and issues of privacy
have been reported to be barriers to HIV testing in men, who
are known to be less-frequent users of public health facilities
[44].

Perhaps related to privacy and judgment regarding sexual
activity, of the 4 options that participants had for a counselor
(man aged 18-25 years, woman aged 18-25 years, man aged
35-50 years, and woman aged 35-50 years), most participants
(45/120, 37.5%) selected the woman aged between 18 and 25
years. Interestingly, 40.8% (49/120) of the sample selected an
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older counselor in comparison with the 59.2% (71/120) of
participants who selected a young HIV counselor. Given that
97.5% (117/120) of the participants were aged <35 years, it was
hypothesized that most participants would prefer a young
counselor. Some participants reported that a reason for the
selection of an older counselor was the perception that with
increased age, there is increased wisdom, which in turn would
benefit the recipient of counseling. Given the limited sample
size, no concrete conclusions can be drawn beyond these simple
observations. Of significance for this study is that most
participants (93/120, 77.5%) reported that their HIV testing
experience with a chatbot was much better than that with a
human counselor. Considering the abovementioned human
resource limitations in the South African health care system,
using mHealth tools in HIVST could contribute to alleviating
the current demands on the health care system. Although further
studies and development are still required to understand the
potential uses, legal implications, and impact of conversational
agents in health care, the data suggest that with improvement,
chatbots may be able to provide public health screening not
only for chronic infectious diseases (such as HIV) but also for
noncommunicable diseases (such as diabetes and hypertension)
in low-resource settings.

Weaknesses of the HIVST Chatbot
If one looks at the weaknesses of the chatbot, a disadvantage
that was illustrated in the results is that the chatbot replied very
fast, and therefore, the responses were said to be not human-like.
This was mentioned as a disadvantage by 12.5% (15/120) of
the participants. The same finding was noted in a similar study
using the less-advanced Nolwazi_bot mHealth counseling agent
[30]. With further programming, this perceived disadvantage
can be overcome. For example, the chat agent responses could
be made to be more human-like by delaying how quickly a
response is sent and simulating slow (human-like) typing speeds.
However, it may be worthwhile to give participants the option
at the beginning of the conversation to indicate whether they
are in a rush, as several participants (12/120, 10%) indicated
that an advantage of the HIVST process with the chatbot was
that it was a quicker process than that ordinarily done with a
human counselor, and a contributing factor to this speed would
be the almost immediate response time from the chatbot.
Furthermore, the perceived disadvantage of rapid responses was
only noted by a minority of the participants, and it should be
noted together with the finding that 77.5% (93/120) of the
participants reported that they felt as if they were talking to a
real person.

Despite the apparent advantages of the HIVST chatbot in
comparison with a human counselor, it is necessary to be
cognizant that artificial intelligence is limited in its ability to
weigh competing personal values and to be conscientious [45].
Parviainen and Rantala [46] argue that the intelligence of
chatbots cannot assess emergency health situations and may
cause harm owing to the lack of knowledge of personal factors
associated with specific patients. This is particularly pertinent
when one considers the range of emotions that one may be
experiencing upon receiving an HIV-positive result.

Nevertheless, when one considers that an individual may not
go to a clinic for an HIV test owing to fear related to stigma,
long waiting cues, or other concerns, it would be more beneficial
for someone to perform a home HIV test with an mHealth
conversational chatbot than to not test and not be aware of their
(potential) HIV-infected status.

Limitations and Strengths
The study has several limitations. First, the generalizability of
the findings is limited because convenience sampling was used,
and participants were recruited from 1 subdistrict of
KwaZulu-Natal. It would be beneficial for similar studies
conducted in the future to have a large sampling frame to
improve the generalizability of the findings. Second, another
limitation to generalizability is that only 1 HIVST kit was used;
therefore, these results cannot be generalized across all HIVST
kits. Future studies would benefit from using several HIVST
kits. Third, most participants (103/120, 85.8%) were aged <30
years, which may have increased the acceptability and ease of
navigation of the chatbot, as young individuals are likely to
have more technological skills than older age groups. Fourth,
the chatbot was only tested on a Samsung phone and Telegram.
This may not reflect the usability of the chatbot on other phones
and platforms such as WhatsApp, which has a higher download
rate on Google Play in South Africa than Telegram. Fifth, recent
studies have developed validated data collection methods to
determine the usability of mHealth tools [47]. The last limitation
of the study is that the authors used an adapted, unvalidated
scale to assess usability. Unfortunately, resources were not
available to perform cognitive interview or other validation
procedures before its use. The results from the study-specific
questions of this study may not be replicable in similar settings,
as (to the best of our knowledge) there are no validated data
collection tools to assess the acceptability and feasibility of
mHealth for HIVST.

The study had some strengths. First, 92.5% (111/120) of the
participants have completed ≥2 HIV tests with a human
counselor, which can be argued to contribute to the face validity
of the abovementioned results, as the participants can be said
to be well placed to compare the chatbot with a human counselor
and therefore determine the strengths and weaknesses of the
chatbot in relation to a human counselor. Second, the sample
included a good representation of participants with various
levels of education, including tertiary level, secondary or high
school level, primary school level, and even no education. Third,
the sample had a good representation of both men and women
with the distribution being approximately balanced.

Conclusions
Although we wait to see the full benefits of mHealth,
technological interventions including conversational agents or
chatbots provide us with a good opportunity to improve HIVST,
by addressing some of the barriers faced by both facilities and
patients. The study provides insights into the potential of digital
technological interventions to support health to improve HIVST,
by addressing the barriers associated with clinic-based HIV
testing.
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Abstract

Background: Social media provides a potential avenue for genetic counselors to address gaps in access to reliable genetics
information for rare disease communities. However, only limited research has examined patient and family attitudes toward
engaging with genetic counselors through social media.

Objective: Our study assessed the attitudes of members of rare disease social media groups toward engaging with genetic
counselors through social media, characteristics associated with greater interest, and the benefits and potential pitfalls of various
approaches to such engagement.

Methods: We conducted a mixed methods survey of patients and family members recruited from a systematic sample of rare
disease Facebook groups. Patient characteristics and their associations with interest in engagement with genetic counselors were
evaluated using univariate and bivariate statistics. Responses to open-ended questions were analyzed using thematic content
analysis.

Results: In total, 1053 individuals from 103 rare disease groups participated. The median overall interest in engaging with
genetic counselors on social media was moderately high at 7.0 (IQR 4.0-9.0, range 0-10). No past experience with a genetic
counselor was associated with greater interest in engaging with one through social media (µ=6.5 vs 6.0, P=.04). Participants
expressed greatest interest (median 9.0, IQR 5.0-10.0) in engagement models allowing direct communication with genetic
counselors, which was corroborated by the majority (n=399, 61.3%) of individuals who responded to open-ended questions
explicitly stating their interest in 1-on-1 interactions. When asked what forms of support they would request from genetic counselors
through social media, participants desired individualized support and information about how to access services. However,
participants also expressed concerns regarding privacy and confidentiality.

Conclusions: Patients and family members in rare disease social media groups appear interested in engaging with genetic
counselors through social media, particularly for individualized support. This form of engagement on social media is not meant
to replace the current structure and content of genetic counseling (GC) services, but genetic counselors could more actively use
social media as a communication tool to address gaps in knowledge and awareness about genetics services and gaps in accessible
patient information. Although encouraging, concerns regarding privacy and feasibility require further consideration, pointing to
the need for professional guidelines in this area.

(J Med Internet Res 2022;24(12):e42084)   doi:10.2196/42084
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Introduction

Over 10,000 different rare diseases collectively affect an
estimated 300 million people worldwide [1]. Approximately
70% of these rare diseases are genetic in etiology, and 80%
have symptoms that emerge in childhood [2]. Patients with rare
diseases typically experience long delays in diagnosis due to
providers’ lack of familiarity with these conditions and limited
access to diagnostic testing [3]. Although genomic technologies,
such as exome and genome sequencing, continue to identify
both new and existing rare genetic disorders, these advances
have rapidly outpaced the availability of genetic testing (GT)
services [4,5]. Additionally, even after diagnosis, patients report
significant challenges in accessing reliable and patient-friendly
information about their disease, including prognosis, natural
history, and management [6]. As the field of genomics continues
to expand, new strategies will be needed to increase access to
genetics services for the large and heterogenous population of
patients with rare diseases.

Genetic counselors are particularly well positioned to address
the informational, social, and emotional needs of patients with
rare genetic diseases and their family members [7,8]. Trained
in both the clinical implications of genetics and patient- and
family-centered communication, genetic counselors are in an
ideal position to disseminate accessible information about rare
genetic diseases to patients, families, and patient communities
[9,10]. However, limited availability of genetic counselors is
an ongoing challenge. Although there are an estimated 7000
genetic counselors currently practicing worldwide, over 60%
of these counselors practice in North America [11]. Even within
the United States, the demand for genetic counselors is placing
immense pressure on the workforce [12,13]. Although the field
is working to train new genetic counselors to meet the rapidly
growing global need, responding to this demand will also require
creative and efficient service delivery models [14].

One potential strategy for disseminating information to large
numbers of genetics patients on a global scale is through social
media [7]. Social media provides an accessible tool for
individuals to connect with one another and share information
and support, including around health and illness [15-17].
Individuals impacted by rare diseases and their family members
are particularly active on these platforms for multiple reasons,
including for social and emotional support from those
experiencing similar conditions worldwide and to fill in gaps
in information about their rare disease due to local providers’
limited exposure to their condition or limited available research
in general [10,18,19]. Further, a recent study suggested that
patients and family members may be interested in using social
media to receive general information about GC and genetics
services. However, they also suggest concerns about maintaining
privacy and confidentiality in the group environment [9].
Additional information is needed to understand attitudes toward
engaging with genetic counselors through social media in the
broader rare disease community, how to structure such
interactions to balance patient preferences regarding privacy

and access, and who might benefit from interactions with genetic
counselors on social media platforms.

To address this gap, we conducted a survey of patients with rare
genetic diseases and their family members using a systematic
sampling structure to include a broad range of rare diseases.
We intentionally focused recruitment on current social media
users to better understand the benefits and barriers specific to
genetic counselor interactions in this context. Here, we report
our findings on participants’ attitudes toward engaging with
genetic counselors through social media, individual
characteristics associated with greater interest in engagement
with genetic counselors, and the perceived benefits and
drawbacks of various approaches to engaging with genetic
counselors in this context.

Methods

Study Design
We conducted an online survey from October to December 2021
of patients with rare diseases and their family members
participating in social media support groups identified from a
systematic sample of rare diseases.

Ethical Considerations
All study procedures were approved by the Stanford University
School of Medicine Institutional Review Board (IRB protocol
no. 61783).

Sampling and Participant Recruitment
Studies of patients with rare diseases often include only a small
subset of the more common rare diseases (eg, cystic fibrosis,
amyotrophic lateral sclerosis, and Huntington disease) [20]. To
address this limitation of the current literature, we used a
systematic approach to identifying and recruiting participants
from a broad range of rare diseases.

Identifying Rare Diseases
To recruit patients with rare diseases and their family members,
we selected a random sample of rare diseases from the Orphanet
database, stratified by disease prevalence [21,22]. Nearly 85%
of rare diseases listed in Orphanet are “ultra-rare” (defined as
having a prevalence of <1 in 1,000,000), but an estimated 80%
of the population burden of rare diseases is attributable to only
4% of rare diseases that are more “common-rare” diseases
(defined as having a prevalence of 1-9 in 1,000,000 or greater).
To ensure inclusion of both common-rare and ultra-rare diseases,
we oversampled for common-rare diseases from Orphanet.
Additional parameters were based on estimates that
approximately 70% of Orphanet diseases are genetic in etiology
and that 30% of ultra-rare diseases and 70% of common-rare
diseases are expected to have a Facebook group [2,23]. Based
on these estimates, we selected a stratified random sample of
1200 rare diseases with the expectation of identifying a
Facebook group for at least 400 different rare diseases and
enrolling participants from 100 of the identified groups. After
selecting this sample of 1200 rare diseases, we screened each
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disease on rare disease databases to only include rare diseases
with a known or suspected genetic etiology based on information
provided by organizations, such as the National Organization
of Rare Disorders [24] and GeneReviews [25].

Identifying Social Media Groups
To identify social media groups for our list of rare genetic
diseases, we used Facebook, the largest social media platform
available and on which rare disease groups are known to be
active [23]. Using a dedicated, study-specific Facebook account
for the study’s principal investigator (author MCH), we searched
each identified disease in our sample using both the disease’s
primary name and up to 5 alternative names listed in Orphanet.
Eligibility criteria for groups included (1) categorized as a group
on Facebook and (2) explicitly focused on an eligible rare
disease per the public group description. If more than 1 group
was identified for a single disease, only the group with the
largest number of members was included. For ultra-rare diseases
with multiple subtypes, umbrella groups covering more than 1
subtype were reviewed and included if the specific subtype was
named in the group description (eg, autosomal dominant optic
atrophy [ADOA] as the umbrella group for the diseases ADOA
Kjer-type and ADOA-plus type).

Participants and Procedures
To recruit participants, a member of the study team contacted
up to 3 moderators or administrators of each identified Facebook
group via private message. If moderators and administrators
agreed to post the survey link to the group, they were provided
with the IRB-approved recruitment language and survey link
to share with their group members. We attempted to contact
each Facebook group up to 3 times over a 6-week period, and
all groups that agreed to post the survey had access to an active
survey link for a minimum of 3 weeks. Participant eligibility
criteria included (1) aged 18 years or older, (2) able to read and
write in English, and (3) self-identified as either a patient with
a rare disease or a family member of a patient with a rare
disease. All included groups were associated with a disease with
a known genetic component. However, a subset of individuals
with a recognized genetic disease may be diagnosed clinically,
without a molecular diagnosis. All patients and their family
members within the identified groups were eligible for
participation regardless of whether they had a confirmed
molecular diagnosis.

Measures
The survey instrument was developed through an iterative
process. Structured questions were drawn from previously
published studies whenever possible and included additional
measures not represented in the analysis later (see Multimedia
Appendix 1). All new items were developed based on the
existing literature [9,10] and were pretested with patients with
rare diseases prior to dissemination. The measures in the analysis
included (1) sociodemographic characteristics [26,27], (2)
self-reported interest in engaging with genetic counselors
through social media [9], (3) prior access to and experience with
GC and GT [9,28,29], and (4) frequency of social media use
and self-reported perceived social connectedness [30]. In
addition, we presented 4 proposed models for how engagement

with genetic counselors through social media could be structured
and asked participants to rate their interest in each on a scale of
0-10, with 10 indicating maximum interest. These models were
developed to explore participants’ attitudes toward varying
approaches to engagement with increasing levels of direct access
to a genetic counselor. The model “minimal engagement”
involved the genetic counselor sending information and
resources through the moderator, with no direct interaction with
other group members. The model “moderate engagement”
involved bidirectional communication between the genetic
counselor and the moderator only. “Enhanced moderate
engagement” involved the genetic counselor joining the group
directly but providing only information and resources. Finally,
“maximum engagement” involved the genetic counselor joining
the group and engaging in bidirectional communication with
all group members. Four open-ended questions also were
included to elicit participant perspectives on the benefits and
drawbacks of these different models. The survey was distributed
using Qualtrics software (Qualtrics).

Finally, data on rare disease social media group characteristics
were extracted from publicly available Facebook information
(eg, size of group, activity within group), and additional data
on each rare disease represented in the final sample were
extracted from Orphanet (eg, disease classification, inheritance
pattern, age of onset). We integrated the social media and rare
disease characteristics into individual participant-level data.

Data Analysis
We used R version 4.1.1 (R Core Team and the R Foundation
for Statistical Computing) [31] for quantitative analyses and
Microsoft Excel (Microsoft Corporation) for qualitative analysis.
Descriptive analyses were performed for all variables using
means and SDs to describe normally distributed variables and
medians with IQRs for all nonnormally distributed variables.
Participants’ reported connectedness to their social media group
was summarized as a mean social media connectedness score
based on 3 questions representing how connected participants
felt to their rare disease group on a 5-point Likert scale from 1
(strongly disagree) to 5 (strongly agree).

Our primary comparative analysis was designed to test a series
of hypotheses to investigate whether certain participant, social
media group, and rare disease characteristics were associated
with overall interest in engaging online (primary outcome
variable). To do this, we first performed bivariate analyses
(Welch 2-sample t tests and ANOVA) to examine the
relationship between each hypothesized predictor and the
primary outcome variable. We planned to conduct a
multivariable analysis (linear regression) if more than 1
independent variable was associated with the primary outcome
variable with P<.10. However, bivariate analyses resulted in
only 1 potential predictor of increased interest in engagement,
so we did not perform the planned multivariate analysis.

Responses to open-ended survey questions were analyzed using
a thematic content analysis approach. Two team members
reviewed the data and developed a draft codebook based on
themes the team determined to be most prevalent in the data.
We conducted multiple rounds of codebook revision to ensure
high interrater reliability (>90% agreement) and then applied
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codes to the full data set (Supplementary Table 1 in Multimedia
Appendix 2) [32]. We calculated frequencies for each code by
question and identified exemplary quotes for each code.

Results

Social Media Group Member Characteristics
A total of 1053 eligible individuals from 103 Facebook groups
responded and completed at least 1 survey question following
screening (Figure 1). Of note, our final sample included
participants with common-rare diseases at rates proportional to
population estimates (n=820, 77.8% in our sample vs 80%

population estimate). Over half (n=660, 62.7%) of participants
self-identified as an adult patient with a rare disease and 37.3%
(n=393) as the family member of a patient with rare diseases.
Participants had a median age of 43 years (IQR 35-52) and were
predominantly non-Hispanic (n=982, 93.3%), White (n=957,
90.9%), and female (n=868, 82.4%). Approximately one-quarter
(n=287, 27.3%) of participants lived outside the United States.
Additional individual participant characteristics are provided
in Table 1 and Supplementary Table 2 in Multimedia Appendix
2; additional participant, rare disease, and social media group
characteristics are provided in Supplementary Table 1 in
Multimedia Appendix 2.

Figure 1. Creation of a systematic random sample of rare diseases included in this study. Note: One group was not contacted because the term “rare
disease” was inconsistent with how members of the community identified, as described on the Facebook group’s public description.
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Table 1. Select social media group member demographics (N=1035).

ParticipantsCharacteristics

Group, n (%)

660 (62.7)Patient

393 (37.3)Family member

43 (35-52)Age (years), median (IQR)

Gender, n (%)

868 (82.4)Female

153 (14.5)Male

13 (1.3)Other

19 (1.8)Missing

Hispanica, n (%)

982 (93.3)No

59 (5.6)Yes

12 (1.1)Missing

Racea, n (%)

957 (90.9)White

28 (2.7)Black or African American

60 (5.7)Asian or Asian American

18 (1.7)American Indian or Alaskan Native

2 (0.2)Native Hawaiian or other Pacific Islander

27 (2.6)Some other race

15 (1.4)Missing

Location, n (%)

615 (58.4)United States

287 (27.3)Outside the United States

151 (14.3)Missing

Highest level of education, n (%)

11 (1.0)Less than high school

129 (12.3)High school or General Educational Development (GED)

265 (25.2)Some college or associate degree

300 (28.5)Bachelor’s degree

299 (28.4)Advanced or graduate-level coursework or degree

49 (4.7)Missing

Household incomeb (US $), n (%)

80 (7.6)≤25,000

170 (16.1)25,001-50,000

252 (23.9)50,001-100,000

388 (36.8)100,001-200,000

114 (10.8)Prefer not to say/don’t know

49 (4.7)Missing

Disease prevalenceb, n (%)

155 (14.8)Unknown
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ParticipantsCharacteristics

78 (7.4)<1 in 1,000,000

172 (16.3)1-9 in 1,000,000

418 (39.7)1-9 in 100,000

217 (20.6)1-9 in 10,000

13 (1.2)>1 in 1000

Facebook group disease specification, n (%)

1021 (97.0)Specific-to-rare disease

32 (3.0)Umbrella rare disease

1400 (765-2800)Size of group, median (IQR)b

36 (19-120)Number of new posts per month, median (IQR)b

4 (1-9)Number of new members per week, median (IQR)b

aParticipants can select more than 1 response.
bInformation about the rare disease and social media group was integrated into the participant-level data.

The rare diseases represented in our final sample included 17
distinct disease classifications and varied widely in the reported
age of onset and inheritance pattern (Supplementary Table 3 in
Multimedia Appendix 2). Social media groups included had a
median group size of 1400 members (IQR 765-2800), 36 new
posts per month (IQR 19-120), and 4 new members per week
(IQR 1-9). Additional data on rare diseases and social media
groups at both the individual participant and group levels are
provided in Supplementary Tables 2 and 3 in Multimedia
Appendix 2, respectively.

Access and Experience with Genetic Counseling and
Testing
Participants varied widely in their previous access to GC and
GT (Figure 2). Across the sample, 35.7% (n=336) of the

participants reported receiving both GC and GT prior to the
study, with an additional 18.9% (n=178) reporting only GT and
3.4% (n=32) only GC. The remaining 42.0% (n=396) of the
participants had neither met with a genetic counselor nor
received GT in the past. Among those who met with a genetic
counselor in the past (n=368, 34.9%), the majority reported
having somewhat or extremely positive experiences (n=263,
71.5%). The proportion of participants who reported knowing
the specific genetic variant that caused their rare disease (n=422,
40.1%) was similar to those without a molecular diagnosis
(n=429, 40.7%); see Supplementary Table 2 in Multimedia
Appendix 2. The remaining participants reported having only
a partial diagnosis or variants of uncertain significance (n=69,
6.6%), designated “other” on the survey item and elaborated
further (n=34, 3.2%), or did not respond (n=99, 9.4%).

Figure 2. Prior experience with GC and GT. (A) Responses to questions about prior experience with GC or GT services (n=941, 89.4%). The excluded
participants either chose not to respond or only responded to 1 question and not the other. (B) Respondents who indicated that they have met with a
genetic counselor in the past (n=368, 34.9%) were prompted to describe their previous interactions with genetic counselors on a 5-point Likert scale.
GC: genetic counseling; GT: genetic testing.
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Interest in Engaging with Genetic Counselors Online
Participants reported moderately high connectedness with their
Facebook support group, with a mean social media
connectedness score of 3.74 out of 5 (SD 0.83); see Table 1.
Although a subset of participants reported primarily seeking
either social and emotional support (n=211, 20%) or
informational support related to medical management (n=132,
12.5%), nearly half (n=489, 46.4%) emphasized the equal value
of both types of support from social media groups.

Overall interest in engaging with genetic counselors on social
media was also high, with a median score of 7 out of 10 (IQR
4-9); see Figure 3. When asked for their interest in 4 different
models of engagement with varying degrees of access to genetic
counselors, the participants’ level of interest increased as the
extent of direct access to a genetic counselor increased. This
was reflected in a median interest score of 9 out of 10 (IQR
5-10) for the model with maximum engagement compared to
a score of 5 out of 10 (IQR 2-8) for the model with the most
minimal engagement.

Figure 3. Interest in engaging with genetic counselors. Respondents were asked to indicate how interested they were in engaging with genetic counselors
overall and in varying levels of engagement on an 11-point scale from 0 (not at all interested) to 10 (extremely interested). Overall interest: I am interested
in interacting with a genetic counselor on social media. Minimal engagement: The genetic counselor sends information and resources to the moderator
of the group but is unavailable to answer specific questions. Moderate engagement: The genetic counselor communicates directly with the moderator
of the group and addresses questions that the moderator requests the genetic counselor's input on. Enhanced moderate engagement: The genetic counselor
is a member of the group and can post information and resources to the group as they see fit. Maximum engagement: The genetic counselor is a member
of the group and can answer questions directly from group members.

Bivariate analysis results of individual participant, group, and
rare disease characteristics hypothesized to correlate with higher
interest in engaging on social media are summarized in
Supplementary Table 4 in Multimedia Appendix 2. Most
notably, participants who had not previously met with a genetic
counselor expressed greater interest in engaging with genetic
counselors online (µ=6.47) than those who did have prior
experience (µ=6.01, t837=2.09, P=.04). Additionally, participants
who lived outside the United States expressed greater interest
in engaging with genetic counselors online (µ=6.68) than those
who lived within the United States (µ=6.19, t743=1.96, P=.05).
All other associations assessed were not statistically significant
(P>.05).

Perceived Benefits and Drawbacks of Engaging with
Genetic Counselors Through Social Media
A total of 732 (69.5%) participants contributed a written
response to at least 1 open-ended question asking how they
wanted to interact with genetic counselors on social media, what

they were looking for in these interactions, and why they wanted
to engage. When asked about the forms of engagement they
most desired, 1-on-1 individual meetings were most preferred
(n=399, 61.3%), followed by group-based interactions via social
media (n=243, 37.3%); see Table 2. Primary resources the
participants hoped to access through engaging with genetic
counselors included answers to questions about their specific
disease, such as inquiries about the impact of the disease on
their family (n=83, 12.5%), available treatment (n=74, 11.1%),
and GT (n=123, 18.5%). The primary benefit of social media
engagement with genetic counselors was increased accessibility
of information (n=189, 28.4%), followed by increased reliability
of available information (n=184, 27.7%). The primary concern
raised regarding engagement with genetic counselors on social
media was the lack of a personal relationship between the patient
and the genetic counselor (n=202, 40.2%), with concerns about
privacy and confidentiality (n=90, 17.9%) and lack of trust
(n=71, 14.1%) also frequently cited. Additional subthemes are
illustrated in Table 2.
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Table 2. Thematic analysis of open-ended questions.

Illustrative quotationParticipants, n (%)Themes and subthemes

How do social media group members want to engage with genetic counselors? (n=651)

399 (61.3)1-on-1 interactions • “Individual sessions, through messages or call (voice or video)”
[participant (P)193]

243 (37.3)Group-based interactions • “Closed Facebook group or a more secure location for group
if possible while being user friendly” [P289]

47 (7.2)Information only • “Provide resources but not directly answering questions”
[P1067]

7 (1.1)Through moderator • “Best is for moderator to pass along information and let mem-
bers contact GCs if they would like” [P9]

23 (3.5)Do not bother • “I don’t, I think it’s a private matter that should be discussed
in an office setting” [P466]

What type of support are social media group members looking for? (n=665)

278 (41.8)Available to answer questions • “To be able to answer questions when needed” [P1042]

83 (12.5)Available to answer questions: inquiries about
family members

• “Would like info I could share with my offspring and extended
(family)” [P293]

34 (5.1)Available to answer questions: inquiries about
prognosis

• “Information about what to expect” [P1146]

74 (11.1)Available to answer questions: inquiries about
treatment

• “Information to get latest treatment options” [P1051]

123 (18.5)Access to services • “Logistical support about how and where to get testing done
(and how to pay for it)” [P325]

94 (14.1)Research/clinical trials • “Connecting us with up to date information on genetic studies
about the disease, opportunities to participate in research stud-
ies” [P1070]

106 (15.9)Unsure • “I'm not sure what a GC knows or has to offer me” [P830]

What are benefits of engaging with genetic counselors on social media? (n=665)

189 (28.4)Accessible/convenient • “Benefits would be access to the knowledge or advice easier
than waiting for your yearly appointment with the GCs” [P957]

184 (27.7)Reliable information • “To have someone who is an expert” [P843]

100 (15.0)Psychosocial support • “Better understanding and less anxiety” [P748]

40 (6.0)No benefits • “None! We don't need counselors, we need genetic testing!”
[P751]

What are drawbacks of engaging with genetic counselors on social media? (n=503)

202 (40.2)Lack of personal relationship • “There may be some disconnect between the patient & coun-
selor due to them not being in the same location. It can be dif-
ficult to pick up on all the silent communication cues when
online - even with video conferencing” [P73]

93 (18.5)No drawbacks • “Really can't think of any drawbacks” [P99]

90 (17.9)Privacy/confidentiality • “Confidentiality, I enjoy having nonmedicalized spaces to dis-
cuss my condition and having a provider there re-medicalizes
it” [P128]

71 (14.1)Lack of trust • “Lack of trust in someone you can't see face to face, general
mistrust of giving info to an unknown internet contact” [P353]
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Illustrative quotationParticipants, n (%)Themes and subthemes

• “Wrong info could be given for what’s accessible where you
live” [P145]

39 (7.8)Irrelevant information

• “Fear of what I might learn about my future” [P11]21 (4.2)Frightening information

• “Feeling like you don’t need to go to appointments or the doctor
because you found info online” [P483]

• “Too much asked of the counselors” [P444]

26 (5.2)Other

Discussion

Principal Findings
Our findings from a large survey of patients with rare diseases
and their family members across 103 rare disease social media
support groups showed high interest in engaging with genetic
counselors through social media. Participants who had never
met with a genetic counselor in the past expressed greater overall
interest in communicating with one on social media than those
who had met with a genetic counselor. Moreover, participants
preferred models in which genetic counselors were engaged
and interactive. Those who elaborated on their interest expressed
a desire for 1-on-1, personalized support from a genetic
counselor, who they perceived to be a reliable source of
information about their rare disease.

Our results suggest higher levels of interest in engaging on
social media with genetic counselors than have previously been
reported, though this may be attributable to our focus on the
perspectives of current social media users [9]. The qualitative
data we obtained further reinforced participants’ interest in
patient–genetic counselor interactions to find answers to their
specific questions from reliable sources. Our findings also
highlight patient concerns about privacy and confidentiality that
may continue to discourage some from engaging with genetic
counselors on social media [7,9,33].

Our findings also provide insights regarding access to GC and
GT across rare diseases. Many participants within our cohort
received GT but had never met with a genetic counselor to
explain the test results or to obtain additional information at the
time of results disclosure. This suggests that the global
scaling-up of GC services is not occurring fast enough to match
the expanding implementation of genetic and genomic
technologies in the clinical setting. Given that GC services tend
to be delivered less systematically in low- and middle-income
countries due to costs [34], this gap in care is likely to
disproportionately impact patients with rare diseases who are
already underserved within the health care system globally [6].

Our findings also have implications for both clinical practice
and policy. Many physicians, health care organizations, and
nonprofits are already using social media to disseminate health
information directly to patient communities for free or at
minimal cost [35,36]. For example, providers in the fields of
hematology and oncology use social media to provide medical
education, rapidly disseminate new information, and encourage
patients to engage in their health care [37,38]. Within the clinical
context, a genetic counselor can provide patients with accessible

information about a given condition, whenever available, and
evaluate a patient’s or family’s response to the information.
Participants’ interest in high levels of engagement points to the
informational support a genetic counselor may uniquely be able
to provide in an online setting. Genetic counselors are often
employed by academic medical centers, private and public
hospitals, and diagnostic laboratories, and their services are
charged to health insurance payers for eligible individuals. The
type of support participants requested in their written responses
accurately underlined roles and responsibilities that fall within
the genetic counselors’ scope of practice (eg, information about
recurrence risk, prognosis, treatment, access to GT). However,
the extent to which individualized support is desired would
likely require more time commitment than a genetic counselor
could feasibly provide outside of work hours. Within the context
of this particular study, the proposed models of engagement
with genetic counselors on social media implied that a genetic
counselor would be available to provide support at no cost to
the social media support group. However, the requested 1-on-1
interactions are essentially the equivalent of a clinical
consultation and may not be sustainable without appropriate
compensation for this form of service. There is little legal
precedent to inform recommendations for engaging potential
patients on social media, though genetic counselors should be
aware of state and federal legal requirements in place that may
prohibit such engagement [39]. By raising awareness of GC,
some individuals may be more able to seek out these clinical
services than others, given discrepancies in access by geographic
location [11].

Further, genetic counselors engaging with social media groups
would need to be careful to avoid providing medical advice
outside of their scope of practice. A genetic counselor interested
in engaging with these social media groups could potentially
manage providing informational support, but genetic counselors
are unlikely to be able to provide the higher level of engagement
and dynamic dialogue patients and family members desire.
Current technological advances, such as artificial intelligence,
are being investigated as a potential means for delivering
services in both health care broadly and within the field of
genomics, which could bolster different approaches to
addressing the needs of rare disease communities [40,41]. This
may be more achievable from a time and labor standpoint, but
the informational gaps may not be as amenable to this type of
support as more well-established and researched diagnoses,
such as cancer [42].

Although engagement through social media may be able to fill
some of the gaps in knowledge that arise when patients obtain
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a diagnosis but are unable to meet with a genetic counselor, a
professional may need to actively contribute to the platform’s
knowledge base to effectively fill these gaps. Studies examining
the impact of these efforts in other medical specialties suggest
the need to establish best-practice guidelines that address both
the provider’s motivations and their ability to set boundaries
[8,41,42]. Common guidelines for the use of social media by
health care providers also highlight the responsibility to only
share information from credible sites, refute any inaccurate
information encountered, and use the most secure privacy
settings available [43]. This points to the practical and logistical
concerns that have already arisen in this setting, including
balancing providing broad medical information that might help
inform decision-making and avoiding the direct provision of
medical advice.

Current guidelines, to the extent that they exist within the genetic
counselor profession, encourage genetic counselors to be aware
of concerns for patient and provider privacy on social media
platforms and establish ethical and professional boundaries for
themselves. However, there are no guidelines for genetic
counselors that demonstrate what this might look like in practice
[7,9,10]. Professional organizations, such as the National Society
of Genetic Counselors (NSGC) and the American College of
Medical Genetics (ACMG), can play a key role in leading the
discussion to provide this support. Guidelines will need to
include recommendations regarding the types of information
to be communicated, the extent of the engagement, and how
providers should address ethical concerns that may arise while
they are acting as a liaison for the health care system online. It
also will be critical to involve patient stakeholders in the creation
of these guidelines to determine the best step forward. Although
our study suggests high interest in relationships with genetic
counselors on social media among the patient and family
communities, clearer guidance is needed to address the
systems-level issues and concerns genetic counselors may have.

There are clearly many unanswered questions that must be
explored in greater depth before patient–genetic counselor
interactions through social media are pursued by both interested
parties. Further exploration is necessary to consider the goals
and outcomes of having a genetic counselor engage with these
groups and how success could be measured. Although there is
a dire need for alternative approaches to providing patients with
rare diseases with reliable sources of information, patient interest
alone does not serve as an indication that this is a feasible option
for genetics professionals. These interactions are not meant to
replace the current structure and content of GC services, but
genetic counselors could use social media as a communication
tool for addressing gaps in knowledge and awareness about
genetics services and gaps in accessible patient information on
a global scale.

Limitations
Our study has several limitations. First, we chose to focus on
current social media users, and therefore, our data cannot inform
our understanding of perspectives of those who are not currently
using social media. Second, we were unable to accurately
calculate the response rate because we were unaware of how
many people viewed the survey throughout the duration of
recruitment. Although we collected the number of members in
each group at the time of recruitment, this gives little to no
indication of the number of active users of these groups who
might have seen the study but opted not to respond. Third, we
cannot be certain whether all participants have access to GC
services in their respective countries. We did not collect the
specific countries in which our participants reside in order to
understand who undergoes GC and how these services are used
in different countries. It also is possible (or even likely) that
participants’ interest in engaging with genetic counselors
through social media also reflects their interest in accessing a
genetic counselor in any context.

Using social media as a tool for recruitment is also known to
result in a lack of gender, ethnic, racial, and socioeconomic
diversity, which is reflected in the sociodemographic
characteristics of our sample [20,44]. Compared to the
population of Facebook users, a greater proportion of
participants in our sample identified as White (67% vs 91%)
and female (77% vs 82%), while a smaller proportion reported
having household incomes over US $75,000 (73% vs 60%) or
a college degree (73% vs 57%) [44]. Additional research is
needed to ensure inclusion of diverse perspectives, including
of those who do not participate in social media support groups.
Furthermore, the heterogeneity and lack of systematic
characterization of the rare disease community at large also
made it difficult to assess the extent to which our sample
captured and reflected key points of variation across the rare
diseases. A complete analysis of nonresponders should be
performed to further investigate the social media group and rare
disease characteristics not represented here in this study.

Conclusion
The results of this study demonstrate that patients with rare
diseases and their family members are interested in engaging
with genetic counselors on social media as a tool to bridge the
current gaps in access to genetics resources. However, the extent
to which they desire 1-on-1 interactions raises privacy and
confidentiality concerns, as well questions of the scope of
practice associated with patient-provider interactions on social
media. The data presented in this study therefore illustrate the
need for guidelines to facilitate these interactions and to advance
the conversation within the genetics community about the use
of social media as an opportunity for engagement and
information dissemination to meet the variegated, evolving, and
complex needs of patients with rare diseases.
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Related Article:
 
Correction of: https://www.jmir.org/2022/8/e31206/
 

(J Med Internet Res 2022;24(12):e44106)   doi:10.2196/44106

In “Digital Device Exposure and Cognition Levels of Children
in Low- and Middle-Income Countries: Cross-sectional Study
in Cambodia (J Med Internet Res 2022;24(8):e31206)” the
authors made one correction.

In the originally published article, Ilcheong Yi’s country of
organizational affiliation appeared as:

United Nations Research Institute for Social
Development, Geneva, Swaziland

It has now been corrected to:

United Nations Research Institute for Social
Development, Geneva, Switzerland

The correction will appear in the online version of the paper on
the JMIR Publications website on December 6, 2022, together
with the publication of this correction notice. Because this was
made after submission to PubMed, PubMed Central, and other
full-text repositories, the corrected article has also been
resubmitted to those repositories.
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(J Med Internet Res 2022;24(12):e45081)   doi:10.2196/45081

In “Ambient Assisted Living: Scoping Review of Artificial
Intelligence Models, Domains, Technology, and Concerns” (J
Med Internet Res 2022;24(11):e36553) the authors noted one
correction.

Under “Acknowledgments”, the sentence:

This work was part of and supported by GoodBrother,
COST Action 19121—Network on Privacy-Aware
Audio- and Video-Based Applications for Active and
Assisted Living.

has been replaced by:

This publication is based upon work from COST
Action GoodBrother—Network on Privacy-Aware
Audio- and Video-Based Applications for Active and
Assisted Living (CA19121), supported by COST
(European Cooperation in Science and Technology).

The correction will appear in the online version of the paper on
the JMIR Publications website on December 20, 2022 together
with the publication of this correction notice. Because this was
made after submission to PubMed, PubMed Central, and other
full-text repositories, the corrected article has also been
resubmitted to those repositories.
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Abstract

Background: Respiratory syncytial virus (RSV) is a major cause of respiratory infection in children. Despite usually following
a consistent seasonal pattern, the 2020-2021 RSV season in many countries was delayed and changed in magnitude.

Objective: This study aimed to test if these changes can be attributed to nonpharmaceutical interventions (NPIs) instituted
around the world to combat SARS-CoV-2.

Methods: We used the internet search volume for RSV, as obtained from Google Trends, as a proxy to investigate these
abnormalities.

Results: Our analysis shows a breakdown of the usual correlation between peak latency and magnitude during the year of the
pandemic. Analyzing latency and magnitude separately, we found that the changes therein are associated with implemented NPIs.
Among several important interventions, NPIs affecting population mobility are shown to be particularly relevant to RSV incidence.

Conclusions: The 2020-2021 RSV season served as a natural experiment to test NPIs that are likely to restrict RSV spread, and
our findings can be used to guide health authorities to possible interventions.

(J Med Internet Res 2022;24(12):e42781)   doi:10.2196/42781

KEYWORDS

RSV; respiratory syncytial virus; search engine; Google Trends; Google; respiratory; children; pharmaceutical; intervention;
COVID-19; pandemic; virus; infection; health

Introduction

Respiratory syncytial virus (RSV) is the leading cause of lower
respiratory tract infection in children worldwide. Preterm
gestation and several other underlying conditions particularly
increase the risk of hospitalization and severe disease [1].
Although no specific treatment exists, prophylactic
administration of monoclonal antibodies, when timed correctly,
mitigates some of the risks. The American Academy of
Pediatrics guidelines limit the duration of treatment with
monoclonal antibodies to 5 months, with maximal benefit

derived when treatment is initiated prior to the onset of the local
RSV season [1]. Seasonality—including the start, peak, and
end weeks—in RSV has been studied extensively and generally
follows a set pattern within each country, with little variation
from year to year. For the start week, even relatively major
variations, when they rarely occur, do not exceed 1 month [2].
This regularity is key for proper timing of prophylaxis
administration [1]. Beyond timing, a consistent spatiotemporal
pattern of RSV epidemics has been established in previous years
[3]. As there is no known animal reservoir of human RSV,
transmission occurs solely through close contact with other
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humans [4]. Changes in human behavior, therefore, are likely
integral to the dynamics and seasonality of RSV epidemics.

Nonpharmaceutical interventions (NPIs) are policy-based
strategies used to mitigate the effects of infectious diseases.
When vaccines are unavailable, NPIs are the primary recourse
for reducing transmission rate and decreasing the burden on
health care systems. NPIs may be grossly categorized as
personal, communal, or environmental [5]. While the latter 2
may be reasonably implemented across an entire population, it
is difficult to enforce adherence to personal NPIs in very young
children. This is a particularly important consideration in RSV,
where young children are the primary at-risk group.

Surveillance of RSV outbreaks is not uniformly rigorous across
the world [6]. Changes in health-seeking behaviors and viral
surveillance during the COVID-19 pandemic further complicate
the interpretation of epidemiological data [7]. However, previous
research has shown that the volume of search engine queries
can serve as a proxy for the incidence of respiratory diseases
[8-11]. Initial attempts to harness internet search data to monitor
viral incidence were shown to be naïve. For instance, Google
Flu Trends, a system that predicted the influenza load from the
Google search volume for specific terms, was shown to
overestimate these loads [12]. However, work since then has
improved the models that predict loads of influenza-like illness
from these data [13,14]. In the case of RSV, the Google query
volume for the term “RSV” has been demonstrated to be a good
proxy for RSV incidence [15]. This correlation has been used
to draw conclusions regarding the dynamics of RSV
transmission when epidemiological data are insufficient [15,16].

In 2020, countries around the world instituted various NPIs to
combat the COVID-19 pandemic [17]. Researchers have
reported that the 2020-2021 RSV season was exceptional, in

that its peak was both delayed and changed in magnitude
[16,18-20]. Here, we re-establish the correlation between RSV
incidence and internet search data and use the latter as a proxy
to investigate the association of the various NPIs instituted in
response to the COVID-19 pandemic with the abnormalities of
the 2020-2021 RSV season.

Methods

Data Sources
Nonsentinel observational data on RSV incidence were obtained
from the European Centre for Disease Prevention and Control’s
Surveillance Atlas of Infectious Diseases, an interactive tool
that pools data collected from its member states through the
European Surveillance System [21]. Data included in the study
range from week 40 of 2014 to week 42 of 2021.

Search query volume data were gathered from Google Trends
using the Google Trends Anchor Bank package [22]. Search
query volume data for the Google Trends topic “Respiratory
syncytial virus” were gathered for the period between week 9
of 2016 and week 43 of 2021.

Data on NPIs were taken from Worldwide Non-pharmaceutical
Interventions Tracker for COVID-19 (WNTRAC). Briefly,
WNTRAC is a comprehensive data set consisting of over 7000
NPIs implemented worldwide since the start of the COVID-19
pandemic. WNTRAC includes NPIs implemented in countries
across the world, classifying them into a taxonomy of 16 NPI
categories. NPI events are automatically extracted daily from
Wikipedia articles using natural language processing techniques
and are manually validated to ensure accuracy and veracity [17].
WNTRAC data up to December 17, 2021, are included in this
study. Figures 1 and 2 provide a schematic overview of the data
collection and processing.

Figure 1. Data sources and process used to validate correlation between RSV incidence and the internet search volume for RSV. ECDC: European
Centre for Disease Prevention and Control; RSV: respiratory syncytial virus.
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Figure 2. Data sources and processing used to generate the final data set. NPI: nonpharmaceutical intervention; WNTRAC: Worldwide Non-pharmaceutical
Interventions Tracker for COVID-19.

Preprocessing of RSV Incidence Data
The original European Centre for Disease Prevention and
Control data included 27 countries. Of these, 11 countries were
excluded because they contained fewer than 150 weekly data
points. An additional 4 countries were excluded because they
contained no data for 2021, leaving a matrix of epidemiological
data for 12 countries available for confirming the correlation
between epidemiological and search trends data.

Weekly search trend data were collected for 31 countries using
Google Trends Anchor Bank. Only countries with sufficient
Google Trends data were included in the study. An effort was
made to include countries from both hemispheres and various
continents to improve generalizability. Data were smoothed to
remove noise by calculating a rolling average with a 5-week
moving window. Annual peaks were identified by calculating
the local maxima of each country’s weekly RSV incidence using
a minimum horizontal distance of 35 samples between adjacent
peaks (ie, a minimum of 35 weeks had to be present between
adjacent peaks; this was achieved with the
scipy.signal.find_peaks function, distance=35). Of the 31
countries for which search data were gathered, 8 were also
present in the epidemiological data and could be used in the
correlation analysis.

To allow comparison of the deviation from average of peak
latency (ie, the extent to which the peak was delayed) and
magnitude among different countries, standard scores were
calculated for each in accordance with the function Z = (x – μ)
/ σ, where Z is the standard score, x is the observed peak week
or peak magnitude for 2021, μ is the mean peak per week
divided by the magnitude as calculated on the basis of prior
years included in the study, and σ is the SD value of the peak
week divided by the magnitude as calculated on the basis of
prior years included in the study. These standard scores represent
the 2 target features (ie, outcome variables) used in the study.

Preprocessing of NPI Data
NPI data for the countries included in the study were obtained
from WNTRAC. Several NPI types were recategorized to make
them amenable to representation in a tabular format; namely,
NPIs with unique values (eg, specific countries from which
there were travel restrictions) and restrictions on mass
gatherings. The NPIs with unique features were reorganized as
either “some” or “all” based on whether they referred to
restrictions pertaining to specific countries or blanket restrictions
on all countries, respectively. Restrictions on mass gatherings,
which originally displayed a specific numerical limit, were
binned, grouping restrictions on gatherings of 10 or less, 10-100,
100-250, 250-500, and ≥500 persons. The NPI “changes in
prison-related policies” was removed as it was instituted in very
few countries and because symptomatic RSV predominantly
affects young children. Additionally, the NPIs “declared state
of emergency” and “contact tracing for COVID-19 patients”
were deemed unrelated to the dynamics of the RSV outbreak
and were therefore removed from the data set to decrease the
effect of multicollinearity. NPI subtypes “other” and “na” were
combined and recategorized as “unspecified” in the interest of
interpretability, with no subsequent change in performance.

Rather than considering all NPIs instituted throughout the study
period, NPIs included in the final matrix were limited only to
those interventions instituted during the 3 months preceding the
expected (average calculated over the past years included in the
study) peak week.

Statistical Analysis
Spearman correlation analysis was used to calculate the
correlation between epidemiological and search data. Correlation
between peak magnitude and latency was determined by fitting
a linear regression model.

Linear regression models were fitted to each of the two main
target variables, peak latency and peak magnitude, after a subset
of highly performing features was chosen through sequential
backward selection. Backward selection was implemented using
the scikit-learn SequentialFeatureSelector with default
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cross-validation and R2 scoring. Relative contribution of the
various NPIs to each of the outcomes was evaluated by
calculating their feature importance using the SHAP (Shapley
Additive Explanations) package (version 0.39.0), one of the
most robust approaches currently available for explaining
machine learning outputs [23]. The SHAP package’s
LinearExplainer was used to account for the correlation among
various NPIs. For general pipeline development and validation,
scikit-learn (version 0.22.1) was used. All analysis was
conducted in Python (version 3.7.7).

Results

Overview
We first re-established the correlation between RSV case
incidence and Google query volume for RSV, which was then
used to infer RSV incidence for the 31 countries in our study.
We then used a regression model to predict the normalized peak
latency and the peak magnitude of RSV incidence in each
country during the 2020-2021 season. Relative contribution of
the various NPIs to each of the outcomes was then estimated
using Shapley values. An example of the timing between the
NPIs included in the study and the spread of RSV during the
2021-2022 season in one of the countries (Germany) is shown
in Figure 3.

Figure 3. Changes in timing of respiratory syncytial virus incidence relative to the implementation of nonpharmaceutical interventions during the
2020-2021 season in Germany.

Validating the Correlation Between Search and
Epidemiological Data
The correlation of epidemiological incidence data on RSV with
internet search volume in countries for which both were
available was, on average, 0.61 (n=8 countries, estimated over
a period of 291 weeks; Figure 4), validating past research and

suggesting that search data could indeed be used as a proxy for
RSV incidence during the 2020-2021 season. This correlation
is displayed graphically in Figure 3, which shows that changes
in search trends closely follow the epidemiological data. The
gray shaded area represents epidemiological data on RSV
incidence; the blue line depicts the search data volume.
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Figure 4. Correlation of epidemiological and search data in countries for which both were available.

Correlation Between Peak Latency and Magnitude
The rank regression model of peak latency as a function of
country and peak magnitude for the years preceding 2021 was

significant (R2=0.13, P<.001), with country not shown as a
significant explanatory variable. Applying this model to the

year of the COVID-19 pandemic yielded an R2 of 0.07 (P=.07).
This shows that the correlation between RSV peak latency and
magnitude broke down during the 2020-2021 RSV season.

Evaluation of Linear Regression Models
Two target variables, peak latency and peak magnitude, were
examined in this study. For each, a subset of the most indicative
attributes was chosen using backward stepwise selection. A
linear regression model was fit to each of the target variables
using each set of the chosen attributes. Both regression models

were significant (adjusted R2=0.815, F19,11=7.967, P<.001) and
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(adjusted R2=0.799, F19,11=7.261, P<.001) for peak latency and
peak magnitude, respectively.

Insights From the Linear Regression Models
We analyzed the contribution of different NPIs to each of the
two target variables. Multivariate feature importance (SHAP
value) was calculated for all features in each of the two final
models. Figures 5 and 6 highlight the effect of the various NPIs
on peak latency and peak magnitude, respectively. Each point

on the plot represents a country in the study; the color of the
point indicates whether the NPI was in effect. For each feature,
horizontal position relative to the midline (ie, expected value)
indicates its contribution to model output. Features are arranged
in descending order of mean absolute importance. It is important
to note that all countries in the study experienced delays in the
RSV peak. Leftward dispersion of data points in the peak latency
plot, therefore, does not suggest that a feature caused an earlier
peak than usual, but rather that it had a relatively lower
association with the peak delay.

Figure 5. SHAP (Shapley Additive Explanations) summary plot for peak latency. Statistical significance: *P<.05, **P<.001. NPI: nonpharmaceutical
intervention.
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Figure 6. SHAP (Shapley Additive Explanations) summary plot for peak magnitude. Statistical significance: *P<.05, **P<.001. NPI: nonpharmaceutical
intervention.

Discussion

Principal Findings
Our results support the hypothesis that NPIs instituted to combat
the COVID-19 pandemic are strongly associated with changes
in both the latency and magnitude of peak RSV incidence
observed during the 2020-2021 RSV season. Owing to the lack
of effective pharmacological treatment or vaccines for

COVID-19, the global response to the pandemic relied mainly
on the institution of NPIs. Various countries instituted disparate
measures at different times [17]. The differential impact of these
strategies has been posited to be partially responsible for the
changes observed in the dynamics of respiratory viruses other
than COVID-19 in 2021 [24]. Our study analyzed RSV
incidence based on internet search volume and official
epidemiological data reported by various agencies and used
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data analysis techniques to model the effect of NPIs on RSV
incidence.

Linear regression analysis of peak magnitude as a function of
peak latency demonstrated a significant correlation between
peak latency and magnitude for the years preceding the
COVID-19 pandemic. This correlation, however, broke down
during the pandemic. Furthermore, linear regression analyses
modeling peak latency and peak magnitude as a function of
instituted NPIs identified distinct influential features for each
target feature.

Google Search Trends as a Proxy for RSV Incidence
Several studies have validated the efficacy of Google Search
Trends query volume as an accurate proxy for RSV incidence
[15,16]. We re-established the validity of these findings for the
2020-2021 RSV season. In keeping with previous studies, our
analysis shows that changes in internet search data from most
countries closely paralleled the observed epidemiological
changes [15]. It is worth noting that while a recent study of
global RSV seasonality included data on 27 countries, data for
many of the countries had to be extracted from various national
databases rather than being available from official RSV
surveillance programs [2]. Although larger studies exist, these
rely on data collected from published literature [25].
Surveillance data are particularly limited in middle- and
low-income countries [2]. Although the need for increased
epidemiological surveillance is undeniable, our study collected
data on 31 countries in a manner that could potentially be
automated and used for epidemiological decision-making in
real time.

Correlation Between Peak Latency and Magnitude
We found that, prior to the pandemic, the yearly timing of the
RSV peak was linearly correlated with its magnitude. This linear
correlation was disrupted during the pandemic. Our results
substantiate the hypothesis that the institution of various NPIs
accounts for a high degree of variation in the timing and
magnitude of the RSV outbreaks experienced by various
countries.

Effects of Specific NPIs
A group of interventions related to reduced population mobility
was associated with both a delayed RSV peak and a reduced
peak magnitude. Among these were both domestic flight
restrictions and restrictions on international arrivals from all
countries, although the effects of domestic flight restrictions
were more unequivocal. Restrictions on international arrivals
from selected countries also showed a significant association
with delayed and reduced peaks. These findings may lend
credence to the hypothesis that the consistent spatiotemporal
patterns of RSV spread are indeed linked to population mobility
and human behavior. In the United States, for instance, yearly
RSV activity begins in Florida during November and ends in
February-March in the upper Midwestern United States [3]. A
recent study identified the same spatiotemporal pattern, albeit
shifted, in the out-of-season RSV epidemics during the
2020-2021 RSV season. The same study also suggested that
increased volume of domestic air travel, which coincided with
the out-of-season peaks in their study, may have been

responsible [16]. Interestingly, mandatory quarantine for all
arriving travelers was not significantly associated with changes
in peak latency or magnitude, while mandatory quarantine on
arrivals from select countries had a significant but unclear effect
on peak magnitude.

Closure of school at the kindergarten or daycare level led to a
significantly reduced peak magnitude. This corroborates what
is known about RSV transmission in this high-risk age group.
Other NPIs, particularly personal NPIs such as mask-wearing
and social distancing, are extremely difficult to implement for
this demographic. Reopening of schools (at all age groups) was
significantly associated with an increased risk for RSV
recurrence in another study that did not consider different age
groups separately [26]. In our study, however, school closure
at other age levels was not associated with a reduction in peak
magnitude. This may be due to the greater ability to implement
mask-wearing and other NPIs while maintaining school
attendance at these ages. Additionally, it is possible that
relaxation of school closure regulations had an unintended
opposite effect of reducing social distancing in these groups.

Limiting mass gatherings to 10 people or fewer, effectively
restricting interactions to the size of 1 or 2 nuclear families, was
significantly associated with delayed peak. This intervention is
widely considered one of the most drastic and effective measures
for preventing the spread of respiratory viruses. A similar effect
was demonstrated in western Washington in February 2019,
where extremely high snowfall led to citywide social isolation
at the level of individual household units. Researchers found
that such a high-intensity intervention instituted close to the
onset of an epidemic had the predominant effect of delaying
the peak, while initiation of NPIs at the height of epidemic
intensity predominantly decreased the peak’s magnitude. In the
case of RSV, which was at the height of its peak during their
intervention, a 95% decrease in incidence was recorded [27].
Restricting mass gatherings to 10-100 people had the same
effect; interestingly, restricting mass gatherings to 250-500
people was significantly associated with both reduced peak
delays and a higher peak magnitude. This suggests that
intervention at this threshold is less effective. Restriction of
mass gatherings at the level of 500 people was associated with
reduced peak magnitude, possibly echoing a similar conclusion
to that of reduced population mobility. Restriction of mass
gatherings at higher thresholds is also more difficult to interpret
owing to greater variation in the types of gatherings. For
instance, high-risk gatherings such as weddings, concerts, or
clubs likely have different effects from lower-risk gatherings
such as professional conferences or outdoor events.

Limitations
As with any study involving predictive modeling without
incorporating dedicated experimental variation, associations
identified here cannot be used to infer causal insights without
further study. However, NPIs that were implemented to handle
the COVID-19 pandemic influenced RSV incidence, as we have
shown. Thus, institution of these NPIs should be considered a
natural experiment from which a causal effect can be inferred.
Furthermore, the high granularity of the NPIs used in this study,
while vastly improving model robustness, makes it more difficult

J Med Internet Res 2022 | vol. 24 | iss. 12 |e42781 | p.721https://www.jmir.org/2022/12/e42781
(page number not for citation purposes)

Ravkin et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


to draw conclusive insights regarding the differential efficacy
of NPIs. For instance, there are several instances in which more
granular interventions, such as advised confinement for at-risk
people or freedom of movement restrictions for specific
countries, had a more significant effect on delaying peak
incidence than their broader alternatives. While this most likely
reflects the pattern adopted by many countries, of initially
instituting more specific restrictions and gradually broadening
them to include a greater segment of the population, it is difficult
to substantiate this without conducting further research.
Furthermore, some collinearity exists among the NPIs—for
example, it stands to reason that countries with higher
COVID-19 caseloads would implement a greater number of
NPIs in parallel—thus increasing the multicollinearity of the
data. We calculated the SHAP values presented using
correlation-dependent feature perturbation to mitigate the effect
of this collinearity to the greatest extent possible. Our study
also did not consider the effects of climate, which is universally
considered a significant factor contributing to RSV incidence.

Conclusions
Successfully anticipating the timing of RSV outbreaks is crucial
for maximizing the prophylaxis of at-risk neonates. Current

American Academy of Pediatrics guidelines recommend
prophylactic treatment of at-risk neonates with monoclonal
antibodies. The efficacy of this treatment is limited, however,
and timely administration of the prophylactic drug before the
yearly RSV outbreak is key to maximizing outcomes. Beyond
the timing of prophylaxis, concerns over the timing of the
2020-2021 RSV epidemic have led governmental agencies to
express concerns over concomitant viral outbreaks exceeding
the capacity of health care systems [28]. This highlights the
need for an efficient framework to predict changes in RSV
seasonality in real time.

Identifying which interventions have the most pronounced
effects on attenuating RSV outbreaks is important not only to
further the understanding of RSV dynamics, but also as a tool
for decision-making in future viral outbreaks. While further
research is needed, we believe that our work may be a stepping
stone on the path to accumulating sufficient literature and
expertise to begin incorporating internet search trends as
surrogate data for viral surveillance. By providing additional
evidence to support the role of population mobility and human
behavior on both spatial and temporal elements of RSV spread,
we believe we have also shed light on the viral dynamics of
RSV.
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Abstract

Background: Journal impact factor (IF) is the leading method of scholarly assessment in today’s research world, influencing
where scholars submit their research and where funders distribute their resources. COVID-19, one of the most serious health
crises, resulted in an unprecedented surge of publications across all areas of knowledge. An important question is whether
COVID-19 affected the gold standard of scholarly assessment.

Objective: In this paper, we aimed to comprehensively compare the productivity trends of COVID-19 and non–COVID-19
literature as well as track their evolution and scholarly impact across 3 consecutive calendar years.

Methods: We took as an example 6 high-impact medical journals (Annals of Internal Medicine [Annals], The British Medical
Journal [The BMJ], Journal of the American Medical Association [JAMA], The Lancet, Nature Medicine [NatMed], and The
New England Journal of Medicine [NEJM]) and searched the literature using the Web of Science database for manuscripts
published between January 1, 2019, and December 31, 2021. To assess the effect of COVID-19 and non–COVID-19 literature
in their scholarly impact, we calculated their annual IFs and percentage changes. Thereafter, we estimated the citation probability
of COVID-19 and non–COVID-19 publications along with their rates of publication and citation by journal.

Results: A significant increase in IF change for manuscripts including COVID-19 published from 2019 to 2020 (P=.002; Annals:
283%; The BMJ: 199%; JAMA: 208%; The Lancet: 392%; NatMed: 111%; and NEJM: 196%) and to 2021 (P=.007; Annals:
41%; The BMJ: 90%; JAMA: 6%; The Lancet: 22%; NatMed: 53%; and NEJM: 72%) was seen, against non–COVID-19 ones.
The likelihood of highly cited publications was significantly increased in COVID-19 manuscripts between 2019 and 2021 (Annals:
z=3.4, P<.001; The BMJ: z=4.0, P<.001; JAMA: z=3.8, P<.001; The Lancet: z=3.5, P<.001; NatMed: z=5.2, P<.001; and NEJM:
z=4.7, P<.001). The publication and citation rates of COVID-19 publications followed a positive trajectory, as opposed to
non–COVID-19. The citation rate for COVID-19 publications peaked by the second quarter of 2020 while that of the publication
rate approximately a year later.

Conclusions: The rapid surge of COVID-19 publications emphasized the capacity of scientific communities to respond against
a global health emergency, yet inflated IFs create ambiguity as benchmark tools for assessing scholarly impact. The immediate
implication is a loss in value of and trust in journal IFs as metrics of research and scientific rigor perceived by academia and
society. Loss of confidence toward procedures employed by highly reputable publishers may incentivize authors to exploit the

J Med Internet Res 2022 | vol. 24 | iss. 12 |e43089 | p.725https://www.jmir.org/2022/12/e43089
(page number not for citation purposes)

Delardas & GiannosJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

mailto:panagiotis.giannos19@imperial.ac.uk
https://www.jmir.org/2023/1/e45322
http://www.w3.org/Style/XSL
http://www.renderx.com/


publication process by monopolizing their research on COVID-19 and encourage them to publish in journals of predatory
behavior.

(J Med Internet Res 2022;24(12):e43089)   doi:10.2196/43089

KEYWORDS

COVID-19; journal impact factor; scientometrics; bibliometrics; infometrics; journal; assessment; research; resources; medical
journal; literature; database; community; behavior

Introduction

The COVID-19 pandemic has presented unique challenges to
modern societies. The spread of SARS-CoV-2 worldwide during
the early 2020 posed unprecedented disruption in human lives
and significant stresses to public health structures and
socioeconomic systems [1]. Feverish academic activity on
COVID-19 research has been recorded across all areas of
knowledge with almost immediate effects since the disease was
discovered in December 2019. Surges in COVID-19 infections
in China and Italy initiated the first wave of COVID-19
publications within the first 3 months of the pandemic [2]. The
die had been cast.

From an early stage, it was evident that the rate of publications
was the most of any disease published thus far; however, very
few constituted high-level original research including
meta-analyses, systematic reviews, or control trials while
preprints, opinion pieces, editorials or commentaries filled the
void [2,3]. Adding to the exponential growth in COVID-19
publications was also the expedited editorial peer-review
processes put in place for manuscripts that generated record
speeds in processing times and article acceptance [4]. Indeed,
Palayew et al [5] revealed that median time from submission
to acceptance of COVID-19 research was reduced to 6 days
from 84 days when compared to non–COVID-19 content during
the first months of 2020. Horbach [6] further showed that the
majority of this decrease was attributed to an acceleration of
the review process.

These steps of disproportionately shorter-than-usual processes
taken by academic journals reflect the particular urgency for
information-sharing and altmetric dissemination across scientific
fields [7]. However, fast-track review methods and processes
developed during the COVID-19 pandemic are “here to stay”
[8]. Although reasonable to expect such policies during times
of extraordinary mobilization for novel treatments and best
practices to combat a disease of this scale, not all outcomes are
rosy. Much as the COVID-19 infodemic might have been paved
with good intentions, efforts to loosen the demanding process
of peer reviewing can seriously undermine research quality and
the potential merit of journals in their attempt.

Critiques of such approaches have been described in the
literature. Palayew et al [5] made the case for more training of
peer reviewers before they are allowed to review in such short
time frames to avoid weakening of scientific evidence.
El-Menyar et al [4] argued about the necessity to uphold
research ethics and best practices in fast-track processes and
highlighted the scarcity of original research data, which often
led to resources being reused, carrying forward flaws and

inaccuracies that shaped public opinion and policies [4,9].
Glasziou [10] pointed out that the COVID-19 research corpus
consists largely of preprints and duplicate studies, and Bero et
al [11] drew attention to the decreased trustworthiness and
validity of less rigorously reviewed COVID-19 research.

A discussion on the real repercussions of an overwhelming
focus on COVID-19 research for scientometrics, such as that
of the journal impact factor (IF), lacks in the existing literature.
Given the role of these measures as benchmarks of research
productivity and scholarly impact, editorial practices in favor
of fast-track COVID-19 research output have fueled critiques,
which view these as attempts to artificially inflate metrics at
the potential expense of research quality.

Journal IF constitutes the principal approach to assess scholarly
impact in modern research. This appraisal often guides scholars
to select where to submit their research and funding bodies to
decide where to allocate their resources. Considering the surge
of COVID-19 research from the start of the pandemic, a crucial
question arises on its influence upon the gold standard of
scholarly assessment in journals of highest rank. We focused
on 6 exemplar high-impact medical journals (Annals of Internal
Medicine [Annals], The British Medical Journal [The BMJ],
Journal of the American Medical Association [JAMA], The
Lancet, Nature Medicine [NatMed], and The New England
Journal of Medicine [NEJM]). The aim of our study was to
comprehensively compare the productivity trends of COVID-19
and non–COVID-19 literature and track their evolution and
scholarly impact across 3 consecutive calendar years.

Methods

Data Collection
To fulfil the purpose of our study, we selected 6 high-impact
medical journals, namely Annals, The BMJ, JAMA, The Lancet,
NatMed, and NEJM. We conducted a comprehensive search of
the literature using the Web of Science database for manuscripts
published between January 1, 2019, and December 31, 2021.
To distinguish between COVID-19 and non–COVID-19
publications, we filtered manuscripts based on their title,
abstract, or keywords using the following terms: “COVID-19”
OR “SARS-COV2” OR “Coronavirus” OR “2019-nCoV.”
Citation counts for each manuscript were retrieved using the
Clarivate report function. The search of the literature was
performed on a single day to reduce daily updates of the
database. Manuscripts were restricted to peer-reviewed original
research and review articles. No further exclusion criteria were
applied to our search.
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Data Processing
Calculation of a journal’s IF in our study was based on the ratio
between the number of citations and manuscripts published in
a given journal over a single year for that journal.

This approach was employed to enhance the temporal resolution
of the analysis of scholarly influence from journals in
publishing. To assess the effect of COVID-19 and
non–COVID-19 literature on scholarly impact of these journals,
we initially tracked the evolution of their IFs yearly from 2019
to 2021. We then calculated the percentage change in IFs year
on year. Thereafter, we estimated the citation probability of any
given COVID-19 and non–COVID-19 publication by journal
amid the whole duration. These were expressed as normal
distributions and calculated using the normal distribution
function (NORMDIST) in Microsoft Excel 2016. On a more
granular level, we estimated the publication and citation rate of
COVID-19 and non–COVID-19 manuscripts on a monthly
basis. Statistical significance was established as P<.05,
differences in means were examined using a paired sample t
test (two-tailed), and differences in distribution curves were
assessed using an independent z test (two-tailed). Statistical

analysis was performed using Microsoft Excel 2016 and SPSS
statistics software, Version 28.0 (IBM Corp).

Results

Journal Impact Factors
The IFs of all 6 high-impact medical journals significantly
increased for manuscripts including COVID-19 published from
2019 to 2020 (P=.002; Annals: 283%; The BMJ: 199%; JAMA:
208%; The Lancet: 392%; NatMed: 111%; and NEJM: 196%)
and to 2021 (P=.007; Annals: 41%; The BMJ: 90%; JAMA:
6%, The Lancet: 22%; NatMed: 53%; and NEJM: 72%), when
accounting for non–COVID-19 ones (Figure 1 and Table S1-2
in Multimedia Appendix 1). During the former period, The
Lancet and Annals experienced the highest increase with a
change in IF of 392% and 283% (as opposed to 36% and 1%),
respectively. An exception to this trend was NatMed, which
saw a decrease in IF of 9% (as opposed to 111%). During the
latter period, a more moderate increase was observed across all
journals and most prominently of 90% and 72% (as opposed to
79% and -31%) in The BMJ and NEJM, respectively. Notably,
The BMJ was the only to experience sustained increase in IF
from 2019 to 2020 and 2021. No significant changes were
observed from 2020 to 2021 (P=.06).
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Figure 1. Annual impact factor of 6 high-impact medical journals (Annals of Internal Medicine [Annals], The British Medical Journal [BMJ], Journal
of the American Medical Association [JAMA], The Lancet, Nature Medicine [NatMed], and The New England Journal of Medicine [NEJM]) based on
(A) manuscripts with and (B) without COVID-19 publications between 2019 and 2021. Changes in annual impact factor comparing manuscripts (C-E)
with and without COVID-19 publications between 2019 and 2021. ns: not significant; **P<.01.

Probability of Citations
The probability of highly cited manuscripts published between
2019 and 2021 across all journals was significantly increased
for COVID-19 manuscripts compared to non–COVID-19 ones
(Annals: z=3.4, P<.001; The BMJ: z=4.0, P<.001; JAMA: z=3.8,
P<.001; The Lancet: z=3.5, P<.001; NatMed: z=5.2, P<.001;
and NEJM: z=4.7, P<.001; Figure 2 and Table S3 in Multimedia
Appendix 1). The highest citation probability was seen in

manuscripts published in NatMed (z=5.2) during this period.
The likelihood of highly cited manuscripts was visually
increased across all journals except in that of The BMJ, when
considering manuscripts with COVID-19 against those without
(Figure 2). Equally, the probability of highly cited COVID-19
manuscripts published during 2019-2021 appeared highest in
The Lancet and NEJM compared to the majority of the
remaining journals (Figure 3A and Table S4 in Multimedia
Appendix 1).
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Figure 2. Probability distributions of time-adjusted citation count for 6 high-impact medical journals—(A) Annals of Internal Medicine, (B) The British
Medical Journal, (C) Journal of the American Medical Association, (D) The Lancet, (E) Nature Medicine, and (F) The New England Journal of
Medicine—based on non–COVID-19, COVID-19–only, and combined publications between 2019 and 2021. ***P<.001.
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Figure 3. Probability distributions of (A) time-adjusted citation count across 6 high-impact medical journals (Annals of Internal Medicine [Annals],
The British Medical Journal [BMJ], Journal of the American Medical Association [JAMA], The Lancet, Nature Medicine [NatMed], and The New
England Journal of Medicine [NEJM]) based on COVID-19–only publications between 2019 and 2021. Publication and citation rates based on (B and
D) COVID-19–only and (C and E) non–COVID-19 publications between 2020 and 2021.

Rate of Publications and Citations
The publication rate of COVID-19 manuscripts across all
journals saw an increase between 2020 and 2021 with a peak
by the second quarter of 2021 (Figure 3B). By contrast, the
publication rate of non–COVID-19 manuscripts saw a moderate
decrease throughout the elapsed duration (Figure 3C). Moreover,
the citation rate of COVID-19 manuscripts peaked in the first
2 quarters of 2020 and strongly subsided afterward (Figure 3D).
Conversely, non–COVID-19 manuscripts saw a continuous and

extensive downward decrease in their citation rate from the start
(Figure 3E).

Discussion

Principal Findings
Our study showed a significant increase in IF change across 6
high-impact medical journals (Annals, The BMJ, JAMA, The
Lancet, NatMed, and NEJM) based on publications including
COVID-19 manuscripts from 2019 to 2020 and to 2021, when
compared to non–COVID-19 ones. The probability of highly
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cited manuscripts was significantly increased in COVID-19
manuscripts across most journals and throughout the entire
duration, when compared to non–COVID-19 ones. The citation
rate for COVID-19 publications peaked by the second quarter
of 2020 and that of the publication rate approximately a year
later.

Interpretation of Findings
Our results reflect the capacity of the scientific community to
respond against a global health emergency with high-impact
publications on COVID-19 at an exponentially expanding rate.
With high hopes for a breakthrough, scientists have indeed
rushed to publish positive results on the disease [12]. However,
this raises concerns whether scientific standards are being met
both by researchers and the journals [13]. High-impact medical
journals, including The Lancet, Nature, and JAMA embarked
on a rapid peer-review initiative to accelerate the dissemination
of COVID-19 manuscripts to the public and across the scientific
community [14-16]. Nature explicitly invited researchers to
shorten review times and decided to reduce the publication of
non–COVID-19 content. JAMA expedited the publication of
COVID-19 manuscripts within 10 to 12 days from submission
[14,15]. A later analysis further confirmed that among other
journals, The Lancet and Nature shortened their review
processes for COVID-19 articles by almost two-thirds for the
duration of the pandemic, when compared to non–COVID-19
submissions [17]. Another report showed that when the quality
of peer-reviewed COVID-19 publications was assessed in the
3 most influential medical journals (ie, The Lancet, NEJM, and
JAMA), high rates of retraction, withdrawal, or expression of
concern were observed [18,19].

Fast-track publications practices have frequently been
scrutinized for the rigidity of the research output. This underlies
concerns about the quality control of the external peer review
and internal editorial evaluation, thorough revision by authors,
and journal editing of the manuscript. Most notably, The Lancet
and NEJM came under intense fire during the second half of
2020 due to the publishing of false data in a highly influential
study regarding the benefit of hydroxychloroquine or
chloroquine for the treatment of COVID-19. This information
found its way under the public spotlight causing a controversial
deluge, leading to its retraction and a barrage of criticism at the
integrity and quality of the research and its peer reviewing [20].
Notably, The Lancet has now reflected on the risks of rushed
review processes employed as part of their early action against
the pandemic and reiterated the need to “slow down” in their
publication processes [16]. Nevertheless, a scarcity of explicit
information regarding other high-impact medical journals,
including The BMJ, NEJM, and Annals, remains. It would be
no surprise that similar recorded patterns for COVID-19
publications in these journals could have been attributed to the
expedited reviewing processes in an attempt to ease submission
bottlenecks.

The growing concern that editorial practices can be as much
responsible for the influx in publications as the heightened
popularity of the topic among the academic community becomes
evident. The attributed responsibility on editorial processes is
mainly based on the asymmetrical treatment of COVID-19

research and the consequential encouragement of scientists to
focus on COVID-19 by journals. These two acts invite certain
types of research by making the route to publication more certain
and less time intensive.

There are bearing implications to the potential inflation of
journal metrics of research productivity and scholarly impact,
such as IF. Journal IFs are commonly used by educational or
research groups and various funding bodies to make decisions
on the promotion of research proposals, grant applications, but
also the awarding of positions to individuals and even salary
considerations. In a sense, they provide a way to gauge a
scientist or research group’s academic value, or an academic
journal’s scientific rigor. Journal IFs, parallel to money,
constitute a value system of scholarly influence. To maintain
their value across time, they need to rely on stable and
transparent processes that remain intact and are always faithfully
followed. For academic journals, the main mechanism that
controls publication rates and incentivizes research quality is a
well-established and thorough peer-reviewing process. Similar
to how currency manipulation works, when peer reviewing is
altered, there is a risk of distorting the value of and trust in
journal IFs as perceived by academia and society.

Apart from the obvious loss of confidence toward the procedures
employed by highly reputable publishers, academic journals
also face the risk of losing the interest of researchers in
publishing to other competitors, and this might be damaging
from a business perspective. COVID-19 articles can be a
contributing factor to this phenomenon which is exacerbated
when fast-track reviewing is made a priority. The lack of
transparency and information on how and where exactly
fast-track reviewing was implemented during the pandemic
magnifies this issue as there is no real way for external parties
to assess how much of this is artificially driven. This sows
confusion among scholars on how to evaluate the quality of
published research and may encourage authors to publish in
journals of predatory behavior.

Another disservice that journal IF inflation and sudden changes
in standards might cause is putting honest and hard-working
researchers at a disadvantage. Shortened and sometimes less
rigorous peer-review processes, combined with the observed
surge in preprints, opinion pieces, and commentaries, while by
no means unimportant, increase scientific noise and can waste
resources that could be used in a lengthier but more impactful
research. The rearrangement of peer reviewing might also
benefit authors who are willing to exploit the system in order
to inflate their productivity metrics and get an edge over
colleagues who are less inclined to take advantage of the hype.
This can reinforce a deluge of COVID-19 submissions of
worrying quality as increasingly more researchers get the trick
and do not want to miss out on the effortless opportunity to
transform their career.

Limitations
Our study was prone to various inherent limitations. Assessment
of IF by year can provide an enhanced temporal resolution of
the scholarly influence presented by journals from their research
output. However, overtime citations become inflated, and
calculating year-specific IFs becomes challenging for a
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retrospective analysis. To overcome this, we applied a time
adjustment on the citations count based on the time elapsed
from the start of the search up to date. However, we were not
able to account for any traction cycles or short-term events that
articles might have experienced over time. Although the IF of
all included journals in our study was affected symmetrically
by this inherent pitfall, it is likely that the derived yearly IFs
were underestimated, especially in articles published at later
years. Nevertheless, this phenomenon portrays the crudeness
and imperfect abstraction of IF in gaining a more granular
investigation. Similarly, COVID-19 manuscripts were restricted
to article and review types without taking into consideration
related editorials, opinions, or commentaries that constituted a
significant portion of the surge in COVID-19 publications from
the start. In the same manner, the protocol of data acquisition
employed to collect manuscript count was limited to a single
database (ie, Web of Science), which could have consequently
magnified the quantity of eligible publications. Lastly, a manual
screening of the derived publications was not possible, which
led to an automatic filtering based on title, abstract, or keywords
that best describe COVID-19 terminology. Hence, we could

not establish in full whether the retrieved manuscripts indeed
focused on COVID-19 and not on other research domains related
to it. Taken together, our results and the conclusions derived
may be considered more conservative and should be interpreted
with caution.

Conclusions
The rise of COVID-19 has resulted in a surge of scientific
production across all areas of knowledge globally. Our findings
ultimately demonstrated that the IF, likelihood of being highly
cited, and publication and citation rates of manuscripts published
across 6 high impact medical journals (Annals, The BMJ,
JAMA, The Lancet, NatMed, and NEJM), between 2019 and
2021, were positively skewed by COVID-19 manuscripts. The
eruption of COVID-19 publications reinforced the capacity of
the scientific community to step up to the challenge, but casted
doubt on the reliability of highly susceptible IFs—as shown
here—in evaluating scholarly impact. The loss of trust on journal
IFs as measures of scientific rigor and confidence in the
procedures employed by highly influential publishers may
incentivize a culture of exploitation by researchers and journals
against the scientific process.
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Abstract

Background: Vaccines are promising tools to control the spread of COVID-19. An effective vaccination campaign requires
government policies and community engagement, sharing experiences for social support, and voicing concerns about vaccine
safety and efficiency. The increasing use of online social platforms allows us to trace large-scale communication and infer public
opinion in real time.

Objective: This study aimed to identify the main themes in COVID-19 vaccine-related discussions on Twitter in Japan and
track how the popularity of the tweeted themes evolved during the vaccination campaign. Furthermore, we aimed to understand
the impact of critical social events on the popularity of the themes.

Methods: We collected more than 100 million vaccine-related tweets written in Japanese and posted by 8 million users
(approximately 6.4% of the Japanese population) from January 1 to October 31, 2021. We used Latent Dirichlet Allocation to
perform automated topic modeling of tweet text during the vaccination campaign. In addition, we performed an interrupted time
series regression analysis to evaluate the impact of 4 critical social events on public opinion.

Results: We identified 15 topics grouped into the following 4 themes: (1) personal issue, (2) breaking news, (3) politics, and
(4) conspiracy and humor. The evolution of the popularity of themes revealed a shift in public opinion, with initial sharing of
attention over personal issues (individual aspect), collecting information from news (knowledge acquisition), and government
criticism to focusing on personal issues. Our analysis showed that the Tokyo Olympic Games affected public opinion more than
other critical events but not the course of vaccination. Public opinion about politics was significantly affected by various social
events, positively shifting attention in the early stages of the vaccination campaign and negatively shifting attention later.

Conclusions: This study showed a striking shift in public interest in Japan, with users splitting their attention over various
themes early in the vaccination campaign and then focusing only on personal issues, as trust in vaccines and policies increased.
An interrupted time series regression analysis showed that the vaccination rollout to the general population (under 65 years)
increased the popularity of tweets about practical advice and personal vaccination experience, and the Tokyo Olympic Games
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disrupted public opinion but not the course of the vaccination campaign. The methodology developed here allowed us to monitor
the evolution of public opinion and evaluate the impact of social events on public opinion, using large-scale Twitter data.

(J Med Internet Res 2022;24(12):e41928)   doi:10.2196/41928

KEYWORDS

COVID-19; vaccine; vaccination; Twitter; public opinion; topic modeling; longitudinal study; topic dynamics; social events;
interrupted time series regression

Introduction

Vaccination is an effective mechanism to reduce the numbers
of hospitalizations and deaths associated with the emergent
coronavirus disease (COVID-19). With the advent of efficient
vaccines after the first wave of the COVID-19 pandemic, public
health efforts moved to strategies to cost-effectively immunize
the population to increase survival and resume economic
activity. Dose availability and uptake rates are fundamental to
reaching sufficient vaccination coverage, but those numbers
vary across countries in the current pandemic. One particular
concern was the hesitancy regarding the safety and effectiveness
of COVID-19 vaccines [1], which affected individuals’
willingness to get vaccinated in not only low- and
middle-income countries [2,3], but also high-income countries
[4-7]. Japan stood out among developed economies as having
one of the lowest vaccine confidence levels in the population
[8]. This resulted from safety concerns about the human
papillomavirus (HPV) vaccine that emerged in the early 2010s
as a result of misinformation spread on the adverse effects of
the HPV vaccine [9,10], prompting the Japanese Ministry of
Health, Labour and Welfare to suspend the proactive
recommendation of the HPV vaccine from June 2013 until
November 2021. Such low public confidence delayed the start
of mass vaccination against COVID-19, and Japan was 2 months
behind the United States, China, and European countries, leading
to safety concerns and inquiries regarding the Tokyo Olympic
Games that had already been postponed to August 2021.
Although mass vaccination started late in Japan, the country
achieved high vaccination coverage in a short time and had one
of the highest vaccination rates in the world (ranking 14th
among 229 countries). Japan achieved a full vaccination rate of
72.4% on October 31, 2021 [11], ranking ahead of early
adopters, such as the United Kingdom (67.0%), Germany
(66.2%), and the United States (58.6%).

It is unclear how public opinion affected government policies
that were also influenced by the domestic economic slowdown
and the concerns about the Tokyo Olympic Games. Public
opinion typically reacts to policies and might serve as a
barometer of government strategies. Monitoring public opinion,
however, is challenging. The largest study of vaccination
intention in Japan surveyed 30,000 participants [7] and found
that a large proportion of the population was unsure (33%) or
unwilling (11%) to receive the COVID-19 vaccine, with side
effects and safety being the main reasons. Classic survey studies
like this are costly, relatively slow, and, with few exceptions
[8], cannot trace changes in public opinion in real time
[2,6,7,12]. Large-scale studies aiming to increase accuracy and
the spatiotemporal resolution of responses require advanced

survey techniques. In recent years, human activity has been
increasingly mediated by digital devices, leaving footprints that
can be exploited to assess the population’s health and opinions
[13-17]. In the context of COVID-19, social media data have
been used to predict the number of new cases (incidence) [18,19]
and to interpret the public perception of the pandemic [20].
Twitter has been particularly useful to monitor public opinion
because users engage and react timely to environmental changes,
for example, reacting to epidemic outbreaks [21,22], expressing
concerns about the disease [23], accepting the pandemic
situation [24], and reacting to vaccination issues [25-27]. Twitter
is widely used in Japan, where more than 60% of people below
40 years old are actively engaged [28]. The pervasiveness of
Twitter provides a unique source of data to monitor the evolution
of public opinion during the various stages of the Japanese
vaccination campaign.

In line with previous studies [25,26], we assumed that Twitter
activity is a barometer of the public perception of COVID-19
vaccination. We thus focused on quantifying the public
perception during the mass vaccination campaign in Japan by
analyzing more than 100 million vaccine-related tweets posted
by over 8 million users (approximately 6.4% of the Japanese
population). The main goal was to understand the dynamics of
public opinion during the vaccination campaign in Japan, which
initially delayed the rollout of vaccines compared with other
high-income countries. We hypothesized that such major social
disruptions would lead the population to focus the debate on a
few topics directly related to their daily experiences, in
particular, their personal experiences with the vaccines. This
debate could potentially generate social support and confidence
to engage more people in the vaccination campaign. To examine
the hypothesis, we identified the main topics on Twitter using
the Latent Dirichlet Allocation (LDA) model [29]. We also
hypothesized that public opinion would timely and semantically
react to critical social events. The reactions would be for not
only the stages of the vaccination campaign, but also major
sports events like the Tokyo Olympic Games taking place during
the vaccine rollout and the 5th COVID-19 wave. To examine
the hypothesis, we quantified the effect of these critical events
on the content of the debates on Twitter, using interrupted time
series analysis [30].

Methods

Data Collection
We downloaded all Japanese tweets with the word “waku-chin”
(vaccine in Japanese) posted between January 1, 2021, and
October 31, 2021. The data set was provided by the NTT DATA
Corporation [31]. We used data made available by NTT DATA
Corporation to analyze all the vaccination-related tweets. The
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Twitter application programming interface (API) has a limit for
the number of tweets that can be downloaded in a month. The
study period was chosen to include a short period before the
launch of the vaccination campaign in Japan (February 17, 2021)
and a short period after the end of the Tokyo Olympic Games
when the full vaccination rate reached 70% of the Japanese
population (October 25, 2021). The data set contained
114,357,691 tweets. We further collected data on the tweet text,
the time stamp (posting time), and whether the tweet was an
original tweet or a retweet. Using data from Our World in Data
[32], we obtained the daily incidence (number of new cases) of
COVID-19 and the full vaccination rate (the percentage of the
population who received the second dose of the COVID-19
vaccine) in Japan [11]. The COVID-19 vaccines available in
Japan were Pfizer, Moderna, AstraZeneca, and Takeda
(Novavax), all of which require 2 doses.

Data Processing
Data processing and analysis were performed using Python
software, version 3.9.7 (Python Software Foundation). We first
extracted the plain text from the remaining tweets and removed
emojis. Afterward, we segmented each text into Japanese words
using the morphological analyzer MeCab [33] and removed
stop words that have little analytic value (eg, “kore,” “sore,”
and “suru” meaning “this,” “it,” and “do,” respectively, in
Japanese). Finally, we changed words to their root forms (eg
“boku” to “watashi” [“I” in Japanese] or “Utta” to “Utsu”
[“inject” in Japanese]). This normalization corresponds to, for
example, “viruses” to “virus” or “went” to “go” in English.

Topic Modeling
The LDA model [29] implemented in the Gensim Python
package [34] was used to identify topics in the Twitter data.
Before the topic modeling analysis, we removed rare words,
that is, words appearing in fewer than 1000 tweets that
corresponded to 0.0004% of the tweets, and the most frequent
words “waku-chin” (vaccine) and “sessyu” (vaccination). In
addition, we identified “bot” tweets by reading typical tweets
in each topic obtained by the LDA model and removed the bot
tweets until the LDA model did not identify artificial topics due
to bots. To determine the number of topics, we calculated the

topic coherence score CV [35], which quantifies the quality of
the topics obtained by the LDA model based on the probability
distribution of the words. The coherence score CV is defined as
a complex function of the joint probability distribution of the
words [35], and a high coherence score indicates that the topics
are highly interpretable for humans, that is, the subject of the
tweets within a topic is likely the same. We adopted the number
of topics with the highest coherence score: K=15 (Multimedia
Appendix 1). Finally, we assigned each tweet to a topic with
the highest posterior probability that was calculated based on
all the words in the tweet.

Interrupted Time Series Regression
We used interrupted time series regression [30] to quantify the
impact of major events (eg, the start of the Olympic games) on
the popularity of a theme in tweets. The statsmodels Python
package [36] was used for this analysis. The theme was defined
based on a subset of keywords (Multimedia Appendix 2), and
the analysis was based on all the tweet data (sample 1: 24
million tweets in Figure 1). We assumed the following
regression model:

Yt = β0 + β1T + β2Xt + β3TXt + ut , (1)

where Yt is the percentage of a theme in tweets at time t (day),
T is the number of days from the start of the observation period
(T=0, which represents 30 days before each event), Xt is a
dummy variable that equals to 0 and 1 before and after the event,
respectively, and ut is the error term. Here, β0 represents the
baseline popularity (in percentage) at T=0, β1 represents the
slope before the event, and β2 and β3 represent the level and
slope change after the event, respectively.

A time series often exhibits autocorrelation, that is, the error
terms are correlated over time, whereas the regression analysis
assumes that the error terms ut are uncorrelated. To evaluate
the confidence intervals of the estimated parameters, we
calculated the Newey-West standard error [37,38], also known
as the heteroskedasticity- and autocorrelation-consistent standard
error, which is robust to the autocorrelation. We also calculated
the Newey-West standard error to evaluate the confidence
intervals of the linear regression analysis.
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Figure 1. Data processing workflow.

Results

Dataset
The original data set contained 114,357,691 vaccine-related
tweets written in Japanese from January 1 to October 31, 2021.
Our analysis is based on 3 samples containing either the original
tweets (24,191,390/114,357,691, 21.2%) or retweets
(75,984,321/114,357,691, 66.4%) that do not contain any
comments (Figure 1). Quoted tweets, that is, retweets with
comments (5,765,735/114,357,691, 5.0%) and mentioned tweets
(8,416,245/114,357,691, 7.4%) were excluded from our analysis
because they were much fewer than the tweets and retweets.
The first sample (Sample 1) contained 24,191,390 tweets posted
by 6,034,435 users and was used to study the evolution of public
opinion, including disruptions due to critical events. A random
sample of the original data (Sample 2, N=1,000,000) was then
used to identify the main topics and themes, and a sample of
all retweets (Sample 3) was used to study the spread of opinions.

Vaccine-Related Tweets
Figure 2A shows the number of vaccine-related tweets per day
during the study period and highlights the following 4 critical
events [39]: (1) the launch of the COVID-19 vaccination
campaign by the Japanese government on February 17, 2021,
focusing initially on essential workers (eg, health care workers);
(2) the start of vaccination of the elderly population (above 65
years old) on April 12, 2021; (3) the start of general public

vaccination on June 21, 2021; and (4) the Tokyo Olympic
Games taking place from July 23 to August 8, 2021. The first
peak occurred on January 21, 2021, when Prime Minister
Yoshihide Suga made a statement that “high coverage of
vaccination is not a precondition for holding the Olympics in
Tokyo” and the Ministry of Health, Labour and Welfare signed
a contract with Pfizer Inc to supply a total of 72 million doses
of its COVID-19 vaccine. Although a spike was observed at
the very start of the vaccination campaign (event 1),
vaccine-related tweets started to increase after event 2, when
the vaccination of nonessential workers began. This coincided
with the outbreak of the 4th wave in Japan (early April 2021;
Figure 2B) and was followed by increased interest during the
peak of infections in the 4th wave (May 13, 2021), when the
online booking of vaccine appointments was launched but
became overwhelmed, leaving many people without a
vaccination slot. There was a sharp relative decrease in tweets
at the start and end of the Olympic Games, followed by the
largest peak on August 26, 2021, when a contamination scandal
(approximately 1.6 million doses of the Moderna vaccine were
discarded) was publicized. This last peak also coincided with
the peak of the 5th wave and was followed by a substantial
decrease in vaccine-related tweets, likely because of the high
vaccination rate in the population (Figure 2). We found a low
to moderate correlation between the number of tweets and the
number of new COVID-19 cases (Spearman rank correlation:
0.322), suggesting that the effect of the pandemic situation on
public opinion was not strong.
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Figure 2. Vaccine-related tweets, vaccination rates, and incidence of COVID-19. (A) The number of vaccine-related tweets per day written in Japanese
(black, left y-axis) and the fraction of the fully vaccinated population in Japan (magenta, right y-axis) between January 1 and October 31, 2021. (B)
Daily incidence of COVID-19 in Japan. The vertical lines indicate 4 main events during the study period: (1) the launch of the COVID-19 vaccination
campaign for essential workers; (2) the launch of vaccination for the elderly population (above 65 years old); (3) the launch of vaccination for the general
population (under 65 years old); and (4) the period of the Tokyo Olympic Games.

Clustering Vaccine-Related Tweets
The ranking of the most used words on vaccine-related tweets
(Sample 2 in Figure 1) revealed that 242,627 (24.3%) of them
explicitly contained the word “COVID-19” (see Multimedia
Appendix 3 for the frequent words). While the prevalence of
specific words in tweets can reveal patterns of popular words,
this measure is unable to unveil hidden semantic relations among
tweets. We thus applied a machine learning methodology, the
LDA model, to a sample of 1,000,000 tweets (100,000 per
month, Sample 2) to automatically identify and classify (ie,
cluster) tweets into meaningful topics. This monthly sampling
was used here to remove the nonstationarity of the tweet activity
given the imbalance in the number of vaccine-related tweets
during the study period. Using LDA, we automatically identified
15 topics from the tweets (solely based on the textual content)
and manually grouped them into the following 4 general themes:
(1) personal issue, (2) breaking news, (3) politics, and (4)
conspiracy and humor. Table 1 shows examples of representative
tweets and the most popular words in each topic. Contributing
terms were manually extracted from the top 30 weighted terms
in the LDA model (Multimedia Appendix 4).

The most popular theme that emerged from the topic analysis
was personal issue (Theme 1; 493,296/989,339 tweets, 49.9%),
and it was formed by 2 topics about personal issues before being
vaccinated, that is, personal view on vaccination and personal
schedule of vaccination, and 4 topics about personal experiences
after being vaccinated, that is, 1 topic about live reporting on
the vaccination experience (eg, waiting room or to/from the
vaccination center) and 3 topics about individual vaccination

experiences including (1) complaints about discomfort, and side
effects and personal life after vaccination; (2) reporting body
temperature after taking the vaccine; and (3) advice to overcome
side effects (Table 1).

The second most popular theme was breaking news (Theme 2;
210,550/989,339 tweets, 21.3%), and it included 2 topics about
news on COVID-19 vaccines, such as vaccine development and
approval, and vaccine effectiveness. The first topic included
tweets about the development of Moderna, AstraZeneca, and
Pfizer vaccines (clinical trials and government approvals) in
Japan and other countries. The second topic was about the
effectiveness of vaccines and contained information about
mRNA vaccines, the effectiveness of vaccines against new
variants, and serious side effects (eg, thrombus) of the
AstraZeneca vaccine. The last topic was about booking an
appointment for vaccination, in particular, about availability
and whether users could successfully book a timeslot (Table 1).

Politics was the third most popular theme (Theme 3;
169,663/989,339 tweets, 17.1%), with 3 topics. The first topic
was related to opinions on the government. For instance, users
complained that the vaccination schedule in Japan was behind
other countries and disagreed on holding the Tokyo Olympic
Games given the low vaccination coverage. Opinions on mass
media, such as complaints about unreliable information from
the media and the attitude of the press inciting unrest, formed
the second topic. Finally, the vaccination policy, including
casual chats, for example, tweets mentioning the assignment of
Mr Taro Kono (a politician famous among the young population)
as vaccine minister, formed the third topic (Table 1).
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Table 1. Topics identified from vaccine-related tweets before and during the COVID-19 vaccination campaign in Japan.

Representative tweetaTop terms contributing to the topic
model

Tweets (N=989,339),
n (%)

Themes and topics

493,296 (49.9)Theme 1: Personal issue

“I’ll be vaccinated because I want to. If you
don’t want to, you don’t have to. I don’t think I
should tell others to be vaccinated!”

I, think, myself, scary, absolutely,
feeling, alright

170,095 (17.2)Personal view on vaccination

“I’m finally getting the Pfizer COVID-19 vac-
cine tomorrow. I’m so excited.”

tomorrow, today, finish, clinic, ap-
pointment, next week, this week

57,763 (5.8)Personal schedule of vaccination

“I’ve arrived the vaccination venue too early.

I’m waiting and killing time ”

pain, go back, venue, swell, 30
minutes, sleepy, wait

31,952 (3.2)Live reports of before/after vacci-
nation

“I’ve got the second shot. I was fine after the
first shot, but I don’t think I’m fine this time.
Side effect will come sooner or later.”

second time, adverse reaction, first
time, yesterday, side effects, work,
fine, temperature

132,843 (13.4)Journal about vaccination experi-
ence

“The injection was given very quickly and was
not very painful. It has been five hours since the
injection, and I feel a little bit of discomfort in
my left arm...”

pain, arm, injection, left arm, feel,
discomfort

65,490 (6.6)Perception after vaccination

“I’ve got the second shot of vaccine! I need to
buy sports drink when I go home... and most
important of all, food for the cat!”

fever, condition, second day, pre-
pare, lighten, better, helpful

35,153 (3.6)Preparation for vaccination

210,550 (21.3)Theme 2: Breaking news

“Approval by the Ministry of Health, Labour
and Welfare (MHLW) of the only vaccine for
new coronavirus from US pharmaceutical giant
Pfizer.”

Pfizer, Moderna, Ministry of Health,
Labour and Welfare, development,
start, clinical trial, approved

79,247 (8.0)Clinical trial and use authoriza-
tion

“It is reported that mRNA vaccines are effective
against corona #corona #mRNA vaccine #effec-
tive.”

death, effectiveness, mRNA, report,
research, Israel, variant

74,120 (7.5)Effectiveness of vaccination

“The unprecedented scale of Mass vaccination:
What is the preparation status of local municipal-
ities?”

booking, preparation, group, avail-
able, campaign, system, local gov-
ernment

57,183 (5.8)Booking vaccination appoint-
ment

169,663 (17.1)Theme 3: Politics

“To the idiots in the government: if you can in-
oculate corona vaccine to all Japanese citizens,
you can hold Olympic and Paralympic, but if
you can’t, cancel them.”

Japan, measures, country, impossi-
ble, government, declaration of a
state of emergency, Tokyo

95,219 (9.6)Opinion about politics

“The mass media raised fears with coronas, and
now they are raising fears with vaccines. Media
should report the facts unbiasedly instead of
raising fears.”

anxiety, information, news cover-
age, rumor, media, explanation, fact

41,094 (4.2)Opinion about mass media

“It may be better to take a wait-and-see approach
to the vaccination. It could be bad.”

third time, recently, tweet, video,
shit, laugh

33,350 (3.4)Vaccination policy

115,830 (11.7)Theme 4: Conspiracy and humor

“They developed the corona vaccine for the
purpose of the Deep State agenda: global human
enslavement, depopulation and money making!”

population, human being, world,
cause, conspiracy theory, reduction

41,428 (4.2)Population control

“It’s very exciting to be able to connect to 5G
when you are vaccinated!”

children, 5G, freedom, destruction,
discrimination

30,221 (3.1)Effect on the body

“Vac-vac-cine-cine! Vac-vac-cine-cine! Vac-
vac! Cine-cine! Cine-cine vac-vac!”

cine-cine44,181 (4.5)Internet meme

aOriginal tweets are in Japanese.

The least popular theme contained topics related to conspiracy
and humor (Theme 4; 115,830/989,339 tweets, 11.7%). The
first topic was about control of the population, for example, the

conspiracy theory that “the purpose of COVID-19 vaccination
was to reduce the global population,” and the second topic was
about the effects on the body, for example, the theory that
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“COVID-19 vaccines are a ploy to connect people to the 5G
network.” Internet memes formed the third topic, for example,
the popular “Vac-vac-cine-cine” (from “vaccine vaccine”
because a person needs 2 vaccine shots to be fully vaccinated
and because the combination of these words sounds like
“exciting” and “male genitalia” in Japanese) (Table 1).

Evolution of the Popularity of Themes
Previous research has shown that the number of tweets about a
particular topic reflects the users’ attention to that topic [40,41].
We thus estimated the popularity of tweets for each topic
(grouped in 4 major themes; see the previous section) to monitor
temporal changes in the interest of users (Figure 3). Personal
issue (Theme 1) continuously increased, starting at nearly 30%
and increasing to over 70% by the end of the study period.
Breaking news (Theme 2) and politics (Theme 3), on the other
hand, declined steadily from nearly 30% and 25%, respectively,
to around 10%, dropping more significantly after June, when
vaccination became available for people under 65 years old (the
majority of Twitter users). Conspiracy and humor (Theme 4)
also reduced slightly during the period and overall remained
relatively low. We further validated this result by creating a
subset of keywords for each theme (Multimedia Appendix 2)
and then extracting all tweets of each theme from the original
data set (24 million tweets) (Multimedia Appendix 5). The linear
regression analysis (Table 2) showed a statistically significant
increase in the tweets about personal issue (Theme 1) and a
decrease in the other themes, with breaking news (Theme 2)
and politics (Theme 3) decreasing 5 times in comparison to
conspiracy and humor (Theme 4). These trends revealed a shift
in the concerns of Twitter users, who initially shared their
attention over personal issues (individual aspect), collecting
information from the news (knowledge acquisition), and
government decisions (the course of the vaccination campaign)
and then focused mostly on personal issues once the vaccination

campaign was effectively implemented in the general
population.

The evolution of specific topics reflected finer aspects of the
opinion dynamics. The combined topics about personal issues
before being vaccinated (ie, personal view and personal
schedule) increased after May followed by a slight decrease
after August (Figure 4A). This pattern reflected increasing
concerns with vaccination and the Tokyo Olympic Games that
ended in early August. The combined topics about a user’s
experience after being vaccinated (ie, live reports, journal,
perception, and preparation) showed a sharp increase after June,
when the vaccination of the general population began (Figure
4A). Moreover, 17.9% (17,760/99,461) of the tweets belonged
to the topic about personal issues after being vaccinated, even
in January before the vaccination campaign in Japan. This is
because the LDA model assigned a topic based on the words
in a tweet (see Multimedia Appendix 4 for the top 30 terms).

In contrast, the popularity of conspiracy theories (population
control and effect on the body) decreased steadily, indicating
that education built up confidence in the vaccines (Figure 4B).
Opinions on the booking of vaccination appointments peaked
in May, when the booking system was launched. Opinions on
politics peaked in April and then decreased substantially,
reflecting an initial criticism toward the government for the late
implementation of mass vaccination, followed by approval once
the campaign rolled out. Again, we validated these findings by
extracting the corresponding tweets using a subset of keywords
for each topic or aggregated topic (Multimedia Appendix 2)
and confirmed the trends (Multimedia Appendix 6), with a low
prevalence of words related to conspiracy theories
(1,452,528/24,032,297 tweets, 6.0%). This result also confirmed
that the initial concerns about the government and the reliability
of the vaccines became secondary once the vaccination reached
most of the population and personal experiences became
dominant.

Figure 3. Popularity of the study themes. Each line represents the percentage of tweets in each theme (Table 1) over time. The percentage is calculated
monthly from a sample of vaccine-related tweets (1 million tweets: Sample 2).
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Table 2. Linear regression analysis of the popularity time series of the themes extracted by keywords.

ThemeaVariable

Theme 4Theme 3Theme 2Theme 1 

Intercept

8.75b24.0b44.0b25.8bCoefficient

8.22 to 9.2722.2 to 25.841.2 to 46.823.9 to 27.695% CI

Slope

−0.014b−0.070b−0.082b0.142bCoefficient

−0.017 to −0.011−0.078 to −0.061−0.097 to −0.0670.133 to 0.15295% CI

aTheme 1: personal issue; Theme 2: breaking news; Theme 3: politics; and Theme 4: conspiracy and humor.
bStatistically significant change (P<.05).

Figure 4. Popularity of the topics. Each line represents the percentage of tweets over time. (A) Aggregated topics about personal issue before/after
being vaccinated (Theme 1). (B) Topics about booking vaccination appointment (Booking in Theme 2), opinions about politics (Opinions about politics
in Theme 3), and aggregated topics about conspiracy theories, that is, population control and effect on the body (Conspiracy in Theme 4). The percentage
is calculated monthly from a sample of vaccine-related tweets (1 million tweets: Sample 2).

Shift in Interest After Critical Events
Specific events may have social and individual consequences
and may affect public opinion and discussion of different
themes. Four critical events marked the vaccination campaign
in Japan during 2021 (the various stages of the vaccination
campaign and the Tokyo Olympic Games; Figure 2). To test
our hypothesis of critical events on opinion dynamics, we
performed interrupted time series regression [30] to estimate
the changes in the popularity of themes (see the Methods
section). We first calculated the popularity (ie, the percentage
of tweets) of 4 themes defined by subsets of keywords
(Multimedia Appendix 2). The themes were as follows: Theme
1, personal issue; Theme 2, breaking news; Theme 3, politics;
and Theme 4, conspiracy and humor. In this analysis, the level
parameter (β2 in Equation 1) indicates a shift in the relative
attention, whereas the slope parameter (β3 in Equation 1)
indicates a shift in the rate of popularity increase of a given

theme. Table 3 shows that politics (Theme 3) was the theme
most affected by these events. The impact of the general
population vaccination rollout and the Tokyo Olympic Games
on public opinion was larger than that of the other critical events,
and they affected all aspects of public opinion. The vaccination
of health workers positively shifted the popularity of the politics
theme, likely because of increasing expectations of rolling out
mass vaccination. The vaccination of the elderly population
only positively shifted the trend. On the other hand, both the
vaccination of the general population and the Tokyo Olympic
Games negatively shifted the interest in politics, suggesting
relatively fewer concerns with government policies.
Furthermore, the vaccination rollout of the general population
increased the rate of tweets about practical advice and personal
experience. Finally, the start of the Tokyo Olympic Games
caused an increase in interest in personal issues that remained
nearly constant afterward (Figure 5), likely because of the large
vaccination coverage achieved during this period.
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Table 3. Changes in the popularity of the 4 themes at critical events.

ThemeaVariable

Theme 4Theme 3Theme 2Theme 1

Health workers

Level (β2)

−0.146.74b−3.931.21Coefficient

−1.45 to 1.181.27 to 12.2−8.88 to 1.03−4.51 to 6.9395% CI

Slope (β3)

−0.050.54b−0.20−0.01Coefficient

−0.14 to 0.030.30 to 0.80−0.55 to 0.15−0.32 to 0.3195% CI

Elderly population

Level (β2)

−0.985.59b−3.25−0.71Coefficient

−2.11 to 0.151.60 to 9.58−7.79 to 1.28−3.54 to 2.1395% CI

Slope (β3)

0.070.060.13−0.14Coefficient

−0.01 to 0.14−0.15 to 0.27−0.17 to 0.42−0.28 to 0.0195% CI

General population

Level (β2)

−0.510.601.952.17 bCoefficient

−1.33 to 0.30−1.21 to 2.42−0.15 to 4.050.49 to 3.8595% CI

Slope (β3)

−0.06b0.14b0.16b0.17bCoefficient

−0.09 to −0.020.06 to 0.220.06 to 0.260.05 to 0.2995% CI

Olympic Games

Level (β2)

−0.89b−2.17b0.544.57bCoefficient

−1.32 to −0.46−3.19 to −1.15−1.42 to 2.512.80 to 6.3595% CI

Slope (β3)

0.03b0.020.18b−0.27bCoefficient

0.00 to 0.07−0.05 to 0.080.04 to 0.32−0.37 to −0.1795% CI

aTheme 1: personal issue; Theme 2: breaking news; Theme 3: politics; and Theme 4: conspiracy and humor.
bStatistically significant change (P<.05).
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Figure 5. Impact of social events on the popularity of the themes. We applied interrupted time series regression to the popularity time series of each
theme (Theme 1: personal issue; Theme 2: breaking news; Theme 3: politics; and Theme 4: conspiracy and humor). We examined the following 4 major
events during the vaccination period: (A) vaccination start for health workers, (B) vaccination start for older people, (C) vaccination start for the general
population (under 65 years), and (D) start of the Olympic Games in Tokyo.

Spread of Opinions
A tweet is a unidirectional process of sharing information with
the community. Retweeting, on the other hand, is a social
process where users engage and share tweets to spread opinions
on their own social network [42]. The analysis of 75,984,321
retweets by 3,917,181 users (Sample 3) showed a higher
prevalence of retweets about personal issue (Theme 1) and
politics (Theme 3) in comparison to breaking news (Theme 2)
and conspiracy and humor (Theme 4) (Figure 6A). Those
observations aligned with the theory of complex contagion,

since users mostly engaged with tweets (by retweeting) related
to personal experiences and political opinion rather than tweets
sharing hard-to-verify information, such as vaccine reliability
and conspiracy theories, that might have negative consequences
and might affect the credibility of the user retweeting [43].
Similar to the popularity of certain topics, the social process is
also intensified during certain periods (Figure 6B). For instance,
the topic of booking an appointment exhibited a peak in May,
coinciding with the popularity of this topic, whereas the topic
of politics declined after April, when vaccination of the elderly
population started.
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Figure 6. Popularity of retweeted themes or topics. Each line represents the percentage of frequently retweeted tweets (retweeted more than 10 times
in a day) in each theme (A) or topic (B) over time. The topics of Conspiracy represent combined topics of population control and effect on the body.

Discussion

Principal Findings
This study aimed to understand the dynamics of public opinion
during the vaccination campaign in Japan, which initially
delayed the rollout of vaccines compared with other high-income
countries. We leveraged the textual information in tweets and
performed a topic analysis of vaccine-related tweets to identify
15 topics further grouped into the following 4 major themes:
(1) personal issue, (2) breaking news, (3) politics, and (4)
conspiracy and humor, during the vaccination campaign in Japan
(from January 1 to October 31, 2021). We found a striking shift
in public interest, with users splitting their attention over various
themes early in the campaign and then focusing on personal
issues, as trust in vaccines and policies built up with an effective
vaccination campaign. Next, we examined the effect of critical
social events on the popularity of the tweet themes. We found
that the vaccination rollout to the general population (under 65
years old) increased the popularity of tweets about practical
advice and personal vaccination experience. This result implies
that the start of vaccination of the general population was a
critical event for Twitter users (mostly 20-30 years old in Japan).
We also found that the popularity of the themes remained at the
same level during the Olympic Games.

Comparison With Prior Work
Previous studies using social media (Twitter and Reddit) [25-27]
to study public opinions of COVID-19 vaccination in different
countries were limited in sample size and did not cover the
whole vaccination campaign. Therefore, only topics related to
breaking news [25-27] and politics [25] were identified. We
showed, however, that personal issue is a common topic
emerging during critical periods and is fundamental for a
successful mass vaccination campaign, since it bonds people
via social support. Furthermore, our findings are more robust
than the findings of existing studies [25-27] because the main
results (Figure 3 and 4) were confirmed by a robustness analysis
using the whole data set (Multimedia Appendix 5 and
Multimedia Appendix 6). While we could not collect all tweets
via the Twitter API, we could still analyze all vaccination-related

tweets by using comprehensive data from NTT DATA
Corporation.

Furthermore, the interrupted time series regression analysis
showed that the vaccination rollout of the general population
and the Tokyo Olympic Games affected public opinion more
than other critical events. Public opinion on politics was the
most significantly affected debate, positively shifting attention
early in the vaccination campaign and negatively later. In
addition, social dialogue was maintained with tweets about
personal issues mostly retweeted when vaccination reached the
adult population, which is the most active user group on Twitter.

Limitations
There are limitations in our study. First, it was impossible to
avoid sampling bias in the online data set even though we
analyzed all Japanese tweets including the word “waku-chin”
(vaccine in Japanese). We analyzed the tweets posted by 8
million users (approximately 6.4% of the Japanese population),
which is comprehensive and represents the opinion of active
users but might not fully represent the general public.
Nevertheless, Twitter data are representative of the opinion of
the younger generation (20-30 years old) in Japan, which is
supported by a survey [28] reporting that more than 60% of the
population below 40 years old is actively engaged on Twitter.
To minimize potential sampling biases, we resampled the
original data of 6 million users to remove temporal effects.
Unlike standard survey studies, we were unable to collect
sociodemographic information and thus could not stratify the
analysis to age group, location, education, and gender [3,7].
Stratification would help us to assess the extent to which certain
social groups (eg, adults vs elderly) and locations (eg, Tokyo
during the Olympic Games) were affected. Second, the study
population was limited to those using Twitter in Japan. While
this limitation enables us to understand the public opinion of
Japanese Twitter users, the results may not be generalizable to
other countries, such as the United States, China, and European
and African countries. Future work is necessary to compare the
public opinions of users in Japan to those in other countries.
Finally, the inclusion criterion of the keyword “vaccine” may
have captured tweets not relevant to COVID-19, such as those
related to the HPV vaccine or to pet vaccination. To assess this
aspect, we manually reviewed tweets and found that most of
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them were not contaminated by discussions of other types of
vaccines.

We used the LDA model to identify topics from tweets, which
assigns a tweet to a topic based on the words present. However,
a topic might contain several issues. For example, more than
10% of the tweets in January (before the vaccination campaign
in Japan) were classified under the topic “after being
vaccinated.” This is because the terms that contributed to the
topic (eg, “side reaction” and “mask”) were used in January.
Moreover, we applied interrupted time series analysis to examine
the impact of critical social events on popular topics on Twitter.
While the standard interrupted time series analysis [30]
neglected the effect of autocorrelation in the time series, we
incorporated it by calculating the Newey-West standard error
to evaluate the confidence intervals. Notably, the low to
moderate correlation between the number of tweets and the
number of new cases in a day suggests that the pandemic status
might impact the popular topics on Twitter. It would be
interesting to further investigate the effect of the pandemic’s
status on the popular topics on Twitter and incorporate it into
the analysis. Finally, we manually identified bot retweets that
impacted the topics obtained by the LDA model. Bot detection
is a challenging research issue, and there have been only few

attempts to identify bots (eg, Botometer [44]). Although we
applied Botometer to our data set, it was unable to identify the
bots we excluded in this study. Further studies are required to
establish guidelines to identify tweets posted by bot accounts.

Conclusions
We studied the evolution of public opinion regarding COVID-19
vaccination in Japan by analyzing more than 100 million
vaccine-related tweets. We identified the following 4 themes
in the tweets: (1) personal issue, (2) breaking news, (3) politics,
and (4) conspiracy and humor. We found a striking shift in
public interest. Users split their attention over various themes
early in the campaign and then focused on personal issues, as
trust in vaccines built up with an effective vaccination campaign.
An interrupted time series regression analysis showed that the
vaccination rollout to the general population (under 65 years
old) increased the popularity of tweets about practical advice
and personal vaccination experience, and the Tokyo Olympic
Games disrupted public opinion but not the course of the
vaccination campaign. The methodology developed here allowed
us to monitor the evolution of public opinion and evaluate the
impact of social events on public opinion, using large-scale
Twitter data.
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Dependency of the number of topics on the coherence score.
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Multimedia Appendix 2
List of keywords for the 4 themes and their subthemes.
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Multimedia Appendix 3
Top 50 used words in vaccine-related tweets: Sample 2 (1 million tweets).
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Multimedia Appendix 4
Top 30 contributing terms of each topic identified from vaccine-related tweets.
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Multimedia Appendix 5
Popularity of the themes defined based on the subset of keywords (Multimedia Appendix 2). Each line represents the percentage
of tweets of each theme over time. The percentage was calculated for each month (A) and day (B). Dashed lines in panel (B)
represent the fitted lines obtained by the linear regression.
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Multimedia Appendix 6
Popularity of the subthemes defined based on the subset of keywords (Multimedia Appendix 2). (A) Subthemes related to personal
issue corresponding to Theme 1 (Figure 4A). (B) Subthemes related to reservation, politics, and conspiracy theories corresponding
to Themes 2, 3, and 4, respectively (Figure 4B).
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Abstract

Background: The COVID-19 pandemic has imposed additional stress on population health that may result in a change of
sleeping behavior.

Objective: In this study, we hypothesized that using natural language processing to explore social media would help with
assessing the mental health conditions of people experiencing insomnia after the outbreak of COVID-19.

Methods: We designed a retrospective study that used public social media content from Twitter. We categorized insomnia-related
tweets based on time, using the following two intervals: the prepandemic (January 1, 2019, to January 1, 2020) and peripandemic
(January 1, 2020, to January 1, 2021) intervals. We performed a sentiment analysis by using pretrained transformers in conjunction
with Dempster-Shafer theory (DST) to classify the polarity of emotions as positive, negative, and neutral. We validated the
proposed pipeline on 300 annotated tweets. Additionally, we performed a temporal analysis to examine the effect of time on
Twitter users’ insomnia experiences, using logistic regression.

Results: We extracted 305,321 tweets containing the word insomnia (prepandemic tweets: n=139,561; peripandemic tweets:
n=165,760). The best combination of pretrained transformers (combined via DST) yielded 84% accuracy. By using this pipeline,
we found that the odds of posting negative tweets (odds ratio [OR] 1.39, 95% CI 1.37-1.41; P<.001) were higher in the peripandemic
interval compared to those in the prepandemic interval. The likelihood of posting negative tweets after midnight was 21% higher
than that before midnight (OR 1.21, 95% CI 1.19-1.23; P<.001). In the prepandemic interval, while the odds of posting negative
tweets were 2% higher after midnight compared to those before midnight (OR 1.02, 95% CI 1.00-1.07; P=.008), they were 43%
higher (OR 1.43, 95% CI 1.40-1.46; P<.001) in the peripandemic interval.

Conclusions: The proposed novel sentiment analysis pipeline, which combines pretrained transformers via DST, is capable of
classifying the emotions and sentiments of insomnia-related tweets. Twitter users shared more negative tweets about insomnia
in the peripandemic interval than in the prepandemic interval. Future studies using a natural language processing framework
could assess tweets about other types of psychological distress, habit changes, weight gain resulting from inactivity, and the effect
of viral infection on sleep.

(J Med Internet Res 2022;24(12):e41517)   doi:10.2196/41517
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Introduction

The COVID-19 pandemic has imposed excessive stress on the
world population [1,2] through financial instability,
unemployment, social isolation, and a lack of social activities
[3]. Prior studies established the association between this stress
and sleep disturbances [4-6]. Additionally, due to the pandemic,
restrictions such as social distancing have resulted in the increase
of certain digital behaviors, including distance learning,
web-based meetings, web-based shopping, and social media
usage [7-9]. The rise in the usage of social media platforms,
like Twitter, provides researchers with a new source of data for
screening public behavior.

Several studies have reported the impact of the COVID-19
pandemic on sleep quality and mental health [10-17]. However,
these studies were limited to small databases, data gathered
through questionaries, or both, and they lacked a comparison
group. For instance, one study used Twitter to report the effect
of the COVID-19 pandemic on the sleep quality of pregnant
women based on 192 tweets [18]. The sentiment analysis of
social media content is a challenging task, since such texts are
unstructured, brief, informal, and casual; are prone to mistakes
in dictation and grammar; and are noisy (emojis, hashtags,
URLs, etc); and they entail ambiguities, such as polysemy [19].
Therefore, using artificial intelligence and machine learning
tools and techniques may prove to be beneficial for tackling
these challenges. Among these tools are advanced, analytical
natural language processing (NLP) algorithms called
transformers [19-26]. They are newly proposed tools and
extensions to previous versions of a deep artificial neural
network—recurrent neural networks—for language modeling
and language encoding.

We hypothesized that using NLP to explore social media could
help with assessing the mental health conditions of people

experiencing insomnia after the outbreak of the COVID-19
pandemic. Mental health was defined by measuring negative
sentiment, using NLP algorithms on publicly available data
from Twitter. We designed a sentiment analysis pipeline based
on pretrained transformers’ architectures. The output of
transformers was combined via Dempster-Shafer theory (DST;
theory of belief) to achieve higher accuracy in the recognition
of sentiments. The performance of this model was verified for
accuracy by using a manually annotated data set. Subsequently,
using this pipeline, we analyzed and compared the sentiments
inherent in insomnia-related tweets that were posted within 1
year before the COVID-19 pandemic outbreak (prepandemic)
and within 1 year during the pandemic (peripandemic). We also
compared the results of the sentiment analysis of the tweets in
terms of tweets’ posting times (ie, temporal analysis; before
midnight vs after midnight).

Methods

Study Design and Data Collection
This retrospective pilot study examined tweets that were posted
in the 2019 calendar year (prepandemic interval) and the 2020
calendar year (peripandemic interval). We collected publicly
available English tweets by using the Twitter application
programming interface, which allowed us to collect tweets by
matching keywords (ie, insomnia). The tweets were classified
into two groups—prepandemic (January 1, 2019, to January 1,
2020) and peripandemic (January 1, 2020, to January 1, 2021)
tweets—based on the posting dates and times. The inclusion
criteria for tweets were that they must contain the word insomnia
and be in English. Therefore, all non-English tweets and English
tweets without the keyword insomnia were excluded (Figure
1). The data extracted from included tweets were used for
sentiment analysis and for sentiment annotation.
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Figure 1. STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) diagram.

Sampling Strategy and Annotation
To determine the minimum required sample size for the NLP
algorithm performance measurement, we used the exact power
calculation method [27]. We assumed that for an effect size of
0.3, an α of .05, a power of 80, and 5 df, 143 notes would be
required. However, our team of annotators reviewed 300
randomly selected notes.

To verify the performance of the models in predicting the
tweets’ sentiments, we randomly chose 300 tweets from the
data extracted (according to the Study Design and Data
Collection section) and manually annotated them into the
positive, negative, and neutral categories. Two nonnative
English speakers with International English Language Testing
System scores of ≥7 annotated the tweets. A third senior
nonnative English speaker served as a final judge to adjudicate

disagreements. We used the Cohen κ [28] parameter to measure
the interrater reliability between annotators.

Developing a Sentiment Analysis Pipeline for Tweets

Sentiment Analysis Pipeline Overview
We devised an algorithm that had the following three steps:
preprocess, process, and postprocess. In the preprocess step, we
prepared the tweets for the process step by removing special
characters, URLs, and hashtags. The process step consisted of
2 units. The first unit performed sentiment classification (ie,
positive, negative, and neutral), using multiple models. The
second unit used DST to combine the output from several
models (ie, those from the previous step) to provide a more
accurate prediction. Finally, in the postprocess step, we
quantified the sentiment analysis performance of different
models. These steps are discussed in more detail in the following
sections and in Figure 2.

Figure 2. The machine learning natural language processing algorithm pipeline. (A) We calculated the performance of each transformer separately.
(B) The output of transformers was combined, using the Dempster-Shafer theory to make the final decision. BERT: Bidirectional Encoder Representations
From Transformers; RoBERTa: Robustly Optimized Bidirectional Encoder Representations From Transformers Pretraining Approach.

Preprocessing
Raw data scraped from Twitter contain irrelevant attributes (eg,
usernames, URLs, retweets, emoticons, etc). The purpose of

preprocessing was to filter undesired text content and obtain
relevant parts of the tweets.
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Process
The process step consisted of the following two units:
NLP-based sentiment analysis classifiers and DST, which was
used to combine the classifiers’ outputs.

First Unit: Transformers

To perform the sentiment analysis on tweets, we took advantage
of transformers, which are the new generation of deep artificial

neural networks (also known as recurrent neural networks) that
were introduced for machine translation [29] and were
constructed by stacking transformer units on top of each other.
They comprise two main blocks—an encoder and a decoder.
The encoder is used for classification and inference, and the
decoder is mainly used for language modeling; the complete
architecture is used for machine translation [30]. A typical
encoder of a transformer is shown in Figure 3 (Multimedia
Appendix 1 provides a brief theory of transformers).

Figure 3. Classification procedure with a transformer.

A total of 5 different pretrained transformer-based models for
the sentiment analysis of tweets were used. The five pretrained
models provided by the Hugging Face AI community are as
follows:

1. Distilled Bidirectional Encoder Representations From
Transformers (BERT) [31], which was fine-tuned on the
Stanford Sentiment Treebank v2 database [32]. Knowledge
distillation [33,34] was used to reduce the size of a BERT
model by 40% while preserving 97% of its language
understanding capabilities and making it 60% faster.

2. Robustly Optimized BERT Pretraining Approach
(RoBERTa) [35] for sentiment analysis, which was trained
on around 58 million tweets. The RoBERTa model was
based on the BERT structure; however, it was pretrained
on not only the data that BERT was trained on (BookCorpus

[34,36] and English Wikipedia; around 3.3 billion words)
but also a news data and stories database [37]. RoBERTa
was fine-tuned on 58 million tweets for sentiment analysis.

3. BERTweet [38], which was trained based on the RoBERTa
pretraining procedure and pretrained on 850 million English
tweets.

4. The multilingual BERT-based model, which was fine-tuned
for sentiment analysis on product reviews in the following
six languages: English, Dutch, German, French, Spanish,
and Italian. It predicts the sentiment of a review by using
stars (between 1 and 5 stars); 3 stars are considered neutral,
<3 are considered negative, and ≥4 are considered positive.

5. The RoBERTa [35] model that was fine-tuned on 15 data
sets from diverse text sources to enhance generalization
across different types of texts (reviews, tweets, etc).
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Second Unit: DST

To increase the performance of the transformer models discussed
in the First Unit: Transformers section, we used DST [39,40],
which has the ability to combine evidence from different experts.
We let Θ = {θ1, θ2,…, θl} be a finite set of possible hypotheses.
This set is referred to as the frame of discernment, and its

powerset is 2Θ. We defined a function, m(.), called a basic belief
assignment, which maps every subset η of Θ to a value ranging
from 0 to 1 and satisfies the following conditions:

m(ϕ)=0 (1)

and

A subset ζ for which m(η) is >0 is called a focal element. We
defined another function called the belief function, bel(.), which
assigns a value ranging from 0 to 1 to every nonempty subset
ζ of Θ and is defined as follows:

Given the above functions, we defined the combination rule.
We assumed 2 basic belief assignments, m1(.) and m2(.), for
belief functions bel1(.) and bel2(.) and let ηj and ζk be focal
elements of bel1 and bel2, respectively. m1(.) and m2(.) were
then combined to obtain the belief mass committed to ϑ⊆Θ,
according to the following combination (ie, orthogonal sum
formula):

where the denominator is essential for normalization.

Postprocess: Model Evaluation
To evaluate the performance of the models discussed in the
First Unit: Transformers section, evaluation
metrics—sensitivity, precision, accuracy, and F1

score—extracted from the confusion matrix were used in this
study and were calculated by using the following equations
[41]:

Statistical Analysis
After performing the sentiment analysis and dividing the data
into the negative, positive, and neutral categories, the categorical

characteristics (number of negative, positive, and neutral tweets)
of these tweets were analyzed by using the chi-square test and
odds ratios (ORs). P values with a significance level of <.05,
95% CIs, and z-statistics were reported. Data management was
performed with Python 3.8 [42], and the analysis was performed
with SPSS version 27 (IBM Corporation).

Temporal Analysis
We also investigated the chronology of insomnia-related tweets
by examining the overall hourly number of tweets. We extracted
the posting times of tweets with a negative sentiment. The daily
hours were then categorized into the following two time spans:
before midnight (1 PM to midnight) and after midnight (1 AM
to noon). We calculated the percentage of negative tweets in
each interval and used a logistic regression analysis to compare
the odds of posting negative tweets before and after midnight.

Results

Characteristics of Tweets
We retrieved 305,321 tweets that contained the word insomnia
and were posted in the prepandemic and peripandemic periods.
Of these, 139,561 were posted in the prepandemic period, and
165,760 (an 18.7% increase) were posted in the peripandemic
interval. The tweets’ length (number of words) was
approximately the same between these two time periods
(prepandemic: mean 26.3, SD 13.7 words; peripandemic: mean
29.3, SD 13.7 words). The number of tweet interactions, defined
as the summation of the number of likes, retweets, and replies,
did not differ significantly (P<001) (prepandemic: mean 6.2,
SD 171.8 interactions; peripandemic: mean 5.4, SD 100.6
interactions).

Annotation
Of the 300 tweets that were annotated by the two reviewers,
167 (55.7%) were classified as negative, 102 (34%) were
classified as neutral, and 31 (10.3%) were classified as positive.
The interrater reliability reached 0.55 (95% CI 0.44-0.69).

Sentiment Analysis Pipeline Performance
In Table 1, we report the accuracy of the five models that were
pretrained on 300 annotated tweets. Model 1—Distilled
BERT—had the best performance (80.3%). After combining
the models by using the DST approach, we observed that
combining models 1, 2, 3, and 5 resulted in the highest
performance (84%; Table 1).

Since Distilled BERT (model 1) showed the best performance
for single-model classification, and to better understand how
DST improves the performance of the pipeline, we analyzed
the evaluation metrics of this model alongside those of the best
combination of models (ie, the one reported in Table 1), which
showed overall better performance for all 3 categories of
sentiments (Table 2).
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Table 1. Comparison of the performance of the models used to analyze the 300 annotated tweets.

Accuracy (%)Models

Individual models

80.3Model 1 (Distilled BERTa) [31]

52.7Model 2 (RoBERTab) [35]

53Model 3 (BERTweetc) [38]

49.3Model 4 (BERT-multilingual) [35]

45.3Model 5 (fine-tuned RoBERTa) [35]

Combined models based on Dempster-Shafer theory [39,40]

81Model 1+model 2+model 3

84Model 1+model 2+model 3+model 5

77.2Model 1+model 5

81.7Model 1+model 2+model 3+model 4+model 5

aBERT: Bidirectional Encoder Representations From Transformers [31].
bRoBERTa: Robustly Optimized Bidirectional Encoder Representations From Transformers Pretraining Approach [35].
cBERTweet is a Robustly Optimized Bidirectional Encoder Representations From Transformers Pretraining Approach model that was trained on 850
million English tweets [38].

Table 2. Comparison of the performance of the individual model—Distilled Bidirectional Encoder Representations From Transformers—and the
combined model based on Dempster-Shafer theory in identifying each sentiment class (positive, neutral, and negative).

Accuracy (%)F1 scorePrecision (%)Sensitivity (%)Sentiment

Combined
model

Individual
model

Combined
model

Individual
model

Combined
model

Individual
model

Combined

modelb
Individual

modela

84.681.387.184.781.777.993.492.8Negative

91.390.386.883.698.898.777.572.5Neutral

928956.642.158.646.254.838.7Positive

aThe individual model is Distilled Bidirectional Encoder Representations From Transformers [31].
bThe combined model is the combination of Distilled Bidirectional Encoder Representations From Transformers (BERT) [31], Robustly Optimized
BERT Pretraining Approach (RoBERTa) [35], BERTweet [38], and fine-tuned RoBERTa [35].

Sentiment Analysis
The results of the best combined model for sentiment analysis
that was applied to all of the tweets are shown in Table 3. We
observed a higher likelihood of posting negative tweets during
the peripandemic period (91,242/165,760, 55%) compared to
that during the prepandemic period (65,164/139,561, 46.7%).
Accordingly, we observed a lower likelihood of posting positive

tweets during the peripandemic period (27,621/165,760, 16.7%)
compared to that during the prepandemic period
(34,633/139,561, 24.8%). We also observed the same likelihood
of posting neutral tweets during the peripandemic and
postpandemic periods (Figure 4). We reported 39% higher odds
of posting negative tweets during the peripandemic period
compared to those during the prepandemic interval (OR, 1.39;
95% CI, 1.37-1.41, P<.001; Table 3).

Table 3. Characteristics of negative and positive prepandemic (calendar year 2019) tweets and peripandemic (calendar year 2020) tweets.

Prepandemic vs peripandemicPeripandemic tweets
(n=165,760), n (%)

Prepandemic tweets
(n=139,561), n (%)

Total tweets
(N=305,321), n (%)

Tweet sentiment

Odds ratio (95% CI)z-statisticP value

1.39 (1.37-1.41)45.94<.00191,242 (55)65,164 (46.7)156,406 (51.3)Negative tweets

0.60 (0.59-0.61)55.402<.00127,621 (16.7)34,633 (24.8)62,254 (20.4)Positive tweets

0.99 (0.97-1.00)1.22.2246,897 (28.3)39,764 (28.5)86,661 (28.3)Neutral tweets
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Figure 4. Likelihood of posting negative, positive, and neutral tweets in the prepandemic and peripandemic periods. *P<.001.

Temporal Analysis
The likelihood of posting negative tweets after midnight was
higher than that before midnight (OR 1.21, 95% CI 1.19-1.23;
P<.001; Figure 5A). An increasing trend was observed during
after-midnight intervals when compared to before-midnight
intervals, according to the hourly distribution of negative tweets
(Figure 5B). The odds of posting negative tweets before
midnight during the peripandemic period were 15% higher than
those during the prepandemic period (OR 1.15, 95% CI
1.12-1.18; Figure 5C), while the odds posting negative tweets

after midnight was 60% higher during the peripandemic period
(OR 1.60; 95% CI 1.57-1.63; P<.001; Figure 5C). In the
prepandemic period, the odds of posting negative tweets were
2% higher after midnight compared to those before midnight
(OR 1.02, 95% CI 1.00-1.07; P=.008; Figure 5D); however,
they were 43% higher in the peripandemic period (OR 1.43,
95% CI 1.40-1.46; P<.001; Figure 5D). The results of a quarterly
(3-month) analysis of tweet sentiments for the prepandemic and
peripandemic intervals are presented in Table S1 and Figure S2
in Multimedia Appendix 2.
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Figure 5. Temporal analysis of tweets. (A) Percentage of negative tweets posted before midnight (1 PM to midnight) and after midnight (1 AM to
noon). (B) Hourly distribution of negative tweets. (C) Comparison of the likelihood of posting negative tweets before midnight (1 PM to midnight) and
after midnight (1 AM to noon) for the prepandemic and peripandemic periods. (D) Comparison of the likelihood of posting negative tweets before
midnight (1 PM to midnight) and after midnight (1 AM to noon) for the prepandemic and peripandemic periods.

Discussion

Principal Findings
In this retrospective cohort study, we showed that NLP tools
can monitor population health by using the sentiments expressed
on a publicly available platform, such as Twitter, as a surrogate
measure of public awareness and perception. We observed that
the COVID-19 pandemic was negatively associated with a
change in insomnia-related self-report tweets. We designed a
novel NLP pipeline for sentiment analysis that was based on a
combination of pretrained transformers (combined via DST; ie,
theory of belief). By using this basis, which was validated on
manually annotated tweets, we detected more negative tweets
during the peripandemic interval than those detected during the
prepandemic interval among people reporting insomnia on
Twitter.

First, we developed a novel machine learning–based pipeline
to analyze emotions. To verify the performance of models, we
manually annotated 300 tweets. The κ analysis showed an
agreement of 55% among different raters. This is not a very
strong agreement, and this could have resulted from the inherent
subjectivity of sentiment analysis tasks, in which everyone
assigns a sentiment to a text according to their perspectives [43].
Next, using this annotated database, we verified the performance
of each model individually and analyzed the performance of all
of the models; Distilled BERT (model 1) performed the best,
reaching an accuracy of 80.3%. In addition, the combined model

yielded the best results (84% accuracy). It is worthy to note that
the addition of RoBERTa (model 2) and BERTweet (model 3)
did not improve the accuracy by much, but the addition of
fine-tuned RoBERTa (model 5) resulted in a 4% increase in
accuracy. Although the overall performance of fine-tuned
RoBERTa (model 5) was lower than that of Distilled BERT
(model 1), it had higher accuracy (71%) in detecting positive
tweets than Distilled BERT (model 1; accuracy: 38.7%;
confusion matrices are found in Figure S1 in Multimedia
Appendix 2). Therefore, the combined model had superior
accuracy in detecting positive tweets (54.8%) compared to
Distilled BERT (model 1). Furthermore, based on Table 1, it
can be deduced that keeping RoBERTa (model 2) and
BERTweet (model 3) in the combination is necessary because
the combination of Distilled BERT (model 1) and fine-tuned
RoBERTa (model 5) yielded worse results (77.2%). This could
be explained by the fact that while fine-tuned RoBERTa (model
5) had better performance in recognizing positive tweets, its
performance in recognizing neutral and negative tweets was not
very promising; thus, it reduced the overall accuracy. This shows
the efficiency of DST in combining the models and exploiting
the strength of each model to improve the overall classification
of sentiments.

Having developed a reliable pipeline for sentiment analysis, we
analyzed the emotions of tweets. During the peripandemic
interval, we observed a significantly higher number of tweets
with the keyword insomnia (P<001). A possible explanation is
that social interactions shifted from in-person environments to
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web-based environments, such as Twitter. The number of
Twitter’s annual users increased by 33.8%, from 138 million
users in 2019 to 186 million users in 2020 [44,45]. We also
observed a rise in the total number of insomnia-related tweets
after the pandemic began. Considering this, in conjunction with
the results of the sentiment analysis, we believe this spike could
be related to the rise in negative tweets (Figure 4). According
to Table 3, while there was an 8.1% decrease in the number of
positive tweets related to insomnia, this number was
overshadowed by an 8.3% spike in the number of negative
tweets; the number of neutral tweets did not change
meaningfully (0.2% decrease). Our findings on the significant
increase in the number of negative tweets (P<001) during the
pandemic is consistent with previously published literature [46].
Politis et al [47] showed an increase in negative sentiment on
certain dates by analyzing tweets that were posted before and
after the outbreak of the COVID-19 pandemic.

A previous study by Nota and Coles [48] showed that
individuals experiencing sleep disruption exhibited diminished
top-down inhibitory processes for controlling negative emotions
and often engaged in repetitive negative thinking (rumination).
We observed the same trend in our study; individuals with
insomnia were more prone to rumination when they were awake
and free from distractions at night (Figure 5B), suggesting a
state of frustration after a poor night of sleep. This corresponds
with the observation from Figure 5A, which shows that 62.4%
(190,521/305,321) of the negative tweets were generated after
midnight.

Our study showed that NLP tools can be used to monitor
people’s attitudes toward public stress, such as stress resulting
from a pandemic. Policy makers and public health authorities
may benefit from using such surveillance tools to better advocate
for constituents [49]. Our study is classified as an infodemiology
study, which offers an opportunity to analyze public sentiment
in real time [50]. NLP tools are strong tools for analyzing and
mining Twitter, which is a source of soft intelligence.

Limitations
In this study, we used Twitter as the source of data collection.
As such, we might have excluded a large population that uses
other social media platforms (eg, Facebook) or discussion

forums (eg, Reddit) to express their perceptions about insomnia.
Future studies should investigate publicly available data on
other social media platforms in addition to those on Twitter.
Further, as this study was based on tweets, it lacks validity
measures, as no questionnaires or self-reported measures were
used. A future study could use Twitter data and self-reported
measures for individuals, health professionals, researchers, and
nonprofit organizations in conjunction to assess the needs of
pregnant women and the perceived available support and
resources during the COVID-19 pandemic.

Of note, in this work, only the keyword insomnia was used to
scrape the tweets. Although synonyms such as sleeplessness
could have been used, we were interested only in the clinical
term insomnia. A study that captures data on the broader area
of sleep (ie, beyond insomnia) would be useful for further
understanding the full effect of the pandemic. Additionally,
several possible confounding factors, such as user location, were
not available for all users; such factors may hinder the effect of
geolocation on perceptions of insomnia.

Conclusion
In this study, we proposed a novel NLP pipeline that was based
on a combination of transformers using DST to predict the
sentiments inherent in text data. We manually annotated 300
tweets and combined various transformer architectures via DST.
This combination resulted in higher accuracy for sentiment
analysis. By using this pipeline on insomnia-related tweets, our
study showed the negative effect of the COVID-19 pandemic
on individuals’ experiences of reporting insomnia on Twitter.
To investigate the changes in Twitter users’ reported sleep
behaviors in the context of the COVID-19 pandemic, we
analyzed tweets about insomnia that were posted before and
during the pandemic (2019 and 2020). A strength of this study
was using NLP and DST to identify tweets about insomnia and
analyze their sentiments. In the future, we will assess the effects
of changes in other aspects of mental health states (eg, boredom,
fear, disgust, surprise, etc) and lifestyle changes (eg, changes
in sleep duration, sleep schedules, substance use, physical
activity, and sleep medication use) on insomnia symptoms
during and after the pandemic based on Twitter and other social
media platforms.
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Abstract

Background: The COVID-19 pandemic has had global impacts and caused some health systems to experience substantial
pressure. The need for accurate health information has been felt widely. Chatbots have great potential to reach people with
authoritative information, and a number of chatbots have been quickly developed to disseminate information about COVID-19.
However, little is known about user experiences of and perspectives on these tools.

Objective: This study aimed to describe what is known about the user experience and user uptake of COVID-19 chatbots.

Methods: A scoping review was carried out in June 2021 using keywords to cover the literature concerning chatbots, user
engagement, and COVID-19. The search strategy included databases covering health, communication, marketing, and the
COVID-19 pandemic specifically, including MEDLINE Ovid, Embase, CINAHL, ACM Digital Library, Emerald, and EBSCO.
Studies that assessed the design, marketing, and user features of COVID-19 chatbots or those that explored user perspectives and
experience were included. We excluded papers that were not related to COVID-19; did not include any reporting on user
perspectives, experience, or the general use of chatbot features or marketing; or where a version was not available in English.
The authors independently screened results for inclusion, using both backward and forward citation checking of the included
papers. A thematic analysis was carried out with the included papers.

Results: A total of 517 papers were sourced from the literature, and 10 were included in the final review. Our scoping review
identified a number of factors impacting adoption and engagement including content, trust, digital ability, and acceptability. The
papers included discussions about chatbots developed for COVID-19 screening and general COVID-19 information, as well as
studies investigating user perceptions and opinions on COVID-19 chatbots.

Conclusions: The COVID-19 pandemic presented a unique and specific challenge for digital health interventions. Design and
implementation were required at a rapid speed as digital health service adoption accelerated globally. Chatbots for COVID-19
have been developed quickly as the pandemic has challenged health systems. There is a need for more comprehensive and routine
reporting of factors impacting adoption and engagement. This paper has shown both the potential of chatbots to reach users in
an emergency and the need to better understand how users engage and what they want.

(J Med Internet Res 2022;24(12):e35903)   doi:10.2196/35903

KEYWORDS

COVID-19; chatbot; engagement; user experience; pandemic; global health; pandemic; digital health; health information

Introduction

Background
On March 11, 2020, the World Health Organization (WHO)
declared the COVID-19 outbreak a pandemic [1]. Since then,
the virus has had global impacts, and as of July 2021, there had

been over 185 million confirmed cases of COVID-19 and over
4 million deaths [2]. The virus has at times overwhelmed the
health systems of different countries, and the need for accurate
and timely information has never been higher. The COVID-19
pandemic has seen users around the world turn to digital
technology for the sourcing of health information [3]. Health
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authorities such as WHO have responded with new and
innovative ways of delivering trusted information, including
the use of chatbots [4]. Chatbots are software systems that enable
users to interact with a program as if they are talking to another
person, often using machine learning to achieve the effect of
intelligent response. Chatbots are being used across all areas of
health to deliver information, promote behavior change, and
deliver treatment. Chatbots can be deployed as stand-alone
systems or via existing communication platforms such as
WhatsApp or Facebook Messenger. This integration into
familiar apps can result in a low barrier to entry for many users
and a potential for substantial reach.

Chatbots can be rule-based or artificial intelligence–based.
Rule-based chatbots use decision trees and defined rules to
guide conversations, whereas artificial intelligence–based
chatbots uses machine learning and natural language processing
to generate and respond to dialogue [5]. As chatbots become
more sophisticated, this opens up new and innovative ways to
interact with and engage users in digital content. Features such
as videos, quizzes, emoji, and style of voice are all used to keep
users engaged. As these tools are used more, it is important to
understand the marketing and communication strategies used
to improve effectiveness and user experience. This enables the
design of systems that people want to use and can benefit from.

Relevant Literature
Good user experience design is important for chatbot adoption
and acceptance, and this requires expert input [6]. Digital
solutions that are not designed with the user in mind can result
in low engagement [7]. Working in a co-design model and
involving end users throughout development can help in
developing user-centered products and increasing engagement
[7]. Chatbots have been developed for a wide range of health
issues and behaviors, with mental health chatbots having the
most dedicated literature [8]. A recent scoping review of user
perspectives and opinions about mental health chatbots found
that people generally found them easy to use and that enjoyment
and trust are key mediators of interaction with chatbots [9].
However, the quality of conversation was identified as a
limitation.

A review of technical metrics used to evaluate chatbots found
a diversity in approaches and no apparent standardization [8].
The authors identified 27 metrics related to chatbots as a whole,
response generation, response understanding, and aesthetics.
They identified a range of ways to measure usability, such as a
single question in a questionnaire, multiple questions,
observation, or the use of a validated scale such as the System
Usability Scale. In addition, they found that only 7% of studies
included any assessment of aesthetics [8]. A scoping review of
the features most commonly used in mental health chatbots
showed that most were rule-based and stand-alone software
[10]. In most chatbots, the conversations were led by the chatbot,
and most included digital representations such as an avatar or
digital human characters [10].

COVID-19 Chatbots
Chatbots can have special use in a pandemic for reaching people
with information, supporting behavior change, providing mental

health support, and identifying and monitoring symptoms [11].
Recognizing these opportunities, chatbots for COVID-19 have
been quickly developed and scaled up by health authorities such
as the WHO [12] and Centers for Disease Control and
Prevention [13]. COVID-19 has overwhelmed health systems
around the world [14], and the combination of increased need
for health services and the need for social distancing has
highlighted the potential for chatbots to ease some of the health
system burden [15]. A number of studies describe guidance or
frameworks for the design of chatbots for COVID-19 [15-17].
Despite the importance of assessing adoption and user
engagement, they are not routinely reported in chatbot
evaluations, and measures are not standardized [3,4]. The
COVID-19 pandemic has presented a unique situation that has
accelerated the need for the implementation of digital solutions.
Although scoping reviews have previously examined COVID-19
chatbots in general [18], this is the first paper to our knowledge
that focuses on this specific scenario. This paper sought to
describe the current knowledge base about the user experience
of COVID-19 chatbots.

Methods

Overview
We conducted a scoping review of the user experience of
COVID-19–related chatbots, with regard to design, engagement,
and communication features. We followed guidance from the
Joanna Briggs Institute on conducting systematic scoping
reviews [19] and reported according to the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
guidelines for scoping reviews [20]. This guidance outlines the
steps, from the development of a protocol and the search strategy
to charting the results and reporting the findings.

Review Objective
We sought to provide an overview of the evidence of design,
engagement, and communication features used in COVID-19
chatbots and the impact on user engagement, preference, and
retention.

Review Questions
Our review questions were as follows:

• What are the best practice approaches to user engagement
in COVID-19 chatbots?

• What is known about user experience, preference, and
retention in relation to the different engagement strategies,
content, and language features of COVID-19 chatbots?

• What marketing and communication strategies have been
implemented and evaluated with COVID-19 chatbots?

• What are the gaps in the literature and recommendations
for future research?

Search Strategy
We used a standard 3-step search strategy for scoping reviews.

1. Initial search of MEDLINE and Embase databases followed
by an analysis of the keywords and results found

2. Second search using a revised keyword list across all
databases
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3. Backward and forward citation checking of all the included
papers and articles

Search Sources
For this review, we searched databases from June 19-20, 2021.
The search strategy was initially developed for MEDLINE and
then adapted for other databases. We initially searched
MEDLINE Ovid and Embase. Search results from these
databases were reviewed, and the search strategy was adjusted
slightly before being rerun. Other databases used in the search
included CINAHL, ACM Digital Library, Cochrane COVID-19
study register, Emerald, Communication abstracts (EBSCO),
and the WHO COVID-19 Global literature on coronavirus
disease. To source unpublished literature, Google Scholar was
searched using the adapted search terms and the first 100 results
were scanned. Backward and forward citation searches of all
the included articles were conducted, and additional articles
identified were sourced individually.

Search Terms
The search terms for this review were first developed with
previous knowledge from the authors and then further informed
by the current literature about this topic. A comprehensive list
of search terms was developed to ensure a broad range of
articles. We used search terms related to the technological
subject matter of interest (eg, chatbots, conversational agent,
and dialogue system), user experience more generally (eg,
engagement, features, and user experience), and the health issue
at hand (eg, COVID, COVID-19, Corona, and coronavirus).
The search terms used for each database can be viewed in
Multimedia Appendix 1.

Inclusion and Exclusion Criteria
We included studies that assessed the design, marketing, and
user features of COVID-19 chatbots or those that explored user
perspectives on features, marketing, and design. As the aim was
to map the existing evidence across published and unpublished
literature, there was no criteria limitation with regard to
geographical location, type of chatbots, or study design. We
included papers, articles, and conference proceedings. Any
articles or reports pertaining to chatbots that were not related
to COVID-19 were excluded. We excluded papers that did not
include any reporting on user perspectives, experience, or the
general use of chatbot features or marketing, as well as papers
where a version was not available in English. We excluded
conference abstracts, books, and theses.

Study Selection Process
The selection of articles was defined by the inclusion and
exclusion criteria. In line with the iterative nature of scoping
reviews, these criteria were refined as the review progressed
with alterations made to the criteria following the initial search
of 2 databases. Deduplication was carried out in Endnote
software (Clarivate), and then Rayyan was used for screening.
Rayyan is a web-based program designed for managing the
citation-screening process [21]. Authors BW and AM
independently screened article titles and abstracts, excluding
irrelevant studies. Any discrepancies were resolved via
discussion. For articles deemed possibly relevant or where it
was difficult to ascertain from the title and abstract, the full text
was reviewed. Figure 1 shows the study selection process.
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Figure 1. Search strategy and selection process.

Data Extraction and Charting
A data extraction form was developed to ensure the uniform
collection of data, and this form was trialed and revised. Data
were charted in categories of study characteristics, intervention
characteristics, and outcomes. A thematic analysis was then
used to synthesize the findings in each paper and identify
themes.

Results

Included Studies
Of the 517 papers initially identified, 10 were included in the
final analysis, with 2 papers reporting results from the same

study population. The authors took a wide view of the inclusion
criteria, including studies that included any reporting of the
abovementioned criteria. The papers differed widely in their
approach to reporting user experience, from empirical studies
that evaluated user experience comprehensively to those that
reported minimal findings. Several papers were excluded even
though they had detailed their use experience plan because they
did not report findings. Papers included discussions about
chatbots developed for COVID-19 screening and general
COVID-19 information, as well as studies investigating user
perceptions and opinions on COVID-19 chatbots. A thematic
analysis was carried out on the included studies to understand
and organize the findings across the papers. Table 1 describes
the characteristics of the included studies.
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Table 1. Characteristics of included studies.

Key outcomesStudy aimStudy designCountryChatbot typeAuthor, year

To explore chatbot use
and associated challenges
and barriers

Survey, distributed via
social media and messag-
ing apps

Saudi ArabiaChatbots for
COVID-19

Almalki [22], 2021 • 40% were aware of chatbots,
yet only 24% had used them
before

• 56.9% had positive perceptions
• 84% expressed willingness to

use in future

To explore user percep-
tions of health chatbots
in Saudi Arabia

Survey, distributed via
social media and messag-
ing apps

Saudi ArabiaChatbots for
COVID-19

Almalki [23], 2020 • Overall positive perceptions
• Users were more willing to use

for general information about
COVID-19

• Highly educated users were
more likely to engage

To understand user re-
sponse to COVID-
19–screening chatbots

Web-based experiment
comparing human or
chatbot agents

United StatesCOVID-
19–screening
chatbot

Dennis et al [24],
2020

• User perception of agent ability
(human or chatbots) was the
primary factor

• User trust in provider is an im-
portant factor

To describe the develop-
ment of screening chat-
bots for a hospital setting

Descriptive process of
development

United StatesCOVID-
19–screening
chatbot

Judson et al [25],
2020

• Users need to trust the authori-
ty the chatbot is coming from

• Saved employee time

To understand chatbot
self-disclosure, user en-
gagement, and perception

Tested reactions and use
with different levels of
chatbot disclosure

Not reportedChatbots to dis-
cuss movies and
COVID-19

Liang et al [26],
2021

• Users’ self-disclosure in-
creased with chatbot’s self-
disclosure

• Chatbots’ self-disclosure also
positively impacted engage-
ment and users’ perception

To describe COVID-19
conversational agents
built using the Watson
Assistant

Descriptive study of the
Watson Assistant plat-
form as COVID-19 chat-
bots

Across 9 coun-

triesa
COVID-19 chat-
bots using the
Watson Assistant
platform

McKillop et al
[27], 2021

• The average number of conver-
sational turns ranged from 1.9-
3.5

• Clinical providers had the
highest number of turns

To describe user demo-
graphics and levels of
triage acuity provided by
a symptom checker

Descriptive study of
completed assessments

United StatesCOVID-19
symptom checker

Morse et al [28],
2020

• 30-39 years was most common
age group, but a sizable minor-
ity were aged 60 years or over

• Most users were female

To understand the use of
Facebook advertisements
to drive chatbot use

Descriptive analysis of
the marketing of chatbot
using Facebook advertise-
ments

United King-
dom and Ireland

COVID-19 health
promotion and
health coaching

Ollier et al [29],
2021

• Static images have better con-
versions than carousel images

• Android downloads were
higher than iOS

• Middle-aged older women
were more engaged

To describe characteris-
tics and user perspectives
with the “COVID-19
Preventable” chatbot

Descriptive analysis of
chatbots development
and user feedback

ThailandCOVID-19 gener-
al information
chatbot

Rodsawang et al
[30], 2020

• Government COVID-19 chat-
bot with good user feedback
and uptake

• Menu feature became impor-
tant as users and content in-
creased

To understand interaction
and feature access by
population subgroups

Survey with people invit-
ed to use chatbots over
text messaging or email

United StatesCOVID-19
symptom screen-
er and learning
module

Schubel et al [31],
2021

• Demographic differences ob-
served, with women, African
American individuals, and
those aged 51-90 years interact-
ing more

aThe 9 countries were the United States, Australia, Canada, the United Kingdom, Pakistan, Germany, Russia, Ireland, and Singapore.
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Thematic Analysis
The papers described a range of factors impacting on user
experience and chatbot use. The COVID-19 pandemic expedited
the development of chatbots with some tools being developed
and deployed within 5 days [25,27]. Partnership with technical
teams was described as being beneficial [25], with one paper
describing the lack of technical expertise on their team as a
limitation [30]. Findings are mapped by theme and described
in the following section.

Factors Impacting User Experience and Use

Trust

Trust was explicitly reported in 4 papers [24-26,30]. A user’s
perception of the ability of a chatbot was a primary factor
impacting interaction according to one paper, and that perception
was impacted by the trust placed in the chatbot’s provider [24].
Being clearly marked with the provider’s branding was
important, with one study reporting users being suspicious about
using a tool that was not clearly branded to their hospital [25].
Users evaluating the “COVID-19 Preventable” chatbot
recommended that the user interface should represent public
health authorities [30]. As disclosure by one chatbot increased,
so did the user’s likelihood of self-disclosure [26]. Increased
disclosure by the chatbots also positively affected the
engagement and perceived warmth. When the chatbots showed
emotional disclosure, engagement significantly increased [26].

Digital Literacy

Two papers mentioned digital literacy and ability. Almalki [23]
reported that perceived IT skills or past use of chatbots did not
impact perceptions of chatbots ability. They found that those
who reported frequently searching for health information on
the web were more likely to use health chatbots to source
medical services [23]. Another paper reported that a user’s
perceived digital ability had a small-to-medium effect on
satisfaction, motivation, likelihood of use, and adherence to
advice [24].

Design and Usability

Four papers described the process of design of their chatbots,
with a focus on enhancing usability. Two papers described a
process of chatbot development that involved stages of defining,
design, journey mapping, iteration, and evaluation [25,30].
Another paper examining disclosure with COVID-19 chatbots
reported their process of conversation, including starting with
small talk and then building up to recommendations [26].
Another paper highlighted the importance of ease of use in
maintaining user engagement [30].

Demographic Factors

Four studies reported demographics with use and user
experience. Schubel et al [31] reported that people aged 51-90
years were the most likely to use their chatbots. However, this
differed by feature. Younger users (aged 18-50 years) were
more likely to use a symptom screen checker, and older users
(years 51-90 years) were more likely to use the learning module.
This same study found a greater proportion of African American
users than other races or ethnicities and more female users than
male users [31].

Conversely, Morse et al [28] reported that although the most
common users were aged 30-39 years, there was a sizable
minority of older users, with 13.3% being aged 60 years or over.
They also found that the majority of completed symptom
checker assessments were carried out by female users. Ollier et
al [29] reported that female users over the age of 35 years were
downloading their chatbots at higher rates than any other group.
This was in response to Facebook advertisements promoting
the chatbots, and the authors noted that the content of those
advertisements may have been more attractive to this group.
Almalki [23] reported no significant difference in gender with
any of their variables, but that participants aged under 30 years
reported more enjoyment with using chatbots [22].

User Perspectives on Content and Features
Four papers reported findings related to chatbot content. One
paper found that people were more likely to use a chatbot to
seek general information about COVID-19 than information
about medical treatments [23]. Another paper describing a
chatbot with 2 feature components found no difference in the
use of the health screener information compared to the general
learning content [31]. McKillop et al [27] reported on the
average number of conversational turns per session. These
ranged from 1.9 to 3.5. Clinician providers had the highest
number of turns, suggesting that these chatbots may have been
delivering more complex content. The authors suggested that
the lower number of conversational turns may be due to people
asking more simple question at the start of the pandemic, which
may have increased in complexity and, thus, turns as the
pandemic continued. Indeed, they saw a marked increase in
conversation turns among employees, possibly related to more
complex questioning as they looked to return to work [27]. As
the number of users increased with one COVID-19 chatbot, so
did the range of questions and content, and thus, new systems
were needed to manage content [30].

Managing content and daily updates of information during the
pandemic was reported as being challenging and constant by
the authors describing the “COVID-19 Preventable” chatbot
[30]. Identifying user questions that chatbots were unable to
answer was a useful way of prioritizing new information and
conversation rules to be added. Another challenge was the daily
task of translating complex content into deliverable bites for
public consumption. Once the use of this chatbot reached over
100,000 users, the use of the menu significantly increased.
Content was filtered into categories, and the menu reportedly
helped users to navigate and find answers more easily [30].
Progressive disclosure was used to manage information flow
from basic to more complex. Additional features were added
to this chatbot based on user demand, such as the ability to
report a concern about the potential spread of COVID-19
directly to the authorities [30].

Marketing
One paper detailed the experience of using Facebook
advertisements to promote their chatbot. The authors used A/B
testing to test carousel images with static images and text,
finding that static images with texts were better received [29].
Android users downloaded and engaged with the chatbots more
than iOS users. The authors reported that through their increased
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engagement with the advertisements, Android users essentially
marketed the product to their contacts. Women aged 35 years
and over downloaded the chatbots the most. This group also
had the highest engagement with the Facebook advertisements
themselves, in terms of reacting to and sharing the post [29].
Two other papers, although not reporting specifically on
promotion, reported that mass media campaigns, social role
model endorsement, or national health authority adoption may
help in raising awareness and trust in chatbots [22,23]

User Perspectives and Acceptability
The theme of acceptability included willingness to use
COVID-19 chatbots, perceptions on chatbots in general, and
adoption. Five papers reported some acceptability findings. An
employee-screening chatbot deployed at a large hospital site
found that adoption was aided by their chatbot not requiring
download or a log-in [25]. Despite many of the respondents to
one survey having little experience with chatbots, most (82.5%)
reported being willing to use chatbots to seek general
information about health care services and how to prevent the
spread of COVID-19 [23]. Acceptability appeared to be higher
for those who already used the internet to seek health
information [22]. Participants reported generally having positive
perceptions of health chatbots and being willing to use them.
Empathy and emotional sensitively was an important factor in
acceptability; participants perceived that chatbots had no
emotions, which may impact acceptability. Social norms also
impact chatbot acceptability, with participants reporting a
tendency to align with the views of others [22].

The “COVID-19 Preventable” chatbot reported that most people
(98%) stated that they were likely to continue using the chatbot
and 96% said that they would recommend it to others [30]. This
acceptability may have been aided by the 64% of people who
reported that the chatbots answered their questions appropriately
[30]. The perceived ability of the chatbot was rated as being
important in Dennis et al [24], another study that compared the
user reactions of chatbots with human conversations.
Interestingly, when ability was perceived to be the same,
chatbots were perceived more positively than humans. The
authors surmised that this finding may be due to users feeling
more comfortable with chatbots when discussing socially
challenging information [24].

Discussion

Principal Findings
This paper describes what is known about the user experience
and user uptake of COVID-19 chatbots. The 10 papers in this
review included some describing chatbots for COVID-19
screening, some describing chatbots for information
dissemination, and others seeking to understand uptake and user
perspectives. The papers generally reported good acceptance
of chatbots and reported a number of factors that appeared to
determine this. Key themes included content, trust, digital
ability, and acceptability. Trust in the chatbot, or in the chatbot
provider, was commonly reported as being an important factor.
Studies that reported on user acceptability generally found that
the chatbots were rated highly, regardless of its type. The
number of people seeking health information via digital methods

throughout the pandemic has increased [3]; this may have played
a role in this acceptability. Digital ability or perceived IT skills
were not reported to have a large effect on chatbot use. In some
studies, women used the chatbots more than men, and although
there were differences in chatbot use or perspectives reported
by age, it was clear that chatbots are being used and enjoyed by
older people as well as those who are younger. There was no
clear indication to whether age and gender play a role in
openness to using these tools.

Research presenting results from the United States was
overrepresented (5/9, 56% of studies), and the results seen here
indicate a need for more diverse reporting and evaluation with
COVID-19 chatbots. There have been broader calls in the
literature for chatbots responding to COVID-19 to take a global
view and be developed with researchers and local data scientists
from low- and middle-income countries, to enable better access
on a global level [32].

The COVID-19 pandemic has presented challenges to health
services and authorities globally, with solutions being developed
and rolled out to support countries with accurate and timely
health information at a rapid speed. This expediated time frame
may have resulted in some of the usual design processes, such
as user consultations, message testing, and literature reviews,
having not been conducted prior to launch, resulting in phases
of evaluation and iteration in real-world settings. The challenge
of managing the amount of content in a fast-moving landscape
was described by one national government chatbot [30], and
partnerships with technical teams were reported as being
beneficial [25]. New processes were developed and chatbots
have helped to quickly disseminate high-quality information in
a time of crisis. These processes and learnings from
implementation will be key in informing chatbots for future
health emergencies. As well as information delivery, chatbots
have the potential to inform information provision and pandemic
response by analyzing the questions people are asking or looking
at the information they are searching for to identify information
voids.

The review revealed a lack of standardized reporting on user
experience and user preferences. Although this may be partially
explained by the need for expedited deployment, it will be
important in the future to revisit and reaffirm best practices in
user-focused design and acceptance testing to ensure that these
tools are effective. Developing standardized measures for
reporting on user experiences with chatbots will help to
synthesize the evidence and move it forward in a more cohesive
manner. The literature suggests that working in a co-design
model involving end users can help with engagement [7], and
that usability, enjoyment, and trust are also key factors [9].

It is apparent that further research is needed to better understand
user experience, engagement, and uptake, particularly more
research from countries outside of the United States. The
COVID-19 pandemic has had an unprecedented effect on digital
health [33]. Lessons learned on how best to reach people with
health information and interventions during the COVID-19
pandemic will have broad application to other health
emergencies and future pandemics.
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Limitations
The scoping review summarized the evidence about user
experience with COVID-19 chatbots, but as the goal of a scoping
review is to map the literature, study quality was not assessed
and data synthesis did not occur. The studies that were included
reported diverse aspects of user experience, resulting in
limitations in drawing together findings on particular
components.

Conclusion
The COVID-19 pandemic presented a unique and specific
challenge for digital health interventions in that design and
implementation were required at a rapid speed as digital health
service adoption was accelerated across the globe. This paper
adds to the literature by describing what is known about this
rapid implementation process in terms of user experience and
user uptake and provides guidance for future tools, as well as
directions for future research. This paper has shown both the
potential of chatbots to reach users in an emergency and the
need to better understand how users engage and what they want.
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Introduction

Health care chatbots, which are being widely adopted by
providers, offer many benefits to users [1]. However, the limited
communication capabilities of chatbots hinder their interactions
with humans [2]. Therefore, text-based (ie, verbal emotional
expression, eg, saying “I am so sorry to hear that”) and
icon-based (ie, nonverbal emotional expression, eg, using
emojis, emoticons, or stickers) approaches are adopted to
communicate emotion in chatbot messages. Previous studies
have suggested that both emotion design approaches are
effective in improving the evaluation of health care chatbots
[3,4]. However, the two approaches differ greatly from each
other in their presentation, mechanism, and effectiveness.
Understanding such differences could help system developers
to optimize their health care chatbots. Nevertheless, research
comparing these two approaches of emotion designs, to our
knowledge, is nonexistent. This study aims to understand the
mechanism and the interaction effect of these two approaches
to see if the effect of one approach depends on the other one.
In general, we proposed the following hypothesis: both
text-based and icon-based emotional clues for health care
chatbots can increase perceived emotional intensity (H1). To
test the interaction effect of the two approaches, we
hypothesized that the addition of an icon-based clue would not
significantly affect emotional intensity when a text-based clue
is already present (H2). Furthermore, emotional intensity will
reduce psychological distance and increase behavioral intention
(H3). Please refer to Multimedia Appendix 1 for the theoretical
framework and hypothesis development.

Methods

In total, 483 respondents were recruited through a web-based
panel in China. The mean age of the participants was 28.8 (SD
8.84) years. A majority of participants self-identified as female
(n=300, 62.1%). We used a 2 (text-based emotion design: yes
vs no) by 2 (icon-based emotion design: yes vs no)
between-subjects factorial experimental design. Participants
were asked to imagine they had abdominal pain and then consult
a prediagnostic chatbot online. The participants were randomly
assigned to one of the four conditions. They were shown a
screenshot of a conversation with the chatbot. After viewing
the screenshot, participants were asked to answer a series of
questions about perceived emotional intensity, psychological
distance, and behavioral intention (see Multimedia Appendix
1).

Results

The results of a 2-way ANOVA showed that both icon-based
(meanicon 4.15, SD 1.41; meanno 3.62, SD 1.44; F1,479=14.4;

P<.001; η2=0.03) and text-based designs significantly enhanced
the perceived emotional intensity (meantext 4.35, SD 1.38;

meanno 3.46, SD 1.40; F1,479=51.2; P<.001; η2=0.10). H1 was
therefore supported. Furthermore, we observed an interaction
effect between icon- and text-based designs (F1,479=7.96;

P=.006; η2=0.02). In particular, when text-based designs were
not used, icon-based designs increased the emotional intensity
(meanicon 3.87, SD 1.39; meanno 3.05, SD 1.26; F1,243=23.2;
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P<.001; η2=0.09). However, when text-based designs were
used, the effect of icon-based designs disappeared (meanicon

4.41, SD 1.40; meanno 4.29, SD 1.35; F1,236=0.45; P=.50;

η2=0.002). These findings were consistent with H2.

We performed a moderated serial mediation model to further
test our hypotheses. The analysis revealed a significant

moderated mediation index (effect −0.07, SE 0.03, lower limit
CI −0.12, upper limit CI −0.02). When there was no text-based
design, icon-based designs significantly increased the emotional
intensity, and thus shortened the psychological distance and
enhanced the behavioral intention (Figure 1). This indirect effect
was not significant when text-based designs were used (Figure
2). Overall, H3 was supported.

Figure 1. The indirect effect of icon-based designs when text-based designs were not used.

Figure 2. The indirect effect of icon-based designs when text-based designs were used.

Discussion

This study demonstrated that both icon- and text-based emotion
designs of health care chatbots increase users’ perceived
emotional intensity. The effect of the text-based approach on
emotional intensity was stronger than the icon-based one. The
impact of the icon-based design on the perceived emotional
intensity was mitigated when combining text-based designs
together. Furthermore, the perceived emotional intensity reduced
the psychological distance and enhanced behavioral intention.
This is consistent with previous studies on interpersonal emotion
disclosure and psychological distance [5].

The findings fill a void in the literature on health care chatbots’
emotional design. In particular, we observed an antagonist effect
of the two approaches of emotion design on emotional intensity,
suggesting that using a single approach is sufficient.
Additionally, previous research has examined the psychological
distance between physical social robots and humans [6,7]. This
study extends our understanding of the role of psychological
distance in the effect of emotional expression of health care
chatbots. Future studies may also investigate when the use of
icon-based designs may backfire (eg, when conveying different
emotional valence [8]). For example, the use of emojis may
make interactions appear unprofessional in contexts like medical
consultation [9]. This implies that the use of icon-based
emotional designs may have negative effects under certain
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circumstances for health care chatbots, which should be further
explored in future research (see Multimedia Appendix 1 for

details).
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