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Abstract

Background: The global shortage of mental health workers has prompted the utilization of technological advancements, such
as chatbots, to meet the needs of people with mental health conditions. Chatbots are systemsthat are able to converse and interact
with human users using spoken, written, and visual language. While numerous studies have assessed the effectiveness and safety
of using chatbots in mental health, no reviews have pooled the results of those studies.

Objective: Thisstudy aimed to assessthe effectiveness and safety of using chatbotsto improve mental health through summarizing
and pooling the results of previous studies.

Methods: A systematic review was carried out to achieve this objective. The search sources were 7 bibliographic databases
(eg, MEDLINE, EMBASE, PsycINFO), the search engine “ Google Scholar,” and backward and forward reference list checking
of the included studies and relevant reviews. Two reviewers independently selected the studies, extracted data from the included
studies, and assessed the risk of bias. Data extracted from studies were synthesized using narrative and statistical methods, as
appropriate.

Results: Of 1048 citations retrieved, we identified 12 studies examining the effect of using chatbots on 8 outcomes. Weak
evidence demonstrated that chatbots were effective in improving depression, distress, stress, and acrophaobia. In contrast, according
to similar evidence, there was no statistically significant effect of using chatbots on subjective psychological wellbeing. Results
were conflicting regarding the effect of chatbots on the severity of anxiety and positive and negative affect. Only two studies
assessed the safety of chatbots and concluded that they are safe in mental health, as no adverse events or harms were reported.

Conclusions: Chatbots have the potential to improve mental health. However, the evidence in this review was not sufficient to
definitely conclude this due to lack of evidence that their effect is clinically important, alack of studies ng each outcome,
high risk of biasin those studies, and conflicting resultsfor some outcomes. Further studies are required to draw solid conclusions
about the effectiveness and safety of chatbots.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42019141219;
https://www.crd.york.ac.uk/prospero/display_record.php? D=CRD42019141219

(J Med I nternet Res 2020;22(7):€16021) doi: 10.2196/16021
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Introduction

Background

Mental illness is a growing public health concern worldwide
[1]. Onein4 adultsand 1in 10 children arelikely to be affected
by mental health problems annually [2]. Mental illness has a
significant impact on the lives of millions of people and a
profound impact on the community and economy. Mental
disorders impair quality of life and are considered one of the
most common causes of disability [3]. Menta disorders are
predicted to cost $16 trillion globally between 2011 and 2030
due to lost labor and capital output [4].

There is a shortage of mental health human resources, poor
funding, and mental health illiteracy globally [5,6]. This lack
of resources is especialy evident in low-income and
middle-income countries where there are 0.1 psychiatrists per
1,000,000 people[ 7], compared to 90 psychiatrists per 1,000,000
people in high-income countries [8]. According to the World
Health Organization, mental health servicesreach 15% and 45%
of those in need in developing and developed countries,
respectively [9]. This could be a major factor contributing to
theincreasein suicidal behavior in recent decades[10].

Thedemand for better mental health services hasincreased, and
meeting these demands has become increasingly difficult and
costly due to alack of resources [4]. Therefore, new solutions
are needed to compensate for the deficiency of resources and
promote patient self-care [4]. Distance can impede the reach of
traditional mental health servicesto populationsin remote areas
in  both high-income and low-income countries.
Technol ogy-based treatment, such as mobile apps, can overcome
most of these barriers and engage hard-to-reach populations
[11]. A World Hedlth Organization survey of 15,000 apps
revealed that 29% focus on mental health diagnosis or support
[10].

One technology that offers a partial solution to the lack of
capacity within the global mental health workforce is mobile
apps. They have the potential to improve the quality and
accessibility of mental health [12]. Chatbotsare one of the main
mobile apps used for mental health [13]. Chatbots, also known
as conversational agents, conversational bots, and chatterbots,
are computer programs ableto converse and interact with human
users[5,14]. Chatbots use spoken, written, and visual languages
[5,14]. The use of chatbots has grown tremendously over the
last decade and has become pervasive in fields such as mental
health [13]. It is expected that chatbots will make a positive
contribution to addressing the shortfall of mental health care
[15]. Chatbots can facilitate interactions with those who are
reluctant to seek mental health advice due to stigmatization [5]
and alow more conversational flexibility [16].

Research Problem and Aim

Adoption of new technology, especially those heavily related
to artificia intelligence and machine learning, relies on first
ascertaining the levels of safety and effectiveness [17]. There
has been a steady rise in the number of studies assessing the
effectiveness and safety of using chatbotsfor mental health [5].
There is aneed to critically evaluate and statistically combine
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findings to inform policy and practice. Previously conducted
reviews [5,18,19] did not assess the effectiveness and safety of
chatbots in mental health. Accordingly, the current systematic
review aimed to assess the effectiveness and safety of using
chatbotsin mental health through summarizing and pooling the
results of previous studies. The review question is “what isthe
effectiveness and safety of using chatbotsfor improving mental
health?’

Methods

Overview

A systematic review of the literature was conducted to
accomplish the objective. This review is reported in line with
the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses statement (Multimedia Appendix 1) [20]. The
protocol for this systematic review isregistered at PROSPERO
(number CRD42019141219).

Search Strategy

Search Sources

The following bibliographic databases were searched in this
review: MEDLINE, EMBASE, PsycINFO, | EEE Xplore, ACM
Digital Library, Scopus, and Cochrane Central Register of
Controlled Trials. The search engine* Google Scholar” wasalso
searched. As Google Scholar retrieved alarge number of studies
ordered by their relevance to the search topic, we screened the
first 100 hits (10 pages). The search started on the June 8, 2019
and finished on June 11, 2019. We carried out backward
reference list checking, where reference lists of the included
studies and reviews were screened for further studies of
relevance to the review. In addition, we conducted forward
reference list checking, where we used the “cited by” function
available in Google Scholar to identify studies that cited the
included studies.

Search Terms

Search terms in this review were related to population (eg,
mental disorder, mood disorder, and anxiety disorder) and
intervention (eg, conversational agent, chatbot, chatterbot, and
virtual agent). The search terms were derived from previous
reviews and informatics experts interested in mental health
issues [13]. Further, search terms related to mental disorders
were derived from the Medical Subject Headings index in
MEDLINE. The search strings utilized for searching each
bibliographic database are shown in Multimedia Appendix 2.
Study Eligibility Criteria

The population of interest wasindividual swho use chatbots for
their mental health, but not physicians or caregivers who use
chatbots for their patients. Eligible interventions were chatbots
operating as standal one software or viaaweb browser. Chatbots
that were integrated into robotics, serious games, SMS, or
telephone systems were excluded. The current review also
excluded chatbots that relied on human-operator generated
dialogue. There were no restrictions regarding the type of
dialogueinitiative (ie use, system, mixed) and input and output
modality (ie spoken, visual, written). There were no limitations
related to the comparator (eg, information, waiting list, usual
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care). This review focused on any outcome related to
effectiveness (eg, severity or frequency of any mental disorders
and psychological wellbeing) or safety (eg, adverse events,
deaths, admissionsto psychiatric settings) of chatbots. Regarding
the study design, weincluded only randomized controlled trials
(RCTs) and quasiexperiments. The review included
peer-reviewed articles, dissertations, conference proceedings,
and reports. Thereview excluded reviews, conference abstracts,
proposals, and editorials. Only studies written in English were
included in the review. There were no restrictions regarding
study setting, year of publication, and country of publication.

Study Selection

Two steps were followed for selecting studies. Firgt, the titles
and abstracts of al retrieved studies were screened
independently by two reviewers (AA, MA). Second, the full
texts of studies included from the first step were read
independently by the same reviewers. Any disagreements
between the reviewers were resolved by discussion or by
consulting athird reviewer (MH). Cohen k [21] was calculated
to assess interrater agreement between reviewers, which was
0.85 and 0.89 in the first and second step of the selection
process, respectively, indicating avery good level of agreement
[22].

Data Extraction

Before extracting data, we developed a data extraction form
and piloted it using three included studies to conduct a
systematic and precise extraction of data (M ultimedia Appendix
3). Two reviewers (AA, MA) independently extracted datafrom
the included studies, and disagreements were resolved by
discussion or by consulting the third reviewer (MH). Interrater
agreement between the reviewerswas very good (Cohen k=0.84)
[22].

Assessment of Risk of Bias

Two Cochrane tools were used to assess the risk of biasin the
included studies. Risk of biasin RCTs was assessed using the
Risk of Bias 2 (RoB 2) tool [23], and risk of bias in
guasi-experiments was examined using the Risk Of Bias In
Non-randomized Studies — of Interventions (ROBINS-I) tool
[24]. The results of the risk of bias are presented as a graph
showing the reviewers judgments about each “risk of bias’
domain. Further, they are presented as a figure showing the
reviewers' judgments about each “risk of bias” domain for each
included study. Two reviewers (AA, AR) independently assessed
therisk of bias, and disagreementswere resolved by discussion
or by consulting the third reviewer (MH). Interrater agreement
between the reviewers was good (Cohen k=0.75) [22].

Data Synthesis

Data extracted from studies were synthesized using narrative
and statistical methods. The statistical approach was used when
there was more than one RCT for a certain outcome and the
study reported enough data for the analysis. Where statistical
findings were not available, a narrative approach was used to
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synthesize the data. Findings of studies were grouped and
synthesized according to the measured outcome.

Statistical analysis was carried out using Review Manager
(RevMan 5.3). Asal extracted datawere continuous, the effect
of each trial and the overall effect were measured using either
the mean difference (MD) or the standardized mean difference
(SMD). To be more precise, when the outcome was measured
using the same method between studies, the MD was utilized.
The SMD was used when, between studies, the outcome was
assessed using different measurement tools. A random-effects
model was used for combining results because there was clinical
heterogeneity between studiesin terms of population (eg, clinical
versus honclinical samples), intervention (eg, rule-based versus
artificial intelligence chatbots), and comparator (eg, treatment
as usual versusinformation).

When there was a statistically significant difference between
groups, we assessed how this difference was clinically
important. A minimal clinically important difference refers to
the smallest changein ameasured outcome that a patient would
deem as worthy and significant and which mandates a change
inapatient’streatment [ 25]. Boundaries of aminimal clinically
important difference for each outcome were calculated as+0.5
times the SD of the control arms of the studies at baseline.

Clinical heterogeneity of the meta-analyzed trialswas assessed
by checking their participants, interventions, comparators, and
measured outcomes. Statistical heterogeneity was assessed by
caculating the doatistical significance of heterogeneity

(chi-square P value) and I2. A chi-square P value>.05 indicates
that the studies are homogenous [26]. 12 was used to quantify
the heterogeneity of studies, where 12 of 0%-40%, 30%-60%,
50%-90%, and 75%-100% represents unimportant, moderate,
substantial, and considerable heterogeneity, respectively [26].

When the evidence was synthesized statistically, the overall
quality of that evidence was assessed using the Grading of
Recommendations Assessment, Development and Evaluation
[17]. Two reviewers (AA & AR) assessed the quality of the
evidence, and disagreements were resolved by discussion or by
consulting the third reviewer (MH). There was considerable
interrater agreement between the reviewers (Cohen k= 0.86)
[22].

Results

Search Results

The search retrieved 1048 citations (Figure 1). After removing
413 duplicates, 635 unique titles and abstracts remained. By
screening thosetitles and abstracts, 552 citations were excluded.
Of the remaining 83 studies, 9 studies were included after
reading the full text. Two additional studies were identified
from forward reference list checking, and one study was
identified by backward reference list checking. Overall, 12
studies were included in the narrative synthesis, but only 4 of
those studies were meta-analyzed.
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Figure 1. Flow chart of the study selection process.
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Description of Included Studies

As shown in Table 1, half of the studies (6/12) were RCTS,
while the other half were quasiexperimental. Two-thirds of
studies (8/12) were journal articles. Studies were conducted in
more than 11 countries. Studies were published between 2015
and 2018. The majority of studieswas published in 2018 (7/12).
The sample sizewas<100in 6 studies (6/12, 50%), and sample
sizesranged from 10 to 454 participants, with amedian of 71.5
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participants. The age of participantswasreported in 10 studies;
the mean age of participants in those studies was 31.3 years.
The sex of participants was reported in 9 studies; the mean
percentage of male participants in those studies was 35%. Half
of the studies (6/12) recruited nonclinical samples. Participants
wererecruited from either community (6/12), educational (4/12),
or clinical (3/12) settings. The characteristics of each included
study are shown in Multimedia Appendix 4.
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Table 1. Characteristics of the included studies (n=12).

Characteristics Number of studies
Study design

Quasi experiment 6

Randomized controlled trial 6

Type of publication
Journal article g

Conference proceedings 3

[En

Thesis
Country
United States
Japan
Sweden
Turkey
Australia
United Kingdom
China
Romania, Spain, and Scotland

= T = s = e T = T S

Global population

Year of publication

2018 7
2017 2
2016 1
2015 2
Samplesize
<100 6
100-200 3
>200 1
Age (years), mean (range)® 31.3 (22-45)
Sex (male), %° 35
Sampletype
Clinical sample 6
Nonclinical sample 6
Setting®
Community 6
Educational 4
Clinica 3
I ntervention purpose
Therapy 10
Self-management 2
I ntervention platform
Web-based 6
Standal one software 6
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Characteristics

Number of studies

I ntervention response generation
Rule-based
Artificia intelligence
Intervention dialogue initiative
Chatbot
Both
I ntervention input modality
Written
Spoken
Written and spoken
I ntervention output modality
Written
Written, spoken, and visual
Spoken and visual
Written and visua
Embodiment
Yes

No

Targeted disorders?
Depression
Anxiety
Any mental disorder
Acrophobia
Stress

Comparator
Pretest vs posttest
No intervention
Education

High usersvslow users

M easured outcomes®
Severity of depression
Psychological wellbeing
Severity of anxiety
Positive and negative affect
Distress
Stress
Safety
Severity of acrophobia

Measures’

PHQ-9¢

GAD-7"

[N

R N W O

N A N NN

P N N NN W w o
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Characteristics

Number of studies

PANAS

K10

PSS-10¢

AQ

HAD-S™
OASIS"
WHO-5-F
HIQP

BDI-24
Adverse events

Follow-up period"
2 weeks
4 weeks
6 weeks
12 weeks

k=, O O

3\lean age was reported in 10 studies.
bSex was reported in 9 studies.

“Numbers do not add up as one study recruited the sample from more than one setting.
INumbers do not add up as 4 chatbots focused on both depression and anxiety.

ENumbers do not add up as most studies assessed more than one outcome.

Numbers do not add up as some studies used more than one tool to assess a single outcome and several studies have more than one outcome.

9PHQ-9: Patient Health Questionnaire.

NGAD-7: Generalized Anxiety Disorder scale.

IPANAS: Positive and Negative Affect Schedule.

IK10: Kessler Psychological Distress Scale.

KPSS-10: Perceived Stress Scale.

IAQ: Acrophobia Questionnaire.

MHAD-S: Hospital Anxiety and Depression Scale.
"OASIS: Overall Anxiety Severity and Impairment Scale.
OWHO-5-J; World Health Organization-5 Well-Being Index.
PHIQ: Heights I nterpretation Questionnaire.

9BDI-2: Beck Depression Inventory |1.

"Numbers do not add up as two studies assessed outcomes at 2 different points of time.

The included studies investigated the effect of 11 different
chatbots. In most studies (10/12) chatbots were used for
delivering therapy (Table 1). Chatbots wereimplemented using
standalone software (6/12, 50%) and in web-based platforms
(6/12, 50%). Chatbot responses were based on predefined rules
or decision trees (rule-based) in two-thirds of studies (8/12).
Chatbots in the remaining one-third of studies (4/12) utilized
machine learning and natural language processing (artificial
intelligence) to understand users' replies and generate responses.
Chatbots led and controlled the conversation in 75% (9/12) of
the studies. Users could interact with the chatbots using only
written language via keyboards and mouse (9/12), only spoken
language via microphones (2/12), or a combination of written
and spoken languages (1/12). Chatbots used the following
modalitiesto interact with users: only written language viatext

http://www.jmir.org/2020/7/€16021/

on the screen (6/12); a combination of written, spoken (via
speakers), and visua languages (via embodiment) (3/12); a
combination of spoken and visual languages (2/12); and a
combination of written and visual languages (1/12). In half of
the studies, chatbots contained virtual representations (eg,
avatar). Chatbots in 58% of the studies targeted depression
(7/12). Multimedia Appendix 5 showsthe characteristics of the
intervention in each study.

There was no comparator in the 4 one-arm quasi experiments;
these quasiexperimental studies assessed outcomes before and
after the intervention (Table 1). In 4 additional studies, an
intervention was not provided to the control group. In 3
additional studies, chatbots were compared with providing
information or education. Inthe remaining study, the comparison

JMed Internet Res 2020 | vol. 22 | iss. 7 | €16021 | p. 7
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH

was between high users (more engaged app users) and low users
(less engaged app users). The most common outcome assessed
by the included studies was severity of depression (6/12). The
Patient Health Questionnaire (PHQ-9) was the most used
outcome measure in the included studies (4/12). The follow-up
periods were 2 weeks (6/12), 4 weeks (6/12), 6 weeks (1/12),
and 12 weeks (1/12). Characteristics of the comparators and
measured outcomes in each included study are presented in
Multimedia Appendix 6.

Risk of Biasin the Included Studies

Most of the RCTs (5/6) used an appropriate random allocation
sequence, concealed that alocation sequence, and had
comparable groups. These studies were rated as having a low
risk of bias in the randomization process (Figure 2). Although
participants, carers, and people delivering theinterventionswere
aware of the assigned intervention during the trial in most
studies (this may be norma due to the nature of the
intervention), there were no deviations from the intended
intervention because of the experimental context in all studies.
Given the lack of deviation and using an appropriate analysis
to estimate the effect of assignment to the intervention, a risk
of bias due to deviations from the intended interventions was
considered low for all studies (Figure 2). Thedomain of missing
outcome datawas judged as having alow risk of biasin 4 studies
whileit wasrated as having ahigh risk of biasin the remaining
2 studies due to a high attrition rate, lack of analysis methods
used to correct for bias, and presence of differences between
intervention groupsin the proportions of missing outcome data.

Although the methods of measuring the outcomes were
appropriate and they were comparable between intervention
groups (in terms of tools, thresholds, and timing), the risk of
bias in the measurement of the outcome was high in 5 studies
(Figure 2). This is attributed to the fact that assessors of the
outcome were aware of the intervention received by study
participants and this knowledge could affect the outcome
assessment in those 5 studies. Five studies were judged to raise
some concernsin the selection of the reported result (Figure 2).
This judgment was due to a discrepancy between studies and
their protocolsin planned outcome measurements and analyses,
unavailability of their protocols, or insufficient detailsin their
protocols regarding outcome measurements and analyses. The
overal risk of bias was rated as high for al studies because 5
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studies were assessed as high risk in at least one domain, while
the remaining study had some concerns in two domains.
Multimedia Appendix 7 shows the reviewers' judgments about
each “risk of bias” domain for each included RCT.

There was moderate risk of bias due to confounding in all
quasiexperimental studies (Figure 3). Thisjudgment was based
on a potential for confounding of the effect of intervention in
all studies, and it was not clear whether authorsin all studies
used an appropriate analysis method to control for all
confounding domains. The selection of participants was not
based on participant characteristics observed after the start of
theintervention in 5 studies, and the start of follow-up and start
of intervention coincided for most participants in all studies.
Accordingly, the “risk of bias due to selection of participant”
domainwas judged aslow inthe 5 studies (Figure 3). Although
all studies clearly defined the intervention groups at the start of
the intervention, it was not clear whether classification of
intervention status could be affected by knowledge of the
outcome in 3 studies. Therefore, the risk of bias in the
classification of the interventions was rated as high in those 3
studies. Further, the risk of bias in this domain was judged as
serious in one study, as the classification of the intervention
status could be affected by knowledge of the outcome in that
study.

Given that there were no deviations from the intended
intervention beyond what would be expected in usual practice
in all studies, the risk of bias from the deviations from the
intended interventionswas considered low in al studies (Figure
3). Therisk of bias due to missing outcome data was judged as
low in 3 studieswhileit was rated as moderate in the remaining
3 studiesdueto availability of lessthan 95% of the participants
data. Therisk of biasin the measurement of the outcomes was
seriousin all studies (Figure 3); assessors of the outcome were
aware of the intervention received by study participants, and
this could affect the assessment of outcomes. In 5 studies, there
was moderate risk of biasin the selection of the reported results
(Figure 3); thisis because there were insufficient details about
the analyses used in the study. While the overall risk of bias
was rated as critical in 1 study, it was judged as moderate and
seriousin 3 and 2 studies, respectively. Multimedia Appendix
8 shows the reviewers judgments about each “risk of bias’
domain for each included quasiexperiment.

JMed Internet Res 2020 | vol. 22 | iss. 7 | €16021 | p. 8
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH Abd-Alrazaq et a

Figure 2. Risk of bias graph for randomized controlled trials, showing the review authors' judgments about each risk of biasitem.
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Measurement of the outcome _
Mising outcome data _

Deviations from intended interventions

Randomization process

0 1 2 3 4 5 5
Low risk = Some concerns ®High risk Number of studies
Figure 3. Risk of bias graph for quasiexperiements, showing the review authors’ judgments about each risk of biasitem.
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studies were conducted in the United States [28-30,32], and
each of the 2 remaining studies was conducted in multiple
Depression countries [27,31]. The severity of depression was measured
Half of theincluded studies (6/12) examined theeffect of using  USN9 PHQ-9128,29,31,32], Beck Depression Inventory 11 [27],
chatbots on the severity of depression [27-32]. Of these 6 and Hospital Anxiety and Depression Scale [30].

studies, 4 studies were RCTs [27-30], and the remaining 2 We meta-analyzed the results of only 4 RCTs. However, the
studies were pretest-posttest quasiexperiments [31,32]. Four results of the 2 quasiexperiments were synthesized narratively

Results of Studies
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because such astudy design hasagreater risk of biasthan RCTS,
and some datarequired for the meta-analysiswas missing from
1 of the 2 studies. The meta-analysis showed a statistically
significant difference (P<.001) favoring chatbots over treatment
as usua or information on the severity of depression (SMD
-0.55, 95% CI -0.87 to -0.23; Figure 4). However, this
differencewas not clinically important, asthetotal effect (—0.55)
was within the boundaries of a minimal clinically important
difference (—4.7 to 4.7); the boundaries of aminimal clinically
important difference for this outcome was calculated as +0.5
times the median SD of the control arms of the studies at
baseline. The heterogeneity of the evidence was not a concern

Abd-Alrazag et a

(P=.99; 1°= 0%). The quality of the evidence was low because
it was downgraded by 2 levels for a high risk of bias
(Multimedia Appendix 9).

Of the 2 gquasiexperiments that measured depression, 1 study
concluded that the severity of depression decreased significantly
postintervention in the high user (P<.001) and low user (P=.01)
groups [31]. Further, the improvement in depression was
significantly higher in the high user group than in the low user
group (P=.03). The second study found a statistically significant
decrease in the severity of depression after the intervention
(mean 9.78) compared to before the intervention (mean 13.03)
[32].

Figure 4. Forest plot of the 4 studies assessing the effect of using chatbots on the severity of depression.

Chatbot Control Std. Mean Difference Std. Mean Difference
Study or Subgroup Mean SD Total Mean SD Total Weight IV, Random, 95% ClI IV, Random, 95% CI
Fitzpatrick 2017 11.14 3.95 31 1367 4,05 25 355% -0.62 [1.186,-0.08] —
Pinto 2013 6.5 423 12 853 33 16 17.8% -053[1.29,0.23] —
Fulmer 2018 B.13 51183 26 8.77 51183 25 33.2% -0.51 [F11.07, 0.05] —
Burton 2016 139 8.1 12 176 6.8 9 134% -0.47 [1.35,0.41] T
Total (95% CI) 81 75 100.0% -0.55[-0.87, -0.23] &
Heterogeneity: Tau®= 0.00; Chi*=0.13, df= 3 (P = 0.99); = 0% -Iit 12 ) é jl

Test for overall effect: Z= 3.33 (P=0.0009)

Anxiety

Of the 12 studies, 3 studies assessed the influence of using
chatbots on the severity of anxiety [28,29,32]. All studieswere
conducted in the United States. The severity of anxiety was
measured using the Generalized Anxiety Disorder scale[28,29]
and Overall Anxiety Severity and Impairment Scale[32]. While
2 studies were RCTs [28,29], the third study was a
pretest-posttest quasiexperiment [32]. In contrast to the 2 RCTS,
the quasiexperiment was a one-arm trial [32]. For this reason,
only the findings of the 2 RCTs were meta-analyzed.

favors chatbots favors control

As shown in Figure 5, no statistically significant difference
(P=.55) in the severity of anxiety was found between those
allocated to receive the chatbot intervention compared to those
receiving information only (MD —1.38, 95% CI 5.5 to 2.74).

There was substantial heterogeneity (P=.02; 1°=80%). The
quality of the evidencewasvery low becauseit was downgraded
by 3 levels due to a high risk of bias and heterogeneity
(Multimedia Appendix 9). The third study concluded that there
was a statistically significant decrease in anxiety level among
participants after using chatbots (mean 10.45 versus 7.89) [ 32].

Figure5. Forest plot of the 2 studies assessing the effect of using chatbots on the severity of anxiety.

Chatbots Information Mean Difference Mean Difference
Study or Subgroup Mean SD Total Mean SD Total Weight IV, Random, 95% CI IV, Random, 95% Cl
Fitzpatrick 2017 17.35 3.34 31 16.84 3.35 25 554% 0.51 [-1.25, 2.27]
Fulmer 2018 613 59016 26 985 59016 25 446% -3.72[6.96,-0.48] ——
Total (95% CI) 57 50 100.0% -1.38[-5.50,2.74]
H Taur=71 hi#= f=1(P= 2= + } 1 } 1
eterogeneity: Tau 8, Chi*=5.05,d (P=0.02), 80% 20 10 o 10 20

Test for overall effect 2= 0.66 (P =0.51)

Positive and Negative Affect

The effect of using chatbots on positive and negative affect,
which isan indicator of depression and anxiety, was examined
in 2 studies [28,29]. Both studies were RCTs conducted in the
United States [28,29]. The outcome in the 3 studies was
measured using the Positive and Negative Affect Schedule.
Meta-analysis could not be executed as only 1 study reported
enough data for the analysis [28].

The first study found no statistically significant difference
between chatbot use and information on positive affect (P=.71)
and negative affect (P=.91) [28]. In contrast, Fulmer et al [29]
found a statistically significant difference favoring chatbot use
over information on positive and negative affect at the 2-week
follow-up (P=.03).
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Subjective Psychological Wellbeing

The effect of using chatbots on subjective psychological
wellbeing was examined by 3 studies [33-35]. Those studies
were conducted in Sweden, Turkey, and Japan, respectively
[33-35]. Of the 3 studies, 2 studies were quasiexperiments
[34,35], and the remaining study was an RCT [33]. The
Flourishing Scale was used to measure subjective psychological
wellbeingin 2 studies[33,34], whereasthe WHO-5 Well-Being
Index was used by the third study [35]. Given that the high risk
associated with quasiexperiments and availability of only one
RCT, the results of the 3 studies were synthesized narratively.

In the first study [33], the intention-to-treat analysis showed
that subjective psychological wellbeing was not statistically
different (P=.97) after treatment between the chatbot (mean
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45.14) and waiting list (mean 45.07) groups. Further, when
analyzing data from only the participants who adhered to the
intervention, there was no statistically significant difference
(P=.72) between the chatbot and waiting list groups on
subjective psychological wellbeing after treatment (mean 45.07
versus 45.85) [33]. The second study demonstrated a slight
improvement in subjective psychological wellbeing after using
chatbots, but thisimprovement was not statistically significant
(P=.06) [34]. Similarly, the third study found no statistically
significant difference (P=.32) between the chatbot and control
groups on subjective psychological wellbeing after treatment
[35].

Psychological Distress

The influence of using chatbots on psychological distress was
examined by 2 studies, conducted in Japan and Australia[ 35,36].
Distresswas measured using the Kessler Psychological Distress
Scale. While 1 study was a one-group quasiexperiment [36],
the other study was a two-group quasiexperiment [35].
Therefore, anarrative approach was used to analyzetheir results.

According to Suganuma et al [35], there was a statistically
significant difference (P=.005) favoring chatbot use (mean
21.65) over nointervention (mean 23.97) on distresslevel s after
treatment. Further, there was a datistically significant
improvement in distress level among the chatbot group after
treatment (mean 21.65) compared with before treatment (mean
23.58). Likewise, the other study found astatistically significant
decrease (P<.001) in distress from a pre-intervention score of
33.27 to a post-intervention score of 28.90 [36].

Stress

Stress was an outcome in 2 studies [33,37]. The first was an
RCT conducted in Sweden [33], and the second was a
quasiexperimental study conducted in China[37]. The Perceived
Stress Scale was utilized to measure stress in both studies. A
meta-analysis was not carried out for this outcome as 1 study
[37] did not report data required for the analysis.

Ly and colleagues[33] found a statistically significant difference
favoring chatbots over the waiting list on stress when they
analyzed datafrom all participants (P=.03) and from those who
only adhered to the intervention (P=.01). Huang et al [37]
concluded that stress status improved over time when using a
chatbot.

Acrophobia

The effect of using chatbots on acrophobia (ie, fear of height)
was examined by 1 RCT conducted in the United Kingdom
[38]. The outcome was measured using two tools. Heights
Interpretation Questionnaire and Acrophobia Questionnaire.
Compared with participantswho received usual care, the chatbot
significantly decreased the severity of acrophobia as measured
by both tools at 2-week and 4-week follow-ups (P<.001) [38].

Safety

Safety of chatbots was assessed in 2 RCTs [30,38]. While 1
study was conducted in the United States [30], the other study
was conducted in the United Kingdom [38]. The former study
concluded that the chatbot was safe because users did not report
any harm, distress, adverse events, or worsening of depressive
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symptoms resulting from using the chatbot during the study
[30]. Similarly, Freeman et al [38] concluded that the chatbot
was saf e because no serious adverse events (eg, suicide attempts,
death, serious violent incidents) or discomfort caused by the
chatbot were reported.

Discussion

Principal Findings

This study systematically reviewed the evidence regarding the
effectiveness and safety of using chatbots to improve mental
health. We identified 12 studies examining the effect of using
chatbots on 8 outcomes. For the first outcome (depression),
low-quality evidence from 4 RCTs showed a statistically
significant difference favoring chatbots over treatment as usual
or information on the severity of depression, but this difference
was not clinically important. Two quasiexperiments concluded
that the level of depression decreased after using chatbots. As
evidence from the 2 studies was synthesized narratively, we
could not identify whether this decrease in depression was
clinically important. Findings in the 2 studies may be affected
by serious bias in the measurement of outcomes. Given that no
reviews assessed the effectiveness of chatbotsin mental health,
the results were compared with other reviews regarding similar
interventions  (ie, internet-based psychotherapeutic
interventions). The overal effect on depression in this review
(-0.55) was comparable to other reviews. Specifically, while
the overal effect of internet-based and computerized
psychologica interventions of depression without therapist
support was 0.25 (95% CI 0.14-0.35) in a meta-analysis
conducted by Andersson and Cuijpers [39], another
meta-analysis showed that the total effect of internet-based
psychotherapeutic interventions of depression was 0.32 [40].

With regardsto anxiety, very low-quality evidencefrom 2 RCTs
showed no statistically significant difference between chatbots
and information on the severity of anxiety. In contrast, one
quasiexperiment concluded that anxiety levels considerably
decreased after using chatbots. These contradictory findings
may be attributed to 2 reasons. First, pretest-posttest
guasiexperiments are not as reliable as RCTs for finding the
effect of an intervention due to low internal validity resulting
from selection bias [35,41]. Second, in contrast to the 2 RCTS,
the chatbot in the quasiexperiment [32] contained a virtua
representation (ie, embodiment), which enables chatbots to
communicate with users verbally and nonverbally (through
body movements and facial expressions). It is purported that
embodiment makes conversationswith chatbots more empathetic
and facilitates effective rapport with users [19,42,43]. Results
of the meta-analyses in this review and another review related
to smartphone mental health interventions were contradictory.
A meta-analysis of 9 RCTs showed aconsiderablereductionin
the anxiety level after using smartphone mental health
interventions compared to no intervention (SMD 0.325, 95%
Cl 0.17-0.48) [44]. These conflicting results may result from
either differences in interventions (chatbots versus different
mobile interventions) in both reviews or the number of
meta-analyzed studies (2 versus 9).
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Findings regarding the effect of chatbots on positive and
negative affect were conflicting. While one study concluded
that chatbots improved the positive and negative affect at the
2-week follow-up [29], another study did not find any significant
influence of chatbots at the 2-week follow-up [28]. Although
the 2 studies were very homogenous in terms of study design,
sampl e characteristics, comparator characteristics, and outcome
measures, they were different in the type of chatbots and data
analysis, and these differences may have led to contradictory
findings. Specifically, the chatbot in the first study [29] was
more advanced than the one in the second study [28]; it
depended on artificial intelligence and machine learning to
generate responses to users, and this makes it more humanlike
and lets usersfeel more socially connected [5]. With regardsto
the second difference, while the first study assessed the effect
of the chatbot on positive and negative affect together [29], the
other study examined the effect of the chatbot on positive affect
and negative affect separately [28].

A narrative synthesis of 3 studies showed no statistically
significant difference between chatbots and control group on
subjective psychological wellbeing. The justification for the
nonsignificant difference is the use of a nonclinical samplein
the 3 studies. In other words, as participants already had good
psychological wellbeing, the effect of using chatbots may be
lesslikely to be significant.

According to the 2 studies synthesized in a narrative approach,
chatbots significantly decreased the levels of distress. Both
studies had a high risk of bias; therefore, thisfinding should be
interpreted with caution. Studies in a similar context reported
findings comparable to our findings. To be more precise, an
RCT concluded that online chat counselling significantly
improved psychological distress over time [45].

In this review, chatbots significantly decreased stress levels
over time. Unfortunately, we cannot draw adefinitive conclusion
regarding the effect of chatbots due to the high risk of biasin
the evidence.

Chatbotswere effective in decreasing the severity of acrophobia
according to one RCT. The effect size of chatbots on acrophobia
in this RCT [38] was substantially higher than the total effect
size of therapist-assi sted exposure treatment on phobias reported
by a meta-analysis (2.0 versus 1.1) [46]. This indicates that
chatbots may be equivalent to, if not better, exposure treatment
delivered by atherapist in treating phobias.

Of the 2 RCTsmeasuring the safety of chatbots, both concluded
that chatbots are safe for use in mental health, as no adverse
events or harm were reported when chatbots were used to treat
users with depression and acrophobia. However, this evidence
is not sufficient to conclude that chatbots are safe, given the
high risk of biasin the 2 studies.

Strengths and Limitations

Strengths

This study is the first review of the literature that assessed the
effectiveness and safety of chatbots in mental heath. The
findings are of importance for users, providers, policymakers,
and researchers. This review was developed, executed, and
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reported according to the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses statement [20].
Accordingly, this enabled us to produce a high-quality review.

In this review, the most popular databases in health and
information technology were used to run the most sensitive
search possible. The review minimized the risk of publication
bias as much as possibl e through searching Google Scholar and
conducting backward and forward reference list checking to
identify grey literature. The search was not restricted to acertain
type of chatbots, comparators, outcomes, year of publication,
nor country of publication, and this makes the review more
comprehensive.

To reduce selection bias, two reviewersindependently selected
studies, extracted data, and assessed the risk of bias in the
included studiesand quality of the evidence. Agreement between
reviewers was very good, except for the assessment of the risk
of bias (which was good). When possible, findings of the
included studies were meta-analyzed; thereby, we were able to
increase the power of the studies and improve the estimates of
thelikely size of effect of chatbots on avariety of mental health
outcomes.

Limitations

The intervention of interest in this review was restricted to
chatbots that work within standalone software or via a web
browser (but not robotics, serious games, SM S, nor tel ephones).
Further, we excluded studies that contained chatbots controlled
by human operators. Accordingly, thisreview cannot comment
on the effectiveness of chatbots that involve human-generated
content or those that use alternative modes of delivery. It was
necessary to apply those restrictions because these features are
not part of ordinary chatbots. For thisreason, 3 previousreviews
about chatbots applied these restrictions [5,13,19].

Owing to practical constraints, the search was restricted to
English studies. Therefore, it is likely that we missed some
non-English studies. The overall risk of bias was high in most
of the included studies. The quality of evidence in the
meta-analyses ranged from very low to low. Accordingly, the
high risk of bias and low quality of evidence may reduce the
validity of the findings and their generalizability.

Ideally, the difference between pre-intervention and
post-intervention data for each group should be used in a
meta-analysis [47]. However, we used only post-intervention
datain each group for the meta-analysis because studies did not
report enough data (eg, changein SD or SE of the mean between
the pre-intervention and post-intervention for each group). In
this review, it was possible to meta-analyze pre-intervention
and post-intervention data from one-group trials (ie, did not
include comparison groups). However, such analysis was not
carried out in this review as such trials are very vulnerable to
several threats of internal validity, such as maturation threat,
instrumentation threat, regression threat, and history threat
[41,48].
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Practical and Research Implications

Practical Implications

Although this review found that chatbots may improve
depression, distress, stress, and acrophobia, definitive
conclusions regarding those results could not be drawn due to
the high risk of bias in the included studies, low quality of
evidence, lack of studies assessing each outcome, small sample
size in the included studies, and contradictions in results of
someincluded studies. For thisreason, results should be viewed
with caution by users, health care providers, caregivers,
policymakers, and chatbot developers.

Given the weak and conflicting evidence found in this review,
users should not use chatbots as areplacement for mental health
professionals. Instead, health professionals should consider
offering chatbots as an adjunct to already availableinterventions
to encourage individuals to seek medical advice where
appropriate and as asignpost to available support and treatment.

Most chatbots in this review were implemented in developed
counties. People in devel oping countries may be more in need
of chatbots than those in developed countries given that
developing countries have a greater shortage of mental health
professional sthan devel oped countries (0.1 per 1,000,000 people
vs 9 per 100,000 people) [7,8]. System developers should
consider implementing more chatbots in devel oping countries.

Two-thirds of the chatbotsin this review used predefined rules
and decision trees to generate their responses, while the
remaining chatbots used artificial intelligence. In contrast to
rule-based chatbots, artificial intelligence chatbots can generate
responses to complicated queries and enable users to control
the conversation [13]. Artificial intelligence chatbots can exhibit
more empathetic behaviors and humanlike filler language than
rule-based chatbots [19]. This may make artificial intelligence
chatbots more effective in building rapport with users, thereby
improving their mental health [42]. It could be argued that
artificia intelligence chatbots are more prone to errors than
rule-based chatbots, but these errors can be minimized and
diminished by extensive training and greater use [49].
Accordingly, we recommend developers concentrate efforts
around artificial intelligence chatbots to improve the
effectiveness.

Research Implications

This review showed that there is a lack of evidence assessing
the effectiveness and safety of chatbots. Accordingly, we
encourage researchers to conduct more studies in this area.
Further, they should undertake more studies in developing
countries and recruit large, clinical samples given the lack of
such evidence, as found in the current review.

Theoveral risk of biaswashighin most included studiesmainly
due to issues in the measurement of the outcomes, selection of
the reported result, and confounding. Future studies should
follow recommended guidelines or tools (eg, RoB 2 and
ROBINS-1) when conducting and reporting their studiesin order
to avoid such biases.

Dueto poor reporting practices, we were unableto include many
studies in the meta-analysis. As well as encouraging more
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high-level studies (ie, RCTs), there is a need for authors to be
more congistent in their reporting of trial outcomes. For example,
in our review, many studies failed to report basic descriptive
statistics such as mean, SD, and sample size. Ensuring studies
adhere to accepted guidelines for reporting RCTs (eg,
CONSORT-EHEALTH [50]) would be of considerable benefit
to thefield.

In the current review, the comparators in all two-group trias
were either no intervention or education. For those outcomes
that hold promise (eg, depression, distress, and acrophobia), we
encourage researchers to compare chatbots with other active
interventions such as asynchronous electronic interventions or
other types of chatbots (eg, rule-based chatbots versus artificial
intelligence chatbots or embodied chatbots versus non-embodied
chatbots).

According to a scoping review conducted by Abd-alrazaq et a
[13], chatbots are used for many mental disorders, such as
autism, post-traumatic stress disorder, substance use disorders,
schizophrenia, and dementia. The current review did not find
any study assessing the effectiveness or safety of chatbots used
for these disorders. This highlights a pressing need to examine
the effectiveness and safety of chatbots targeting patients with
autism, post-traumatic stress disorder, substance use disorders,
schizophrenia, and dementia.

As this review focused on the effectiveness and safety of
chatbots, we excluded many studies that assessed the usability
and acceptance of chatbotsin mental health. Given that usability
and acceptance of technology are considered important factors
for their successful implementation, the evidence regarding
those outcomes should be summarized through systematic
reviews.

The current review identified heterogeneity in the tool s used to
measure the same outcomes and in the research design. For
instance, severity of depression was measured using PHQ-9,
Beck Depression Inventory Il, or Hospital Anxiety and
Depression Scale. Further, while some studies assessed
outcomes before and after interventions, other studies examined
them only after interventions. The field would benefit from
future studies using acommon set of outcome measuresto ease
comparison and interpretation of results between studies. Only
one study assessed the long-term effectiveness and safety of
chatbots, where participants were followed for 12 weeks. The
effectiveness and safety outcomes of chatbots may be different
when considering long-term, relative to short-term, findings; it
is essential to assess long-term outcomes.

Conclusion

Although theincluded studies showed that chatbots may be safe
and improve depression, distress, stress, and acrophobia,
definitive conclusions regarding the effectiveness and safety of
chatbots could not be drawn in this review for severa reasons.
First, the statistically significant difference between chatbots
and other interventions on the severity of depression was not
clinically important. Second, the risk of bias was high in most
included studies, and the quality of the meta-analyzed evidence
ranged from very low to low. Third, the evidence for each
outcome came from only a few studies that also had small
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sample sizes. Fourth, studies showed conflicting results for  reported in this review. Health care providers should consider
some outcomes (ie, anxiety and positive and negative affect).  offering chatbotsasan adjunct to already availableinterventions.
Researchers should avoid shortcomings in the study designs
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