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Abstract

Background: The early diagnosis of various gastrointestinal diseases can lead to effective treatment and reduce the risk of
many life-threatening conditions. Unfortunately, various small gastrointestinal lesions are undetectable during early-stage
examination by medical experts. In previous studies, various deep learning–based computer-aided diagnosis tools have been used
to make a significant contribution to the effective diagnosis and treatment of gastrointestinal diseases. However, most of these
methods were designed to detect a limited number of gastrointestinal diseases, such as polyps, tumors, or cancers, in a specific
part of the human gastrointestinal tract.

Objective: This study aimed to develop a comprehensive computer-aided diagnosis tool to assist medical experts in diagnosing
various types of gastrointestinal diseases.

Methods: Our proposed framework comprises a deep learning–based classification network followed by a retrieval method. In
the first step, the classification network predicts the disease type for the current medical condition. Then, the retrieval part of the
framework shows the relevant cases (endoscopic images) from the previous database. These past cases help the medical expert
validate the current computer prediction subjectively, which ultimately results in better diagnosis and treatment.

Results: All the experiments were performed using 2 endoscopic data sets with a total of 52,471 frames and 37 different classes.
The optimal performances obtained by our proposed method in accuracy, F1 score, mean average precision, and mean average
recall were 96.19%, 96.99%, 98.18%, and 95.86%, respectively. The overall performance of our proposed diagnostic framework
substantially outperformed state-of-the-art methods.

Conclusions: This study provides a comprehensive computer-aided diagnosis framework for identifying various types of
gastrointestinal diseases. The results show the superiority of our proposed method over various other recent methods and illustrate
its potential for clinical diagnosis and treatment. Our proposed network can be applicable to other classification domains in
medical imaging, such as computed tomography scans, magnetic resonance imaging, and ultrasound sequences.
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Introduction

Various types of gastrointestinal (GI) disorders, such as a
tumors, ulcerative colitis, irritable bowel syndrome,
hemorrhoids, Helicobacter pylori, Crohn disease, polyps, and
colorectal cancer, are among the leading causes of death [1]. In
the United States, about 76,940 people died in 2016 due to
different types of gastric cancers, according to the American
Cancer Society [1]. Early and accurate diagnosis of severe
diseases, such as polyps or tumors, using endoscopy videos is
of great significance and leads to better treatment. However,
the subjective diagnosis of such GI diseases is not only a tedious
and time-consuming task but also requires sufficient knowledge
and clinical experience. These diagnostic problems can be solved
to a great extent by developing effective computer-aided
diagnosis (CAD) tools that provide a fully automated way of
detecting and classifying different GI diseases. CAD tools can
assist medical experts in effective diagnosis and treatment during
the initial stage of severe medical conditions [2-10]. Figure S1
in Multimedia Appendix 1 presents an overall workflow diagram
of a CAD tool to visualize its clinical usability and significance
in making a diagnostic decision. In the first step, medical
professionals use a particular type of imaging modality to
visualize the internal structure of body organs, such as the GI
tract. After that, a CAD model analyzes the visual data (obtained
in the first step) to highlight the lesions or suspicious regions.
Finally, these highlighted results further assist the medical
experts in making an effective diagnostic decision in a short
time.

In the last few years, deep learning algorithms, especially
artificial neural networks (ANNs), have significantly enhanced
the performance of artificial intelligence–based CAD tools,
which are used for diagnostic purposes in various medical
domains [11-15]. In general, these ANN models undergo a
training procedure to learn the optimal representation of the
training data set [16] by using optimization algorithms, such as
stochastic gradient descent [17]. In this way, a deep
learning–based trained model that contains the optimal
representation of the training data set in trainable parameters is
obtained. In clinical practice, this model can analyze newly
acquired endoscopic videos or images by using previous
knowledge of trainable parameters. Various types of ANN
models have been proposed in the image analysis domain.
Among these models, convolutional neural networks (CNNs)
[16] have gained special attention due to their superior
performance in various image recognition–based applications,
including in medical fields. The convolutional layers are
considered the key part of a CNN model and contain trainable
filters of different depths and sizes. These filters are trained
during the training procedure by extracting complex hidden
patterns (also known as deep features) from the training data
set.

Over the past few years, considerable contributions have been
made by robust and efficient CAD tools in the endoscopy
domain. However, most of these methods are designed to detect
specific types of GI diseases, such as polyps, ulcers, tumors, or
cancer, using handcrafted or deep features–based approaches.
Before the advent of deep features–based methods, most studies

used handcrafted features such as color and texture information
to perform the automated detection and classification of
particular types of GI disease [18-24]. In recent years, various
deep learning–based CAD tools have been proposed for
endoscopic video and image analysis [2-10]. Such deep
learning–based CAD tools are capable of performing the
classification and detection of different GI abnormalities in a
more precise and accurate way than the previous handcrafted
features–based methods. However, most of the previous deep
learning–based CAD methods used only the spatial information
for the automatic diagnosis of GI diseases, which reduced the
overall diagnostic performance. The internal structure of the
human GI tract is captured as a moving sequence (video) with
respect to time during an endoscopy procedure. Therefore, an
endoscopic video encompasses both spatial and temporal
information. In a video, the temporal information exists in the
sequence of consecutive frames and provides essential
information. Therefore, it is possible to use both spatial and
temporal information in developing a high-performance CAD
tool with good diagnostic capability. A comprehensive analysis
of existing studies [2-10,18-24] in comparison with our proposed
method can be found in Multimedia Appendix 1.

The motivation behind of this study was the development of a
comprehensive CAD framework that would be able to recognize
a wide range of GI diseases simultaneously rather than multiple
CAD tools used one by one to detect an anonymous GI disease.
To accomplish this task, we considered a total of 37 different
classes (including both diseased and normal cases) related to
the human GI tract, which is significantly more than most recent
studies. Another motivation was the included cross-validation
mechanism in the proposed CAD tool that provides visual
information about its diagnostic decision. Such additional
information can assist medical experts in validating the computer
decision interactively. Therefore, in this research work, we use
the strength of recent AI techniques in the endoscopy domain
and propose a high-performance classification and retrieval
framework for multiple GI diseases using endoscopic videos.
Mainly, the overall pipeline of the proposed classification
network is composed of a densely connected convolutional
network (DenseNet), our defined long short-term memory
(LSTM) network using LSTM cells, principal component
analysis (PCA), and the k-nearest neighbors (KNN) algorithm.
Experimental results demonstrate the superiority of the proposed
CAD framework in comparison with various state-of-the-art
methods. This study provides five main contributions.

First, this is the first spatiotemporal feature–based CAD
framework based on the integrated DenseNet and LSTM
followed by a PCA-based KNN classifier for the effective
diagnosis of various GI diseases.

Second, with the addition of PCA, our method reduces the
feature dimension up to 95%, with the gain of an average
accuracy of 3.62% in comparison with previous work [10].

Third, we include the retrieval framework after the classification
network to validate the CAD decision subjectively.

Fourth, in our framework, the number of successive frames to
be classified can be variable rather than using the fixed-length
sequence.
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Fifth, we have made our trained model publicly available
through Dongguk University [25], along with the information
regarding training and testing data splitting.

Methods

Study Design
In this section, a detailed description of our proposed method
is formulated in sequential order. An overall description of a
class prediction–based video or image retrieval system using
our proposed spatiotemporal feature–based classification
network is given, followed by a detailed explanation of the
proposed classification network, which includes spatiotemporal
feature extraction and classification stages.

An Overview of the Proposed Approach
In general image or video classification and retrieval
frameworks, the key element is the optimal representation of
visual information or features. The optimal features are further
used in retrieving relevant information from the image or video
database based on feature-matching mechanisms, such as the
minimum Euclidian distance. Thus, the overall performance of
such a system is directly related to the methods that perform
the optimal feature extraction task. Recently, deep

learning–based feature extraction methods have shown the best
performance in various image- and video-processing domains.
Therefore, in our proposed framework, the strength of such deep
learning–based algorithms was used to obtain high classification
and high retrieval performance in endoscopy. A comprehensive
flow diagram of our proposed framework is shown in Figure 1.

First, deep feature–based spatial and temporal information was
extracted from the given input endoscopy video of n successive
frames by using a cascaded DenseNet and LSTM-based network
consecutively. In this way, a collective spatiotemporal feature
vector was obtained for the given endoscopy video, which was
further used at the classification stage (after applying the PCA
[26]) to predict the class label. Second, the predicted class label
was used to select the set of relevant class features from the
feature database, and these were further used at the feature
matching stage. Next, the extracted spatiotemporal feature vector
(obtained in the first step from the input query sequence) was
matched with the set of selected features (obtained in the second
step), and retrieval information (ie, frame ID) was obtained
based on the best-matching results. Finally, class
prediction–based retrieval was done by selecting the
best-matched cases from the entire database based on retrieval
information.

Figure 1. Comprehensive flow diagram of the proposed classification and retrieval framework. The red dotted box highlights our major contributions
in this proposed retrieval framework.

The Structure of Our Proposed Spatiotemporal
Feature–Based Classification Model
Our proposed spatiotemporal feature–based classification model
is composed of a DenseNet followed by the LSTM model to
extract spatial and temporal features, respectively. Figure 2
presents an overall block diagram of our proposed
spatiotemporal feature–based classification model. For better
understanding, the complete structure of our model is divided
into three main stages. In the first stage, each frame of the given
input video of n consecutive frames (ie, I1, I2, I3…, In) is

processed by the DenseNet to extract the spatial features. Here,
the factor n presents the length of the input frames, which
control the span of temporal features with respect to time. The
total time span of n consecutive frames can be calculated by
multiplying n with the frame rate, which is 30 (ie, 30 frames
per second) in the case of our selected data set. Furthermore,
these extracted features are processed by the LSTM-based
network in the second stage to exploit the temporal information.
Finally, a single feature vector is obtained corresponding to
each input video sequence, which is further fed to the dimension
reduction and classification stages to reduce the feature

J Med Internet Res 2020 | vol. 22 | iss. 11 | e18563 | p. 3http://www.jmir.org/2020/11/e18563/
(page number not for citation purposes)

Owais et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


dimensions and then predict the class label, respectively. The
comprehensive details of each stage are given in the succeeding

sections.

Figure 2. Overall block diagram of our proposed spatiotemporal feature–based classification network composed of DenseNet and LSTM-based networks.
KNN: k-nearest neighbor; LSTM: long short-term memory; PCA: principal component analysis.

Spatial Feature Extraction Using DenseNet
The first stage of our proposed classification framework was
composed of a well-known CNN architecture called DenseNet.
Its main goal was to extract the spatial features from each frame
of the given input video sequence independently. The main
reason for selecting a DenseNet was that its classification
performance is superior to other modern deep CNN models.
Moreover, the dense connectivity in our selected model required
fewer parameters than an equivalent traditional CNN. It also
overcomes the vanishing gradient problem due to the presence
of shortcut connectivity. During network training, the trainable
parameters (ie, filter weights) receive an update proportional to
the gradient value. In the case of the vanishing gradient problem,
the gradient value becomes so small that it ultimately results in
a small update and finally stops the training procedure. Such
poor training significantly affects the overall performance of
the network. However, the presence of shortcut connectivity in
DenseNet overcomes this problem and results in better
performance.

The complete layer-wise structure of the DenseNet is shown in
Figure 2 and Table S2 in Multimedia Appendix 1. The entire
network mainly comprises multiple dense blocks and transition
layers, which could be considered the basic building blocks.
There are a total of 4 dense blocks and 3 transition layers in it,
and these make a significant contribution to exploiting
discriminative features for better classification performance.
The detailed structure of a single dense block followed by the
transition layer is visualized in Figure S2 in Multimedia
Appendix 1.

Each dense block is made up of multiple pairs of convolutional
layers (conv 1 × 1 and conv 3 × 3) in sequential order.
Furthermore, a feature concatenation layer is also added after
each pair of convolutional layers (conv 1 × 1 and conv 3 × 3)

to concatenate the output feature maps of the current pair (conv
1 × 1 and conv 3 × 3) with the previous pair within the same
dense block. In this way, each subsequent pair of convolutional
layers directly accesses the output of all the previous pairs within
the same block. A generalized expression to evaluate the output
of the ℓth pair is given as follows:

xℓ = Hℓ ([x0, x1, x2, …, xℓ– 1]) (1)

In equation 1, Hℓ means the operation of the ℓth pair of
convolutional layers (conv 1 × 1 and conv 3 × 3), which
considers all the feature maps (x0, x1, x2, …, xℓ– 1) of the previous
pairs within the same block. There is also another
hyperparameter (labeled growth rate) in each dense block that
regulates the increase in the depth of the output feature maps
after passing through each pair of convolutional layers. Whereas
the dimensions of the feature maps remain the same within each
dense block, the number of filters between them changes. A
generalized expression for the ℓth pair of convolutional layers
(in each dense block) can be expressed as:

kℓ = k0 + k × (ℓ – 1) (2)

In equation 2, k is the growth rate of the network; this
hyperparameter was 32 in the original DenseNet model [27].
k0 is the initial depth of the input feature map, x0, that was passed
to the dense block, and kℓ is the output depth of the ℓth pair of
convolutional layers. Finally, the transition layer further
processes the output feature map xℓ of the dense block and
reduces its depth and dimension by passing it through
convolutional and average pooling layers sized 1 × 1 and 2 × 2
pixels, respectively.

The given structural and parametric details (Table S2 in
Multimedia Appendix 1) further illustrate the flow of spatial
feature extraction through the different layers of the network.
Initially, the first input layer (labeled “Image Input”) in the
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DenseNet is used to pass the given input image to the network
for further processing. After the input layer, the first
convolutional layer (labeled “Conv1”) exploits the input frame
by applying a total of 64 different filters sized 7 × 7 × 3 pixels.
The output feature map (generated by Conv1) is then processed
by a max-pooling layer, which generates a down-sampled feature
map, F1, sized 56 × 56 × 64 pixels. After the max-pooling layer,
the first stack of the dense block and transition layer (labeled
“Dense Block 1” and “Transition Layer 1”) processes the feature
map F1 and generates a down-sampled feature map, F2, sized
28 × 28 × 128 pixels. The output feature map F2 is further
processed by the second stack of the dense block and transition
layer (labeled “Dense Block 2” and “Transition Layer 2”), and
an output feature map, F3, sized 14 × 14 × 125 pixels is obtained.
Similarly, the third stack of the dense block and transition layer
(labeled “Dense Block 3” and “Transition Layer 3”) also
processes the feature map F3 and generates an output feature
map, F4, sized 7 × 7 × 896 pixels. Output feature map F4 is
further processed by the last dense block (labeled “Dense Block
4”) and produces an output feature map, F5, sized 7 × 7 × 1920
pixels. Finally, a spatial feature vector f sized 1 × 1 × 1920
pixels is obtained after applying the last average pooling layer
(labeled “Avg Pooling”) with a filter size of 7 × 7 pixels over
the last output feature map, F5. The same procedure is repeated
for all the other input frames, which ultimately generates a set
of n feature vectors (f1, f2, f3 …, fn) for all the successive
endoscopic images (I1, I2, I3 …, In). Finally, all these feature
vectors are further processed by the second-stage network for
temporal feature extraction. There are also 3 other layers
(labeled “fully connected,” “softmax,” and “classification
output”) after the last average pooling layer, as shown in Figure
2. These 3 layers only take part in the spatial training procedure
of the DenseNet. Therefore, after completing the training phase,
the final spatial features are selected from the last average
pooling layer and are further processed in subsequent stages.

Temporal Feature Extraction Using an LSTM Network
In this second stage, an LSTM-based neural network (a version
of a recurrent neural network) [28] is used to learn the temporal
features from the spatial features (extracted in the first stage).
In the case of temporal information-based challenges, the
LSTM-based neural networks overcome the vanishing gradient
problem, which causes poor training of a network due to a small
gradient value. This vanishing gradient problem occurs through
the repeated use of a recurrent weight matrix in a recurrent
neural network. However, this problem is resolved in LSTM
by replacing the recurrent matrix with the identity function.
Therefore, in our proposed classification framework, a simplified
structure of an LSTM-based network is adopted to further
enhance classification performance by extracting the temporal
features. A complete network structure and layer-wise
description, including the parametric details, are given in Figure
2 (stage 2) and Table S2 in Multimedia Appendix 1,
respectively. In Figure 2, the LSTM block presents a standard
LSTM cell, which can be considered the main building block
of our proposed LSTM-based network. In a standard LSTM
cell, 3 different types of learnable parameters (recurrent weights
R, input weights W, and bias b) are involved, which are trained

using the training data set. These learnable parameters (W, R,
b) are responsible for learning the temporal features from the
given training data set. Complete details about the internal
structure of the LSTM cell are provided in Hochreiter and
Schmidhuber [29]. For a better understanding, an unrolled
version of the LSTM cell is shown in the second-stage network
of Figure 2, which presents n executions of a single LSTM cell.
Here, the parameter n (number of executions of a single LSTM
cell) is a variable directly related to the length of a given input
sequence, which provides the flexibility to classify input
sequences with different numbers of frames (I1, I2, I3 …, In).

The extracted set of n spatial features (f1, f2, f3 …, fn) in the
previous stage is processed by this second stage network in
sequential order, which can be visualized in Figure 2 (stage 2).
A sequence input layer (Table S2 in Multimedia Appendix 1)
is used to pass these spatial features to the LSTM layer, which
is composed of multiple LSTM cells with different input
parameters. In an actual scenario, a single LSTM cell is repeated
n times to process the set of n spatial features (f1, f2, f3 …, fn)
in sequential order using the state information (hidden state hn–

1 and cell state cn – 1) of all the previous input feature vectors
(f1 to fn– 1). The hidden state hn– 1 holds the output of the LSTM
cell for the input feature fn– 1, and the cell state cn – 1 keeps the
information learned from all the previous input feature vectors,
f1 to fn– 1. In the case of the first input feature vector, f1, the
LSTM cell considers the initial state of the network to be null
values (h0 = [], c0 = []) when computing the first updated cell
state c1 and output h1. For all the succeeding input feature
vectors (n≠1), the LSTM cell considers the current state of the
network (hn– 1, cn–1) to compute the output hn and the updated
cell state cn. This way, after processing all the input feature
vectors (f1, f2, f3 …, fn), the last hidden state hn of the network
is considered to be the final output feature vector for performing
further dimension reduction and classification. There are also
4 other layers (labeled dropout, fully connected, softmax, and
classification output) after the LSTM layer, as mentioned in
Table S2 in Multimedia Appendix 1. These 4 layers only take
part in the training procedure for this second stage network.
Therefore, after training, the final features are selected from the
LSTM layer for further processing in the next stage.

Dimension Reduction and Classification
Because the last hidden state hn of the network (with a feature
dimension of 1 × 600 pixels) includes the complete
spatiotemporal information for all the input feature vectors (f1,
f2, f3 …, fn), it was therefore selected as the final output feature
vector for classification. However, before applying the
classification algorithm, a PCA was performed to further reduce
the dimension of the final output feature vector hn by using
MATLAB R2019a (MathWorks Inc) [30]. This step was taken
to reduce the feature comparison time for retrieval purposes and
improve the overall classification accuracy of the proposed
classification network. Therefore, an intermediate features-based
data set (as shown in Figure S3 in Multimedia Appendix 1 after
the LSTM-based network) was created for all the training and
testing samples by extracting the output features from the last
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hidden state hn of the LSTM-based network. This newly
obtained data set (in terms of feature vectors) was used to
perform dimension reduction using PCA. The overall average
performance corresponding to the different number of
eigenvectors (λ=1,2,3, …,600) was evaluated to select the
optimal number of eigenvectors (λ). We obtained the best
average performance for λ=31. A final set of feature vectors
(with a feature dimension of 1 × 31 pixels) was created for all
the training and testing data sets. Figure S3 in Multimedia
Appendix 1 shows the conceptual representation of all the
intermediate data sets created by our proposed classification
framework at different stages. In Figure S3 in Multimedia
Appendix 1, k presents the total number of data samples in the
entire data set (including both training and testing).

Finally, the KNN [31] algorithm was applied using MATLAB
R2019a [30] to classify this newly obtained features-based data
set after the PCA. This simple classification algorithm was
selected based on its classification performance relative to other
classification algorithms, such as adaptive boosting
(AdaBoostM2) [32] and a multiclass support vector machine
(SVM) (Multi-SVM) [33]. It predicts the class label for the
given testing sample by calculating the distance to the different
neighbor samples and selecting the neighbor with the minimum
distance. In our case, there were a total of 37 different categories
related to the human GI tract, including both normal and
abnormal cases. Therefore, the KNN algorithm finds the best
class prediction for the given input testing data sample by
identifying the nearest neighbor (based on Euclidean distance)
of the 37 different neighbors. Finally, the predicted class label

is assigned to the given testing data sample, which was the
ultimate objective of our proposed classification model.

Results

Data Set and Preprocessing
We evaluated the performance of our proposed classification
network on 2 publicly available endoscopic databases: a dataset
from Gastrolab [34] and the Kvasir dataset [35]. As the
databases state [34,35], these are open databases and can be
used for research purposes. These databases consist of various
endoscopic videos [34] and some already extracted frames
(including both normal and disease cases) [35] related to
different anatomical districts of the human GI tract. From these
2 databases [34,35], we collected a total of 77 endoscopic videos
with a total of 52,471 frames, as described in our previous work
[10]. For each video, the anatomical districts, disease type, and
other related details were provided in the video title. Based on
the available information related to each video, we categorized
the entire data set into 37 different classes, which encompassed
the 5 main anatomical districts of the human GI tract, labeled
the esophagus, the stomach, the small intestine, the large
intestine, and the rectum. Figure 3 presents a pictorial
representation of these different anatomical districts of the
human GI tract and their corresponding groups of classes, with
sample frames for each class (ie, C1 to C37). There are also
other organs in the human GI tract, but the available data cover
only the described 5 anatomical districts and include both normal
and disease cases. Our proposed classification network shows
the best performance for this data set, and it is also capable of
classifying a large number of classes.
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Figure 3. Example frames of our selected data set for each class and their correspondence with the different anatomical districts of the human
gastrointestinal tract.

In addition, our selected data set shows high intraclass variance
due to the varying textures and structures of the specific types
of GI disease, such as tumors or cancer. Moreover, the dynamic
structural changes during the endoscopy procedure and the
different viewing conditions may also cause high intraclass
variance. Figure S4 in Multimedia Appendix 1 shows a few
example frames from our selected data set that illustrate this
high intraclass variance. In this situation, it is difficult to capture
a generalized feature-level abstraction that can represent all the
possible samples of a class. However, the high intraclass
variance in the data set may help analyze the performance of
our proposed network in a more challenging scenario. The
problem caused by the intraclass variance can be solved using
a versatile and sufficient amount of training data related to each
class. Such types of data may help extract a generalized
high-level representation for each class by training a deep
learning–based network.

Furthermore, Table S3 in Multimedia Appendix 1 provides
additional details about the subcategories of each anatomical
district and their corresponding classes and includes the actual
class description and number of training and testing frames.
Due to the different spatial resolutions, we resized all the
extracted frames to a spatial dimension of 224 × 224 pixels (as
the input layer size of the first-stage network) and then converted
them to a BMP file format. We performed 2-fold
cross-validation in all the experiments by dividing the entire
data set, using 50% of the data for training and the remaining
50% for testing. The data splitting was performed by considering
the first half of consecutive frames of a video as training data
and the remaining half as testing data. Due to the limited size

of the data set, it was not possible to use different videos in
training and testing. In addition, most of the classes (about 21
classes out of 37 classes) consisted of single-patient data (ie,
one video per class), as mentioned in Table S3 in Multimedia
Appendix 1. Although we used the former part of a video for
training and the latter for testing, the data were completely
different due to the movement of the capturing device and the
body organs, as shown in Figure S5 in Multimedia Appendix
1. In Figure S5 in Multimedia Appendix 1, a significant visual
difference between the training and the testing data can be
observed for some classes with single-patient data (ie, one video
per class). Nevertheless, to highlight the superiority of our
method, we also evaluated the results of some existing
state-of-the-art methods [5,8,10,36-47] based on the same data
set and experimental protocol. Additionally, online data
augmentation [48] (with random rotation and translation in both
directions) was applied (only in training the first-stage network)
to resolve the class imbalance problem [49]. This class
imbalance problem occurred due to the different amounts of
training samples in each class; therefore, we applied online data
augmentation only for the training data set.

Experimental Setup
The proposed classification and retrieval framework was
developed using a deep learning toolbox from MATLAB
R2019a [30]. This toolbox provides a comprehensive framework
for designing and implementing various types of ANNs,
including pretrained networks. All the experiments were
conducted using a standard desktop computer with a 3.50 GHz
Intel Core i7-3770K central processing unit [50] and 16 GB
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RAM, an NVIDIA GeForce GTX 1070 graphics card [51], and
the Windows 10 operating system. Both networks (stage 1 and
stage 2) were trained using a well-known backpropagation
algorithm called stochastic gradient descent [17]. Its main
objective is to find the optimal parameters (ie, filter weights
and biases) of a network iteratively by optimizing an objective
function. Moreover, due to the limited data set, the initial
parameters of the first-stage network were initialized with the
filter weights of a pretrained CNN model (DenseNet201), which
was already trained on the ImageNet data set [52]. This is a
valid transfer learning approach that effectively converges the
network training process, especially in the case of a small
training data set. Similarly, the initial parameters of the
second-stage network were assigned randomly by choosing
Gaussian distribution with a mean of 0 and standard deviation
of 0.001. Comprehensive details of all the training parameters
are given in Table S4 in Multimedia Appendix 1.

After setting up the experimental protocol, the sequential
training of the DenseNet (stage 1) and then the LSTM-based
network (stage 2) was performed using the training data set. In
the first stage, the DenseNet was trained using our selected data
set (extracted endoscopic frames from the videos) to extract the
spatial features. The progress of the training accuracy and loss
according to the different numbers of epochs is visualized in
Figure S6 in Multimedia Appendix 1 (for both folds of
cross-validation). As seen in the figure, after increasing the
number of epochs, the training accuracy approached 100% and
the training loss decreased to 0, which shows that our network
has been trained. In the second stage, the LSTM-based network
was trained to further extract the temporal information using
the spatial features–based data set (extracted from the DenseNet
after completing the training). In this stage, the n successive
feature vectors (extracted from the n successive frames in the
first stage) were considered to be one training sample. Therefore,
we converted each training sample sized 1 × 1920 pixels to n
× 1920 pixels by embedding the previous n – 1 feature vectors
(extracted from the n – 1 consecutive frames). This newly
obtained data set was used to train the second-stage network to
further exploit the temporal information. We considered the
optimal number of successive frames for training to be 14 (ie,
n=14) after performing a number of experiments. The
subsequent sections provide a detailed explanation for the
experimental results for different values of n. Figure S7 in
Multimedia Appendix 1 visualizes the training progress (in
terms of training loss and accuracy) of the LSTM-based network
according to different numbers of epochs. As the figure shows,
the network convergence speed is faster and smoother than
DenseNet. The main reason for this is the use of a spatial
features–based data set rather than the original frames in this
second-stage network for further temporal feature extraction.
Finally, we assessed the performance of our proposed
classification network using 4 quantitative evaluation metrics:
accuracy, F1 score, mean average precision (mAP), and mean
average recall (mAR) [53]. These are the most common
measures for calculating the overall performance of a network
from all perspectives.

Testing of the Proposed Method
The optimum number of successive frames (n) plays a vital role
in exploiting temporal information, which ultimately results in
better classification performance. A small value of n
incorporates fewer temporal features, while a high value of n
increases the effect of noise and the processing time. Therefore,
it was necessary to find the optimal number of successive
frames. For this purpose, we assessed the overall performance
of our proposed classification network by considering different
numbers of successive frames (ie, n = 1,2,3, …,20) in both the
training and testing phase. The ultimate objective of these
experiments was to find the value of n that showed the best
performance. Figure S8 in Multimedia Appendix 1 shows the
average performance of our proposed network for different
values of n. We obtained the best average performance (as
highlighted with the green square box in Figure S8 in
Multimedia Appendix 1) for n=14. Therefore, we considered
n=14 to be the optimal training parameter that would exploit
temporal information while achieving significant performance
gain, and we performed all the other experiments with this
parameter setting.

After selecting the optimal value of n for the training of the
LSTM-based network, the performance of our trained network
(for the optimal value of n) was also evaluated by considering
different numbers of successive frames (ie, n = 1,2,3, …,150).
Figure S9 in Multimedia Appendix 1 shows the average
classification performance for different values of n (ie, n = 1,2,3,
…,150) used only in the testing stage. These results
demonstrated that the overall performance of our proposed
network was directly proportional to the number of successive
frames (ie, n = 1,2,3, …,150) selected in the testing phase. The
main reason for this is that a greater number of successive
frames encompass more temporal information, which results in
better classification performance. All the performance metrics
showed a similar performance gain, which illustrated the
significance of our proposed network compared with
conventional deep CNN models. However, it was observed that
the overall change in performance gain became smaller as the
number of successive frames (ie, n = 1,2,3, …,150) increased.
In this performance analysis setup, we obtained the highest
performance for n=146 (as highlighted with a green square box
in Figure S9 in Multimedia Appendix 1) instead of higher values
of n. Therefore, we considered n=146 to be the testing parameter
value for our selected data set. Both parameters that showed the
best results for the various recent ANN methods (n=14 for
training and n=146 for testing) were selected for the complete
network.

To further enhance the prediction capability of the proposed
network, we performed additional experiments by applying
PCA followed by KNN after the LSTM-based network (as
explained in the “Methods” section). In this performance
analysis setup, we evaluated the PCA-based performance for
the different numbers of eigenvectors (λ = 1,2,3, …600), as
shown in Figure S10 in Multimedia Appendix 1. These results
were computed to find the number of eigenvectors (λ) that
showed the best performance. Of all the performance results,
we found the maximum average performance for λ=31, as
highlighted with a green square box in Figure S10 in Multimedia
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Appendix 1 (left side), which presents a close-up view to further
magnify the performance difference. Detailed comparative
results (with and without PCA) are also given in Table 1 to
show the effect of PCA on the LSTM-based network. In this
analysis, the comparative results without PCA are based on a
fully connected network (comprising fully connected, softmax,
and classification output layers after the LSTM layer). As seen
in Table 1, the PCA-based classification performance was higher

than the fully connected network (without PCA). Furthermore,
the dimension of the PCA-based feature vectors (1 × 31 pixels)
is about 20 times lower than the original feature vectors (1 ×
600 pixels), which also results in better retrieval performance.
Consequently, our proposed classification network (including
the PCA followed by KNN after the LSTM-based network)
showed superior performance in all respects.

Table 1. Performance comparisons of our proposed network with and without applying the PCA.

Performance with PCA + KNNb (λ=31), %Performance without PCAa (using fully connected network), %Fold

mARmAPF1AccuracymARdmAPcF1Accuracy

98.7998.8298.8098.4197.7097.9797.8397.31Fold 1

92.9497.5495.1893.9793.3896.9195.1194.18Fold 2

95.86 (4.13)98.18 (0.90)96.99 (2.56)96.19 (3.13)95.54 (3.05)97.44 (0.75)96.47 (1.92)95.75 (2.21)Average, mean
(SD)

aPCA: principal component analysis.
bKNN: k-nearest neighbor.
cmAP: mean average precision.
dmAR: mean average recall.

The detailed performance results of each class are shown in a
confusion matrix in Figure 4. Each diagonal value in Figure 4
presents the individual class performance for accuracy.
Moreover, the column (on the right side) and row (on the
bottom) present the individual class performance for recall and
precision, respectively. As seen in Figure 4, most of the classes
show notably high classification performance (accuracy of at

least 94%), but 3 classes show low performance (ie, C16, C31,
and C33, which show average accuracies of 56%, 64%, and
55%, respectively). Such performance degradation is caused by
the existence of high interclass similarity among the multiple
classes. However, the overall performance of our proposed
network was substantially high for a data set with high intraclass
variance and high interclass similarity.

Figure 4. Detailed performance results of our proposed network shown in an average confusion matrix.
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Comparisons With Previous Methods
We conducted a detailed performance comparison of our
proposed method with other state-of-the-art deep learning
methods for the automated detection of different types of GI
diseases [5,8,10,36-47]. To make a fair comparison, the
performance of these existing baseline methods was evaluated
under the same experimental setup and data set that was used
for our proposed method. We evaluated the performance of a
total of 15 different baseline methods to make a detailed
comparison with our proposed method. In this regard, our
comparative analysis was more comprehensive than those of
these existing studies [5,8,10,36-47]. Table 2 provides the
comparative results of all the baseline methods in comparison
with our proposed method. We obtained an average performance
gain of 3.62%, 3.58%, 3.60%, and 3.58% for the accuracy, F1,
mAP, and mAR, respectively, compared with the second-best

network [10]. Moreover, our method outperformed the original
DenseNet201 [27] (third-best network, which was used in Song
et al’s study [43]), with a performance gain of 4.07%, 4.57%,
5.27%, and 3.93% for the accuracy, F1, mAP, and mAR,
respectively. These results signify the diagnostic ability of our
proposed network for endoscopy image analysis for better
treatment of various GI diseases. To envision the computational
complexity of our proposed method and the baseline methods,
brief parametric details of all the models are provided in Table
S5 in Multimedia Appendix 1. Although the number of training
parameters of our proposed network is higher than those in the
second-best [10] and third-best [43] methods, its substantial
performance gain distinguished it from the other models. The
other baseline models [5,16,54-56] with a large number of
training parameters showed lower performance compared with
our proposed network.

Table 2. Comparative classification performance of our proposed network with the other state-of-the-art methods used in endoscopy.

mARb, %mAPa, %F1, %Accuracy, %Deep networkAuthors

76.7376.7776.7477.84SqueezeNet [57]Zhang et al (2017) [44]

84.7285.8885.2985.15VGG19 [54]Hicks et al (2018) [45]

80.2880.7080.4980.08AlexNet [16]Fan et al (2018) [36]

84.9985.2985.1484.59GoogLeNet [58]Takiyama et al (2018) [8]

89.0587.8788.4587.92InceptionV3 [55]Byrne et al (2019) [5]

88.6988.3488.5188.53MobileNetV2 [59]Jani et al (2019) [46]

90.5090.7090.6089.55ResNet50 [56]Lee et al (2019) [39]

89.9990.7290.3589.95ResNet18 [56]Vezakis et al (2019) [40]

92.2894.5893.4192.57CNNc + LSTMd [28,56]Owais et al (2019) [10]

84.9284.1584.5384.78InceptionResNet [60]Cho et al (2019) [42]

89.6388.6789.1489.63ShuffleNet [61]Dif et al (2020) [38]

91.9392.9192.4292.12DenseNet201 [27]Song et al (2020) [43]

85.3786.2485.8085.72VGG16 [54]Guimarães et al (2020) [37]

90.7891.5291.1490.24ResNet101 [56]Hussein et al (2020) [41]

85.5884.1984.8886.05Xception [62]Klang et al (2020) [47]

95.8698.1896.9996.19DenseNet + LSTM + PCAe + KNNfProposed method

amAP: mean average precision.
bmAR: mean average recall.
cCNN: convolutional neural network.
dLSTM: long short-term memory.
ePCA: principal component analysis.
fKNN: k-nearest neighbor.

Furthermore, we iteratively analyzed and compared the
sensitivity performance of our proposed method and all the
baseline methods. For this purpose, an experimental setup
known as a Monte Carlo simulation [63] was carried out, in
which the testing performance of each model was evaluated by
randomly selecting 20% of testing samples as an intermediate
testing data set. The entire experiment was repeated a total of
200 times for both folds of the cross-validation (100 iterations
for each fold), and we obtained 200 different performance results

for each performance metric. We then calculated the average
and standard deviation (for each metric), which presented the
overall sensitivity performance of each method. Figure S11 in
Multimedia Appendix 1 shows the comparative sensitivity
results of our proposed method and the baseline methods. Based
on these results, it can be concluded that the overall sensitivity
performance of our proposed classification network was
substantially higher than those of the existing networks.
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We further performed a 2-tailed t test [64] and Cohen d [65]
analysis to determine the significance of the performance gain
of our proposed method compared with the second-best [10]
and third-best [43] baseline methods. The sensitivity results
(obtained in the previous section) were used to evaluate the
performance of the t test and Cohen d analysis quantitatively.
Generally, a t test analysis is carried out to magnify the
performance difference of two models or algorithms in a
quantitative way using a null hypothesis (H), which assumes
that two systems are similar (ie, H=0). A rejection score (P
value) between the two systems is calculated, which ultimately

gives a confidence score for the rejection of this null hypothesis.
In the Cohen d [65] analysis, the performance difference
between two systems is determined by measuring effect size
[66], which is normally categorized as small (approximately
0.2-0.3), medium (approximately 0.5), and large (≥0.8). A large
effect size shows a significant performance difference between
the systems. For our proposed method, we separately evaluated
its rejection scores (P values) and effect sizes with the
second-best and then the third-best baseline methods. The
complete performance analysis results (for both the t test and
Cohen d) are given in Table 3.

Table 3. The t test and Cohen d performance analysis results (P values and effect sizes).

Proposed vs third-best methodProposed vs second-best methodMethods

mARmAPF1AccuracymARbmAPaF1Accuracy

<.001<.001<.001<.001<.001<.001<.001<.001P value

1.892.882.323.41.551.891.782.51Cohen d

amAP: mean average precision.
bmAR: mean average recall.

As seen in Table 3, the P values (t test analysis) are less than
.001 for all performance metrics, which indicates that the null
hypothesis is rejected (ie, H≠0), with a 99% confidence interval.
Similarly, the effect sizes (Cohen d analysis) are higher than
0.8 for all the performance metrics. These 2 performance
analysis results indicate that our proposed method shows a
significant performance difference compared with both baseline

methods. Moreover, Figure 5 presents the comparative
performance (in mean, standard deviation, P value, and effect
size) of our proposed method in comparison with the second-best
and third-best models. The higher mean performance of our
method (according to all the performance metrics) shows its
superiority over the second-best and third-best baseline model.
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Figure 5. The t test and Cohen d performance comparison of our method with the second-best and third-best models with the average accuracy, F1
score, mAP, and mAR. CNN: convolutional neural network; LSTM: long short-term memory; mAP: mean average precision; mAR: mean average
recall.

Finally, we made a detailed comparison of our proposed network
with various handcrafted feature–based methods. We evaluated
the performance of our selected data set using 3 conventional
handcrafted feature extraction methods—local binary pattern
(LBP) [67], histogram of oriented gradients (HOG) [68], and
multilevel local binary pattern (MLBP) [69]—with 4 different
classifiers—AdaBoostM2 [32], Multi-SVM [33], random forest
(RF) [70], and KNN [31]. In total, we obtained the classification
performance of 12 different methods, as shown in Table 4.
Among all these methods, the HOG feature extractor followed
by the RF classifier showed the highest performance, with an
average accuracy of 61.41%, F1 score of 63.19%, mAP of
68.66%, and mAR of 58.55%. This means the HOG features
extractor method exploits more distinctive low-level features

(ie, corners, blobs, or edges) than LBP or MLBP. In addition,
the tree structure of the RF classifier further improved the
classification decisions, which ultimately resulted in better
classification performance. However, our proposed method
performed substantially higher than the best handcrafted
feature–based method (ie, HOG features extractor with RF
classifier). In conclusion, our proposed network outperformed
the various handcrafted and the deep features–based methods.
We performed additional comparisons of KNN with more
sophisticated classifiers, such as AdaBoostM2, Multi-SVM,
and RF. In the case of our proposed network, KNN showed the
best performance compared with AdaBoostM2, Multi-SVM,
and RF, as shown in Table 4.
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Table 4. Classification performance comparison of our proposed method with the other handcrafted feature–based methods.

mARb, %mAPa, %F1, %Accuracy, %Feature descriptor and classifier

Local binary pattern [67]

22.6135.7427.7035.74AdaBoostM2

41.7242.9942.3543.84Multi-SVMc

52.9554.7953.8557.10RFd

47.8746.8647.3650.46KNNe

Histogram of oriented gradients [68]

28.2239.3532.8639.35AdaBoostM2

44.8867.3953.8049.84Multi-SVM

58.5568.6663.1961.41RF

51.4558.4154.6853.20KNN

Multilevel local binary pattern [69]

32.5944.0237.4544.02AdaBoostM2

51.5554.7553.1055.47Multi-SVM

56.1359.0857.5761.40RF

52.3352.0652.2055.40KNN

Proposed feature descriptor

(DenseNet + LSTMf +PCAg)

92.9894.3593.6693.39AdaBoostM2

94.9697.9896.4395.50Multi-SVM

81.5584.4882.9681.16RF

95.8698.1896.9996.19KNN

amAP: mean average precision.
bmAR: mean average recall.
cSVM: support vector machine.
dRF: random forest.
eKNN: k-nearest neighbor.
fLSTM: long short-term memory.
gPCA: principal component analysis.

Discussion

Principal Findings
In this research, we used the strength of recent ANNs in
endoscopy and proposed a high-performance CAD framework
to diagnose multiple GI diseases simultaneously in a given
endoscopic video. First, we implemented an efficient video
classification network to classify endoscopic videos into one
of 37 different categories (including both normal and diseased
classes). Our proposed network contemplates both spatial and
temporal features, which ultimately resulted in better
performance in comparison with other modern classification
networks. The spatial features are extracted in the first step
using a densely connected convolutional network, and then an
LSTM-based network further processes the spatial features to
extract the temporal information. Therefore, optimal spatial
features must be extracted to achieve the best performance by
the LSTM-based network in the second stage. For this purpose,

we considered a DenseNet model, which shows superior
classification performance compared with various CNN models.
The performance difference between DenseNet and other CNN
models can be observed in Table 2. These results show that our
selected DenseNet model had a performance gain of 1.88% in
average accuracy compared with the second-best CNN model
(ResNet101). It exploits the optimal spatial features by
processing the input frames through different dense blocks and
transition layers, highlighting the class-specific discriminative
regions [71] as the optimal feature maps. The presence of dense
blocks and transitions layers in DenseNet makes it different
from the other CNN models and results in superior performance.
Figure 6 presents the progress of class-specific discriminative
regions (activation maps) through the different parts of the
first-stage network. For better interpretation, we calculated an
average activation map for each layer and represented it with a
pseudocolor scheme (red as the maximum value and blue as the
minimum value) by overlaying it on the input frame. As shown
in Figure 6, the class-specific discriminative regions (activation
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maps F1, F2, …, F5) become more prominent after passing
through the different layers of the network of Figure 2.
Ultimately, we can obtain class-specific regions (activation map
F5) that include the particular visual pattern for each class.
These final class-specific activation maps are processed by the
LSTM-based network for temporal feature extraction after
passing through the global average pooling layer of the
first-stage network. The key difference between DenseNet [27]
and the LSTM-based network [10,28] is the extraction of 2
different types of features from the given input video sequence.
The LSTM-based network exploits the time-dependent features
of the successive frames of a video, while DenseNet only
extracts the features within a single frame. Because of these 2
different types of features, the networks are different from each
other. However, their combined connectivity generates an

optimal representation of the given input video of n consecutive
frames (ie, I1, I2, I3 …, In) in terms of spatiotemporal features,
which ultimately results in better classification performance.
The significant performance gain by our proposed network
boosts its usability in the diagnosis of various GI diseases by
automatically detecting and classifying various types of GI
diseases, such as gastric ulcers, cancer, or polyps. In the second
step, these classification results were further used to retrieve
relevant cases (endoscopic frames) from the database that are
closely related to the current medical condition of a patient. Our
proposed method is based on class prediction–based retrieval,
in which feature matching is performed only within the predicted
class to find the best matches. However, without class
prediction–based retrieval, feature matching is done with the
entire database, which is time-consuming.

Figure 6. Obtained class-specific discriminative regions from different parts of the first-stage network (DenseNet) for given input frames.

We computed the retrieval performance for both methods (with
and without class prediction) using the proposed and second-best
baseline model [10], as presented in Table 5. These comparative
results showed a substantial performance difference between
our proposed method and the second-best method for both cases
(with and without class prediction). The retrieval performance
of our proposed class prediction–based retrieval method was
also better than the performance of the method without class
prediction–based retrieval. In addition to the performance
difference, the main advantage of our class prediction–based
retrieval method is the optimal features comparison time
required to retrieve the relevant cases from the database. In the

method without class prediction, this feature comparison time
was significantly higher because of the large number of feature
comparisons, as the number of feature comparisons is directly
related to the volume of the whole data set (ie, the total number
of available data samples in the data set). Moreover, this feature
comparison time also increases with the increasing number of
data samples in each class. On the other hand, in our proposed
class prediction–based retrieval method, there is no relation
between the feature comparison time and the volume of the data
set. Hence, our proposed retrieval method is more efficient in
terms of retrieval computational cost.
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Table 5. Performance comparisons of our proposed and the second-best baseline method [10] using both retrieval methods.

Without class predictionWith class predictionMethod

mAR, %mAP, %F1, %Accuracy, %mARb, %mAPa, %F1, %Accuracy, %

93.3894.6894.0293.1892.2894.5893.4192.57Owais et al
[10]

95.8998.0496.9496.1395.8698.1896.9996.19Proposed

amAP: mean average precision.
bmAR: mean average recall.

In addition, Figures 7 and 8 show the retrieved frames for the
given input query from classes C16 and C31, respectively. All
these results were computed separately for both retrieval
methods (our proposed class prediction–based method and other
methods without class prediction) to show the performance
difference visually. All the results are presented in ranked order
by retrieving the 24 best matches for each input query. As seen
in the figures, our proposed method retrieves all the best matches

as true positives for the given input query, whereas the methods
without class prediction show many false-positive frames
(highlighted with a red bounding box) among the retrieved
frames. Hence, the class prediction–based retrieval method
outperforms the other method in retrieving multiple best
matches, and the retrieval methods without class prediction
show performance degradation in retrieving multiple best
matches.
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Figure 7. Obtained retrieval results in ranked order (1st to 24th best matches) for the C16 input query frame using both a class prediction–based method
and a method without class prediction.

J Med Internet Res 2020 | vol. 22 | iss. 11 | e18563 | p. 16http://www.jmir.org/2020/11/e18563/
(page number not for citation purposes)

Owais et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 8. Obtained retrieval results in ranked order (1st to 24th best matches) for the C31 input query frame using both a class prediction–based method
and a method without class prediction.

Limitations and Future Work
Due to a limited data set, data splitting was performed by
considering the first half of the consecutive frames of a video
as the training data and the remaining half as the testing data.
Thus, the testing data set was obtained from the same sources
as the training data set, which may raise issues of the
generalizability of our framework. However, we accomplished
our goal to incorporate a large number of GI diseases in a single
deep learning–based CAD framework and provided an initial
pretrained network in the field of GI diagnostics. To highlight
the superiority of our proposed solution, we used a similar data
splitting and experimental protocol to evaluate the results of
various existing methods [5,8,10,36-47]. Finally, we provided
a novel baseline solution in the emergent clinical setting as a
supporting tool that can be further evolved in future studies.

According to our experimental analysis, a database of sufficient
size with all of the common diseases can further enhance the
generalizability of our proposed framework. In future work, we
will further explore a large number of cases with this data set

and try to further enhance the overall performance of the system
by using different videos in training and testing.

Conclusions
This study presented a comprehensive CAD tool, a deep
learning–based classification-driven retrieval framework, for
identifying various types of GI diseases. The complete
framework comprises a deep learning–based classification
network followed by a retrieval method. The classification
network predicts the disease type for the current medical
condition, and the retrieval part then shows the relevant cases
from the previous database. As a result, past cases help the
medical expert subjectively validate the current prediction by
the CAD method, which ultimately results in better diagnosis
and treatment. In the case of a wrong prediction by the computer,
the medical expert can check other relevant cases (ie, second-,
third-, or fourth-best matches), which may be more relevant
than the first-best match. Our results (also provided in
Multimedia Appendix 2) show the superiority of our proposed
method over various other state-of-the-art methods.

J Med Internet Res 2020 | vol. 22 | iss. 11 | e18563 | p. 17http://www.jmir.org/2020/11/e18563/
(page number not for citation purposes)

Owais et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Acknowledgments
This work was supported in part by the Ministry of Science and ICT (MSIT), Korea, under the Information Technology Research
Center (ITRC) support program (IITP-2020-2020-0-01789), supervised by the Institute for Information & Communications
Technology Promotion (IITP); in part by the National Research Foundation of Korea (NRF), funded by the MSIT through the
Basic Science Research Program under grant NRF-2020R1A2C1006179; and in part by the NRF, funded by the MSIT through
the Basic Science Research Program under grant NRF-2019R1A2C1083813.

Authors' Contributions
MO and KRP designed the overall framework and wrote and revised the complete paper. MA, TM, and JKK helped design the
comparative analysis and experiments.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Other supplementary material.
[DOCX File , 4455 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Experimental results.
[XLSX File (Microsoft Excel File), 213 KB-Multimedia Appendix 2]

References

1. Siegel RL, Miller KD, Jemal A. Cancer statistics, 2016. CA Cancer J Clin 2016;66(1):7-30 [FREE Full text] [doi:
10.3322/caac.21332] [Medline: 26742998]

2. Seguí S, Drozdzal M, Pascual G, Radeva P, Malagelada C, Azpiroz F, et al. Generic feature learning for wireless capsule
endoscopy analysis. Comput Biol Med 2016 Dec 01;79:163-172. [doi: 10.1016/j.compbiomed.2016.10.011] [Medline:
27810622]

3. Zhou T, Han G, Li B, Lin Z, Ciaccio E, Green P, et al. Quantitative analysis of patients with celiac disease by video capsule
endoscopy: A deep learning method. Comput Biol Med 2017 Jun 01;85:1-6. [doi: 10.1016/j.compbiomed.2017.03.031]
[Medline: 28412572]

4. Zhang R, Zheng Y, Mak T, Yu R, Wong S, Lau J, et al. Automatic Detection and Classification of Colorectal Polyps by
Transferring Low-Level CNN Features From Nonmedical Domain. IEEE J Biomed Health Inform 2017 Jan;21(1):41-47
[FREE Full text] [doi: 10.1109/jbhi.2016.2635662]

5. Byrne MF, Chapados N, Soudan F, Oertel C, Linares Pérez M, Kelly R, et al. Real-time differentiation of adenomatous
and hyperplastic diminutive colorectal polyps during analysis of unaltered videos of standard colonoscopy using a deep
learning model. Gut 2019 Jan;68(1):94-100 [FREE Full text] [doi: 10.1136/gutjnl-2017-314547] [Medline: 29066576]

6. Shichijo S, Nomura S, Aoyama K, Nishikawa Y, Miura M, Shinagawa T, et al. Application of Convolutional Neural
Networks in the Diagnosis of Helicobacter pylori Infection Based on Endoscopic Images. EBioMedicine 2017 Nov;25:106-111
[FREE Full text] [doi: 10.1016/j.ebiom.2017.10.014] [Medline: 29056541]

7. Yu L, Chen H, Dou Q, Qin J, Heng P. Integrating Online and Offline Three-Dimensional Deep Learning for Automated
Polyp Detection in Colonoscopy Videos. IEEE J Biomed Health Inform 2017 Jan;21(1):65-75 [FREE Full text] [doi:
10.1109/jbhi.2016.2637004]

8. Takiyama H, Ozawa T, Ishihara S, Fujishiro M, Shichijo S, Nomura S, et al. Automatic anatomical classification of
esophagogastroduodenoscopy images using deep convolutional neural networks. Sci Rep 2018 May 14;8(1):7497 [FREE
Full text] [doi: 10.1038/s41598-018-25842-6] [Medline: 29760397]

9. Hirasawa T, Aoyama K, Tanimoto T, Ishihara S, Shichijo S, Ozawa T, et al. Application of artificial intelligence using a
convolutional neural network for detecting gastric cancer in endoscopic images. Gastric Cancer 2018 Jul;21(4):653-660.
[doi: 10.1007/s10120-018-0793-2] [Medline: 29335825]

10. Owais M, Arsalan M, Choi J, Mahmood T, Park K. Artificial Intelligence-Based Classification of Multiple Gastrointestinal
Diseases Using Endoscopy Videos for Clinical Diagnosis. J Clin Med 2019 Jul 07;8(7):1-33 [FREE Full text] [doi:
10.3390/jcm8070986] [Medline: 31284687]

11. Zhang K, Liu X, Liu F, He L, Zhang L, Yang Y, et al. An Interpretable and Expandable Deep Learning Diagnostic System
for Multiple Ocular Diseases: Qualitative Study. J Med Internet Res 2018 Nov 14;20(11):e11144 [FREE Full text] [doi:
10.2196/11144] [Medline: 30429111]

J Med Internet Res 2020 | vol. 22 | iss. 11 | e18563 | p. 18http://www.jmir.org/2020/11/e18563/
(page number not for citation purposes)

Owais et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v22i11e18563_app1.docx&filename=b0b66b0437b7495f92a42fde1a0d3bcd.docx
https://jmir.org/api/download?alt_name=jmir_v22i11e18563_app1.docx&filename=b0b66b0437b7495f92a42fde1a0d3bcd.docx
https://jmir.org/api/download?alt_name=jmir_v22i11e18563_app2.xlsx&filename=6f630108a7f5e5886c547fe68c79cde8.xlsx
https://jmir.org/api/download?alt_name=jmir_v22i11e18563_app2.xlsx&filename=6f630108a7f5e5886c547fe68c79cde8.xlsx
https://doi.org/10.3322/caac.21332
http://dx.doi.org/10.3322/caac.21332
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26742998&dopt=Abstract
http://dx.doi.org/10.1016/j.compbiomed.2016.10.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27810622&dopt=Abstract
http://dx.doi.org/10.1016/j.compbiomed.2017.03.031
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28412572&dopt=Abstract
https://doi.org/10.1109/JBHI.2016.2635662
http://dx.doi.org/10.1109/jbhi.2016.2635662
http://gut.bmj.com/lookup/pmidlookup?view=long&pmid=29066576
http://dx.doi.org/10.1136/gutjnl-2017-314547
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29066576&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2352-3964(17)30412-7
http://dx.doi.org/10.1016/j.ebiom.2017.10.014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29056541&dopt=Abstract
https://doi.org/10.1109/JBHI.2016.2637004
http://dx.doi.org/10.1109/jbhi.2016.2637004
https://doi.org/10.1038/s41598-018-25842-6
https://doi.org/10.1038/s41598-018-25842-6
http://dx.doi.org/10.1038/s41598-018-25842-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29760397&dopt=Abstract
http://dx.doi.org/10.1007/s10120-018-0793-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29335825&dopt=Abstract
https://www.mdpi.com/resolver?pii=jcm8070986
http://dx.doi.org/10.3390/jcm8070986
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31284687&dopt=Abstract
https://www.jmir.org/2018/11/e11144/
http://dx.doi.org/10.2196/11144
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30429111&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


12. Arsalan M, Owais M, Mahmood T, Cho S, Park K. Aiding the Diagnosis of Diabetic and Hypertensive Retinopathy Using
Artificial Intelligence-Based Semantic Segmentation. J Clin Med 2019 Sep 11;8(9):1-28 [FREE Full text] [doi:
10.3390/jcm8091446] [Medline: 31514466]

13. Ko H, Chung H, Kang W, Kim K, Shin Y, Kang S, et al. COVID-19 Pneumonia Diagnosis Using a Simple 2D Deep
Learning Framework With a Single Chest CT Image: Model Development and Validation. J Med Internet Res 2020 Jun
29;22(6):e19569 [FREE Full text] [doi: 10.2196/19569] [Medline: 32568730]

14. Dhombres F, Maurice P, Guilbaud L, Franchinard L, Dias B, Charlet J, et al. A Novel Intelligent Scan Assistant System
for Early Pregnancy Diagnosis by Ultrasound: Clinical Decision Support System Evaluation Study. J Med Internet Res
2019 Jul 03;21(7):e14286 [FREE Full text] [doi: 10.2196/14286] [Medline: 31271152]

15. Faruqui S, Du Y, Meka R, Alaeddini A, Li C, Shirinkam S, et al. Development of a Deep Learning Model for Dynamic
Forecasting of Blood Glucose Level for Type 2 Diabetes Mellitus: Secondary Analysis of a Randomized Controlled Trial.
JMIR Mhealth Uhealth 2019 Nov 01;7(11):e14452 [FREE Full text] [doi: 10.2196/14452] [Medline: 31682586]

16. Krizhevsky A, Sutskever I, Hinton GE. ImageNet classification with deep convolutional neural networks. 2012 Presented
at: 25th International Conference on Neural Information Processing Systems; Dec 3-6, 2012; Lake Tahoe, NV URL: http:/
/papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf [doi: 10.1145/3065386]

17. Ruder S. An overview of gradient descent optimization algorithms. arXiv. 2017. URL: https://arxiv.org/abs/1609.04747
[accessed 2020-11-18]

18. Barbosa D, Ramos J, Lima C. Detection of small bowel tumors in capsule endoscopy frames using texture analysis based
on the discrete wavelet transform. 2008 Presented at: 30th Annual International Conference of the IEEE Engineering in
Medicine and Biology Society; Aug 20-25, 2008; Vancouver, BC, Canada URL: https://doi.org/10.1109/IEMBS.2008.
4649837 [doi: 10.1109/iembs.2008.4649837]

19. Karargyris A, Bourbakis N. Detection of Small Bowel Polyps and Ulcers in Wireless Capsule Endoscopy Videos. IEEE
Trans Biomed Eng 2011 Oct;58(10):2777-2786 [FREE Full text] [doi: 10.1109/tbme.2011.2155064]

20. Li B, Meng MQ. Automatic polyp detection for wireless capsule endoscopy images. Expert Syst Applications 2012
Sep;39(12):10952-10958. [doi: 10.1016/j.eswa.2012.03.029]

21. Li B, Meng MQ. Tumor Recognition in Wireless Capsule Endoscopy Images Using Textural Features and SVM-Based
Feature Selection. IEEE Trans Inform Technol Biomed 2012 May;16(3):323-329 [FREE Full text] [doi:
10.1109/titb.2012.2185807]

22. Manivannan S, Wang R, Trucco E, Hood A. Automatic normal-abnormal video frame classification for colonoscopy. 2013
Presented at: IEEE 10th International Symposium on Biomedical Imaging; April 7-11, 2013; San Francisco, CA URL:
https://doi.org/10.1109/ISBI.2013.6556557 [doi: 10.1109/isbi.2013.6556557]

23. Manivannan S, Wang R, Trucco E. Extended Gaussian-filtered local binary patterns for colonoscopy image classification.
2013 Presented at: IEEE International Conference on Computer Vision Workshops; Dec 2-8, 2013; Sydney, Australia URL:
https://doi.org/10.1109/ICCVW.2013.31 [doi: 10.1109/iccvw.2013.31]

24. Yuan Y, Li B, Meng MQ. Improved Bag of Feature for Automatic Polyp Detection in Wireless Capsule Endoscopy Images.
IEEE Trans Automat Sci Eng 2016 Apr;13(2):529-535. [doi: 10.1109/tase.2015.2395429]

25. Dongguk University. URL: http://dm.dgu.edu/link.html [accessed 2020-11-18]
26. Ilin A, Raiko T. Practical approaches to principal component analysis in the presence of missing values. J Mach Learn Res

2010 Jul;11(1):1957-2000 [FREE Full text]
27. Huang G, Liu Z, van der Maaten L, Weinberger K. Densely connected convolutional networks. 2017 Presented at: IEEE

Conference on Computer Vision and Pattern Recognition; July 21-26, 2017; Honolulu, HI URL: http://openaccess.thecvf.com/
content_cvpr_2017/html/Huang_Densely_Connected_Convolutional_CVPR_2017_paper.html [doi: 10.1109/cvpr.2017.243]

28. Schuster M, Paliwal K. Bidirectional recurrent neural networks. IEEE Trans Signal Process 1997 Nov;45(11):2673-2681
[FREE Full text] [doi: 10.1109/78.650093]

29. Hochreiter S, Schmidhuber J. Long short-term memory. Neural Comput 1997 Nov 15;9(8):1735-1780. [doi:
10.1162/neco.1997.9.8.1735] [Medline: 9377276]

30. Deep learning toolbox. Mathworks. URL: https://in.mathworks.com/products/deeplearning.html [accessed 2020-11-18]
31. Cover T, Hart P. Nearest neighbor pattern classification. IEEE Trans Inform Theory 1967 Jan;13(1):21-27 [FREE Full text]

[doi: 10.1109/tit.1967.1053964]
32. Freund Y, Schapire R. A Decision-Theoretic Generalization of On-Line Learning and an Application to Boosting. J Comp

Syst Sci 1997 Aug;55(1):119-139 [FREE Full text] [doi: 10.1006/jcss.1997.1504]
33. Hsu C, Lin C. A comparison of methods for multiclass support vector machines. IEEE Trans Neural Netw

2002;13(2):415-425. [doi: 10.1109/72.991427] [Medline: 18244442]
34. Gastrolab - the gastrointestinal site. Gastrolab. URL: http://www.gastrolab.net/ni.htm [accessed 2020-11-18]
35. Pogorelov K, Randel K, Griwodz C, Eskeland S, de Lange T, Johansen D. KVASIR: A multi-class image dataset for

computer aided gastrointestinal disease detection. 2017 Presented at: 8th ACM Multimedia Systems Conference; June
20-23, 2017; Taipei, Taiwan URL: https://doi.org/10.1145/3083187.3083212 [doi: 10.1145/3083187.3083212]

36. Fan S, Xu L, Fan Y, Wei K, Li L. Computer-aided detection of small intestinal ulcer and erosion in wireless capsule
endoscopy images. Phys Med Biol 2018 Aug 10;63(16):165001. [doi: 10.1088/1361-6560/aad51c] [Medline: 30033931]

J Med Internet Res 2020 | vol. 22 | iss. 11 | e18563 | p. 19http://www.jmir.org/2020/11/e18563/
(page number not for citation purposes)

Owais et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.mdpi.com/resolver?pii=jcm8091446
http://dx.doi.org/10.3390/jcm8091446
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31514466&dopt=Abstract
https://www.jmir.org/2020/6/e19569/
http://dx.doi.org/10.2196/19569
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32568730&dopt=Abstract
https://www.jmir.org/2019/7/e14286/
http://dx.doi.org/10.2196/14286
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31271152&dopt=Abstract
https://mhealth.jmir.org/2019/11/e14452/
http://dx.doi.org/10.2196/14452
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31682586&dopt=Abstract
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf
http://dx.doi.org/10.1145/3065386
https://arxiv.org/abs/1609.04747
https://doi.org/10.1109/IEMBS.2008.4649837
https://doi.org/10.1109/IEMBS.2008.4649837
http://dx.doi.org/10.1109/iembs.2008.4649837
https://doi.org/10.1109/TBME.2011.2155064
http://dx.doi.org/10.1109/tbme.2011.2155064
http://dx.doi.org/10.1016/j.eswa.2012.03.029
https://doi.org/10.1109/TITB.2012.2185807
http://dx.doi.org/10.1109/titb.2012.2185807
https://doi.org/10.1109/ISBI.2013.6556557
http://dx.doi.org/10.1109/isbi.2013.6556557
https://doi.org/10.1109/ICCVW.2013.31
http://dx.doi.org/10.1109/iccvw.2013.31
http://dx.doi.org/10.1109/tase.2015.2395429
http://dm.dgu.edu/link.html
http://www.jmlr.org/papers/volume11/ilin10a/ilin10a.pdf
http://openaccess.thecvf.com/content_cvpr_2017/html/Huang_Densely_Connected_Convolutional_CVPR_2017_paper.html
http://openaccess.thecvf.com/content_cvpr_2017/html/Huang_Densely_Connected_Convolutional_CVPR_2017_paper.html
http://dx.doi.org/10.1109/cvpr.2017.243
https://doi.org/10.1109/78.650093
http://dx.doi.org/10.1109/78.650093
http://dx.doi.org/10.1162/neco.1997.9.8.1735
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=9377276&dopt=Abstract
https://in.mathworks.com/products/deeplearning.html
https://doi.org/10.1109/TIT.1967.1053964
http://dx.doi.org/10.1109/tit.1967.1053964
https://doi.org/10.1006/jcss.1997.1504
http://dx.doi.org/10.1006/jcss.1997.1504
http://dx.doi.org/10.1109/72.991427
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18244442&dopt=Abstract
http://www.gastrolab.net/ni.htm
https://doi.org/10.1145/3083187.3083212
http://dx.doi.org/10.1145/3083187.3083212
http://dx.doi.org/10.1088/1361-6560/aad51c
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30033931&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


37. Guimarães P, Keller A, Fehlmann T, Lammert F, Casper M. Deep-learning based detection of gastric precancerous conditions.
Gut 2020 Jan;69(1):4-6. [doi: 10.1136/gutjnl-2019-319347] [Medline: 31375599]

38. Dif N, Elberrichi Z. A new deep learning model selection method for colorectal cancer classification. Int J Swarm Intell
Res 2020;11(3):88. [doi: 10.4018/ijsir.2020070105]

39. Lee J, Kim Y, Kim Y, Park S, Choi Y, Kim Y, et al. Spotting malignancies from gastric endoscopic images using deep
learning. Surg Endosc 2019 Nov;33(11):3790-3797. [doi: 10.1007/s00464-019-06677-2] [Medline: 30719560]

40. Vezakis I, Toumpaniaris P, Polydorou A, Koutsouris D. A novel real-time automatic angioectasia detection method in
wireless capsule endoscopy video feed. 2019 Presented at: 41st Annual International Conference of the IEEE Engineering
in Medicine and Biology Society (EMBC); July 23-27, 2019; Berlin, Germany p. 23-27 URL: https://doi.org/10.1109/
EMBC.2019.8857445 [doi: 10.1109/embc.2019.8857445]

41. Hussein M, Gonzalez-Bueno Puyal J, Brandao P, Toth D, Sehgal V, Everson MA, et al. Sa2030 Deep Neural Network For
The Detection Of Early Neoplasia In Barrett's Oesophagus. Gastrointest Endosc 2020 Jun;91(6):AB250 [FREE Full text]
[doi: 10.1016/j.gie.2020.03.1826]

42. Cho B, Bang C, Park S, Yang Y, Seo S, Lim H, et al. Automated classification of gastric neoplasms in endoscopic images
using a convolutional neural network. Endoscopy 2019 Dec;51(12):1121-1129. [doi: 10.1055/a-0981-6133] [Medline:
31443108]

43. Song E, Park B, Ha C, Hwang S, Park S, Yang DH, et al. Endoscopic diagnosis and treatment planning for colorectal polyps
using a deep-learning model. Sci Rep 2020 Jan 08;10(1):30 [FREE Full text] [doi: 10.1038/s41598-019-56697-0] [Medline:
31913337]

44. Zhang X, Hu W, Chen F, Liu J, Yang Y, Wang L, et al. Gastric precancerous diseases classification using CNN with a
concise model. PLoS One 2017;12(9):e0185508 [FREE Full text] [doi: 10.1371/journal.pone.0185508] [Medline: 28950010]

45. Hicks S, Eskeland S, Lux M, Lange T, Randel K, Jeppsson M. Mimir: an automatic reporting and reasoning system for
deep learning based analysis in the medical domain. 2018 Presented at: 9th ACM Multimedia Systems Conference; June
12-15, 2018; Amsterdam, Netherlands p. 12-15 URL: https://doi.org/10.1145/3204949.3208129 [doi:
10.1145/3204949.3208129]

46. Jani K, Srivastava R, Srivastava S, Anand A. Computer aided medical image analysis for capsule endoscopy using
conventional machine learning and deep learning. 2019 Presented at: 7th International Conference on Smart Computing &
Communications (ICSCC); June 28-30, 2019; Sarawak, Malaysia URL: https://doi.org/10.1109/ICSCC.2019.8843669 [doi:
10.1109/icscc.2019.8843669]

47. Klang E, Barash Y, Margalit R, Soffer S, Shimon O, Albshesh A, et al. Deep learning algorithms for automated detection
of Crohn's disease ulcers by video capsule endoscopy. Gastrointest Endosc 2020 Mar;91(3):606-613.e2. [doi:
10.1016/j.gie.2019.11.012] [Medline: 31743689]

48. Peng X, Tang Z, Yang F, Feris R, Metaxas D. Jointly optimize data augmentation and network training: Adversarial data
augmentation in human pose estimation. 2018 Presented at: IEEE Conference on Computer Vision and Pattern Recognition;
June 18-23, 2018; Salt Lake City, UT URL: https://doi.org/10.1109/CVPR.2018.00237 [doi: 10.1109/cvpr.2018.00237]

49. Wong S, Gatt A, Stamatescu V, McDonnell M. Understanding data augmentation for classification: When to warp? 2016
Presented at: IEEE International Conference on Digital Image Computing: Techniques and Applications; Nov 30-Dec 2,
2016; Gold Coast, Australia URL: https://doi.org/10.1109/DICTA.2016.7797091 [doi: 10.1109/dicta.2016.7797091]

50. Intel Core i7-3770K Processor. Intel. URL: https://ark.intel.com/content/www/us/en/ark/products/65523/
intel-core-i7-3770k-processor-8m-cache-up-to-3-90-ghz.html [accessed 2020-11-18]

51. GeForce GTX 1070. GeForce. URL: https://www.geforce.com/hardware/desktop-gpus/geforce-gtx-1070/specifications
[accessed 2020-11-18]

52. Deng J, Dong W, Socher R, Li L, Li K, Fei-Fei L. ImageNet: A large-scale hierarchical image database. 2009 Presented
at: IEEE Conference on Computer Vision and Pattern Recognition; June 20-25, 2009; Miami, FL URL: https://doi.org/
10.1109/CVPR.2009.5206848 [doi: 10.1109/cvprw.2009.5206848]

53. Hossin M, Sulaiman MN. A Review on Evaluation Metrics for Data Classification Evaluations. Int J Data Min Knowl
Manag Process 2015 Mar 31;5(2):01-11 [FREE Full text] [doi: 10.5121/ijdkp.2015.5201]

54. Simonyan K, Zisserman A. Very deep convolutional networks for large-scale image recognition. 2015 Presented at: 3rd
International Conference on Learning Representations; May 7-9, 2015; San Diego, CA URL: https://arxiv.org/pdf/1409.
1556v6.pdf

55. Szegedy C, Vanhoucke V, Ioffe S, Shlens J, Wojna Z. Rethinking the inception architecture for computer vision. 2016
Presented at: IEEE Conference on Computer Vision and Pattern Recognition; June 27-30, 2016; Las Vegas, NV URL:
https://doi.org/10.1109/CVPR.2016.308 [doi: 10.1109/cvpr.2016.308]

56. He K, Zhang X, Ren S, Sun J. Deep residual learning for image recognition. 2016 Presented at: 2016 IEEE Conference on
Computer Vision and Pattern Recognition; June 26-July 1, 2016; Las Vegas, NV URL: https://doi.org/10.1109/CVPR.2016.
90 [doi: 10.1109/cvpr.2016.90]

57. Iandola F, Han S, Moskewicz M, Ashraf K, Dally W, Keutzer K. arXiv. URL: https://arxiv.org/abs/1602.07360 [accessed
2020-11-18]

J Med Internet Res 2020 | vol. 22 | iss. 11 | e18563 | p. 20http://www.jmir.org/2020/11/e18563/
(page number not for citation purposes)

Owais et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1136/gutjnl-2019-319347
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31375599&dopt=Abstract
http://dx.doi.org/10.4018/ijsir.2020070105
http://dx.doi.org/10.1007/s00464-019-06677-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30719560&dopt=Abstract
https://doi.org/10.1109/EMBC.2019.8857445
https://doi.org/10.1109/EMBC.2019.8857445
http://dx.doi.org/10.1109/embc.2019.8857445
https://doi.org/10.1016/j.gie.2020.03.1826
http://dx.doi.org/10.1016/j.gie.2020.03.1826
http://dx.doi.org/10.1055/a-0981-6133
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31443108&dopt=Abstract
https://doi.org/10.1038/s41598-019-56697-0
http://dx.doi.org/10.1038/s41598-019-56697-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31913337&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0185508
http://dx.doi.org/10.1371/journal.pone.0185508
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28950010&dopt=Abstract
https://doi.org/10.1145/3204949.3208129
http://dx.doi.org/10.1145/3204949.3208129
https://doi.org/10.1109/ICSCC.2019.8843669
http://dx.doi.org/10.1109/icscc.2019.8843669
http://dx.doi.org/10.1016/j.gie.2019.11.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31743689&dopt=Abstract
https://doi.org/10.1109/CVPR.2018.00237
http://dx.doi.org/10.1109/cvpr.2018.00237
https://doi.org/10.1109/DICTA.2016.7797091
http://dx.doi.org/10.1109/dicta.2016.7797091
https://ark.intel.com/content/www/us/en/ark/products/65523/intel-core-i7-3770k-processor-8m-cache-up-to-3-90-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/65523/intel-core-i7-3770k-processor-8m-cache-up-to-3-90-ghz.html
https://www.geforce.com/hardware/desktop-gpus/geforce-gtx-1070/specifications
https://doi.org/10.1109/CVPR.2009.5206848
https://doi.org/10.1109/CVPR.2009.5206848
http://dx.doi.org/10.1109/cvprw.2009.5206848
http://www.aircconline.com/ijdkp/V5N2/5215ijdkp01.pdf
http://dx.doi.org/10.5121/ijdkp.2015.5201
https://arxiv.org/pdf/1409.1556v6.pdf
https://arxiv.org/pdf/1409.1556v6.pdf
https://doi.org/10.1109/CVPR.2016.308
http://dx.doi.org/10.1109/cvpr.2016.308
https://doi.org/10.1109/CVPR.2016.90
https://doi.org/10.1109/CVPR.2016.90
http://dx.doi.org/10.1109/cvpr.2016.90
https://arxiv.org/abs/1602.07360
http://www.w3.org/Style/XSL
http://www.renderx.com/


58. Szegedy C, Liu W, Jia Y, Sermanet P, Reed S, Anguelov D. Going deeper with convolutions. 2015 Presented at: IEEE
Conference of Computer Vision and Pattern Recognition; June 7-12, 2015; Boston, MA URL: https://doi.org/10.1109/
CVPR.2015.7298594 [doi: 10.1109/cvpr.2015.7298594]

59. Sandler M, Howard A, Zhu M, Zhmoginov A, Chen L. Mobilenetv2: Inverted residuals and linear bottlenecks. 2018
Presented at: 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition; June 18-23, 2018; Salt Lake City,
UT URL: https://doi.org/10.1109/CVPR.2018.00474 [doi: 10.1109/cvpr.2018.00474]

60. Szegedy C, Ioffe S, Vanhoucke V, Alemi A. Inception-v4, inception-ResNet and the impact of residual connections on
learning. 2017 Presented at: 31st AAAI Conference on Artificial Intelligence; Feb 4-9, 2017; San Francisco, CA URL:
https://dl.acm.org/doi/10.5555/3298023.3298188

61. Zhang X, Zhou X, Lin M, Sun J. ShuffleNet: An extremely efficient convolutional neural network for mobile devices. 2018
Presented at: 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition; June 18-23, 2018; Salt Lake City,
UT URL: https://doi.org/10.1109/CVPR.2018.00716 [doi: 10.1109/cvpr.2018.00716]

62. Chollet F. Xception: Deep learning with depthwise separable convolutions. 2017 Presented at: 2017 IEEE conference on
computer vision and pattern recognition; July 21-26, 2017; Honolulu, HI URL: https://doi.org/10.1109/CVPR.2017.195
[doi: 10.1109/cvpr.2017.195]

63. Raychaudhuri S. Introduction to Monte Carlo simulation. 2008 Presented at: 2008 IEEE Winter Simulation Conference;
Dec 7-10, 2008; Miami, FL URL: https://doi.org/10.1109/WSC.2008.4736059 [doi: 10.1109/wsc.2008.4736059]

64. Livingston EH. Who was student and why do we care so much about his t-test? J Surg Res 2004 May 01;118(1):58-65.
[doi: 10.1016/j.jss.2004.02.003] [Medline: 15093718]

65. Cohen J. A power primer. Psychol Bull 1992;112(1):155-159 [FREE Full text] [doi: 10.1037/0033-2909.112.1.155]
66. Nakagawa S, Cuthill I. Effect size, confidence interval and statistical significance: a practical guide for biologists. Biol Rev

2007 Nov;82(4):591-605 [FREE Full text] [doi: 10.1111/j.1469-185x.2007.00027.x]
67. Subrahmanyam M, Maheshwari R, Balasubramanian R. Local maximum edge binary patterns: A new descriptor for image

retrieval and object tracking. Signal Process 2012 Jun;92(6):1467-1479 [FREE Full text] [doi: 10.1016/j.sigpro.2011.12.005]
68. Velmurugan K, Baboo SS. Image Retrieval using Harris Corners and Histogram of Oriented Gradients. Int J Comput Appl

2011 Jun 30;24(7):6-10 [FREE Full text] [doi: 10.5120/2968-3968]
69. Nguyen D, Pham T, Baek N, Park K. Combining Deep and Handcrafted Image Features for Presentation Attack Detection

in Face Recognition Systems Using Visible-Light Camera Sensors. Sensors (Basel) 2018 Feb 26;18(3):1-29 [FREE Full
text] [doi: 10.3390/s18030699] [Medline: 29495417]

70. Breiman L. Random forests. Mach Learn 2001 Apr;45(1):5-32 [FREE Full text] [doi: 10.1023/A:1010933404324]
71. Zhou B, Khosla A, Lapedriza A, Oliva A, Torralba A. Learning deep features for discriminative localization. 2016 Presented

at: 2016 IEEE Conference on Computer Vision and Pattern Recognition; June 27-30, 2016; Las Vegas, NV URL: https:/
/doi.org/10.1109/CVPR.2016.319 [doi: 10.1109/cvpr.2016.319]

Abbreviations
ANN: artificial neural network
CAD: computer-aided diagnosis
CNN: convolutional neural network
GI: gastrointestinal
HOG: histogram of oriented gradients
KNN: k-nearest neighbor
LBP: local binary pattern
LSTM: long short-term memory
mAP: mean average precision
mAR: mean average recall
MLBP: multilevel local binary pattern
PCA: principal component analysis
RF: random forest
SVM: support vector machine

J Med Internet Res 2020 | vol. 22 | iss. 11 | e18563 | p. 21http://www.jmir.org/2020/11/e18563/
(page number not for citation purposes)

Owais et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://doi.org/10.1109/CVPR.2015.7298594
https://doi.org/10.1109/CVPR.2015.7298594
http://dx.doi.org/10.1109/cvpr.2015.7298594
https://doi.org/10.1109/CVPR.2018.00474
http://dx.doi.org/10.1109/cvpr.2018.00474
https://dl.acm.org/doi/10.5555/3298023.3298188
https://doi.org/10.1109/CVPR.2018.00716
http://dx.doi.org/10.1109/cvpr.2018.00716
https://doi.org/10.1109/CVPR.2017.195
http://dx.doi.org/10.1109/cvpr.2017.195
https://doi.org/10.1109/WSC.2008.4736059
http://dx.doi.org/10.1109/wsc.2008.4736059
http://dx.doi.org/10.1016/j.jss.2004.02.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15093718&dopt=Abstract
https://doi.org/10.1037/0033-2909.112.1.155
http://dx.doi.org/10.1037/0033-2909.112.1.155
https://doi.org/10.1111/j.1469-185X.2007.00027.x
http://dx.doi.org/10.1111/j.1469-185x.2007.00027.x
https://doi.org/10.1016/j.sigpro.2011.12.005
http://dx.doi.org/10.1016/j.sigpro.2011.12.005
https://pdfs.semanticscholar.org/e892/44816864ee8e000b72923b1983af6c65adb8.pdf
http://dx.doi.org/10.5120/2968-3968
https://www.mdpi.com/resolver?pii=s18030699
https://www.mdpi.com/resolver?pii=s18030699
http://dx.doi.org/10.3390/s18030699
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29495417&dopt=Abstract
https://link.springer.com/content/pdf/10.1023/A:1010933404324.pdf
http://dx.doi.org/10.1023/A:1010933404324
https://doi.org/10.1109/CVPR.2016.319
https://doi.org/10.1109/CVPR.2016.319
http://dx.doi.org/10.1109/cvpr.2016.319
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by G Eysenbach, R Kukafka; submitted 05.03.20; peer-reviewed by M Yousaf, P Lei, M Feng; comments to author 03.09.20;
revised version received 16.09.20; accepted 11.11.20; published 26.11.20

Please cite as:
Owais M, Arsalan M, Mahmood T, Kang JK, Park KR
Automated Diagnosis of Various Gastrointestinal Lesions Using a Deep Learning–Based Classification and Retrieval Framework
With a Large Endoscopic Database: Model Development and Validation
J Med Internet Res 2020;22(11):e18563
URL: http://www.jmir.org/2020/11/e18563/
doi: 10.2196/18563
PMID: 33242010

©Muhammad Owais, Muhammad Arsalan, Tahir Mahmood, Jin Kyu Kang, Kang Ryoung Park. Originally published in the
Journal of Medical Internet Research (http://www.jmir.org), 26.11.2020. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet
Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/,
as well as this copyright and license information must be included.

J Med Internet Res 2020 | vol. 22 | iss. 11 | e18563 | p. 22http://www.jmir.org/2020/11/e18563/
(page number not for citation purposes)

Owais et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.jmir.org/2020/11/e18563/
http://dx.doi.org/10.2196/18563
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33242010&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

